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Abstract

Thermal-Aware CAD for modern integrated circuits

by

Sheldon Logan

Power density in modern integrated circuits (ICs) continues to increase at an alarming rate.

In turn, larger power densities result in higher peak temperatures which can reduce chip

reliability and further increase leakage power consumption. Thermal-aware CAD design is

a method to combat these problems. However most existing thermal-aware CAD research

has focused on thermal-aware floorplanning and placement. These thermal-aware floor-

planners have several problems such as long execution times and being limited to only one

method of reducing peak temperatures. In addition most thermal-aware CAD research has

only focused on reducing chip peak temperatures and not other reliability concerns such

as high interconnect temperatures, wire/C4 bump electromigration, and thermal-cyclic C4

bump failure.

This thesis proposes several new algorithms and methodologies that can be used

to directly reduce high on chip temperatures and mitigate the reliability concerns caused by

these high temperatures. Experimental results show that the proposed thermal-floorplanning

moves based on whitespace utilization, coupled with a method of quickly evaluating tem-

perature effects can reduce on chip-temperatures on average by 7K with only a modest 4.2%

increase in wirelength and 1.12x increase in execution time. In addition, a method for co-

optimizing floorplanning and C4 bump placement using a quadratic optimization process

is shown to increase the lifetime of bumps from thermal-cyclic fatigue by 47× with only

x



a modest 3% increase in HPWL wirelength. To combat bump electromigration, a single-

bump redundancy technique based on Integer Linear Programming (ILP) is proposed, and

shown to be able to reduce the number of redundant bumps to guarantee single-bump redun-

dancy by 68% as compared to a naive bump placement approach. Finally, an algorithm to

redistribute decoupling capacitance, is shown to be able to reduce interconnect temperatures

by 12.5K on average and provide a 1.66× increase in electromigration lifetime.
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Chapter 1

Introduction

High on-chip temperatures have quickly become one of the major concerns for

modern integrated circuit (IC) designers. Extreme power densities due to the aggressive

scaling of transistor sizes have resulted in large peak temperatures and drastic temperature

gradients. These large peak temperatures and gradients lead to several reliability concerns

in modern integrated circuits such as electromigration, NBTI, increases in leakage power

and thermal-cyclic fatigue. Consequently, most designers now consider temperature, along

with power, in the early parts of the design phase.

Reducing the overall chip temperature is one of the best methods of combating the

reliability concerns caused by high temperatures in modern ICs and this is usually done via

thermal-aware floorplanning [7,17,18,26,33,48,49,62,114]. Thermal-aware floorplanning,

consists of adjusting the cost function of a floorplanner to include some temperature metric

in addition to the other typical design metrics.

Thermal-aware floorplanning however, can only reduce the high IC temperatures

by a certain amount with the resulting IC temperatures potentially still leading to other

1



reliability problems such as mechanical failure of C4 solder bumps. These bumps fail due

to thermal-cyclic fatigue which is caused by the coefficient of thermal expansion (CTE)

mismatch between the substrate and package.

Another reliability issues caused by high IC temperatures is the increase in inter-

connect resistivity and electromigration. Resistivity increases result in IR drop and voltage

droop violations leading to timing and signal integrity issues [88]. Increases in interconnect

electromigration can potentially lead to breaks in the interconnect or failure of C4 bumps,

which would result in complete IC failure.

The increases in resistivity and electromigration are only going to worsen as

designs move to smaller technologies. Decreased wire cross section areas, lower supply

voltages and low-K dielectrics between metal layers all increase interconnect tempera-

tures [12, 28, 36]. Lower supply voltages result in higher currents due to the inverse pro-

portional relationship between voltage and current. Low-K dielectrics exacerbate the tem-

perature problems since the dielectric used to electrically insulate the various metal layers

have very low thermal conductivity which leads to poor dissipation of heat from the metal

wires, especially in the higher layers. 3D-ICs further suffer from this problem because

interconnect layers in the highest tiers are located very far from the heat sink.

Other reliability issues caused by high IC temperatures are increases in NBTI

and increases in circuit leakage. NBTI is the degradation of the threshold voltages, drive

currents and noise margins in negative bias transistors. These degradations can lead to

circuit timing errors and in the worst case, catastrophic circuit failure. The magnitude of

circuit current leakage is strongly correlated to temperature and thus, high chip temperatures

can lead to dramatic increases in power usage due to the sudden increase in leakage current.
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1.1 Thesis Contributions and Outline

This thesis proposes several CAD algorithms and methodologies that reduce high

IC temperatures and also mitigate the reliability issues caused by these temperatures. Chap-

ter 2 introduces the background for the algorithms and methodologies and Chapter 3 intro-

duces the thermal background knowledge required to understand them. The algorithms and

methodologies are detailed in Chapters 4, 5, 6, 7. The experimental setup for the algorithms

and methodologies are presented in Chapter 8 and the results and discussions from these

experiments are detailed in Chapter 9. Finally the contributions of this thesis are concluded

in Chapter 10.

Chapter 4 contains the contributions to thermal floorplanning. It introduces an

effective way to lower maximum temperatures in floorplanning by adjusting white space

usage, in addition to moving blocks around in a floorplan, which is what is typical done. It

also presents a power metric cost for thermal floorplanning that is faster than other methods

and still results in excellent solutions [53].

Chapter 5 contains the contributions to thermal-cyclic bump fatigue. It first intro-

duces a simplified stress/strain/fatigue model for C4 solder bumps that can be used during

floorplanning to guide C4 bump placement. It then presents a quadratic C4 bump placement

algorithm that optimizes for both wirelength and reliability which can be used to increase

the lifetime of C4 bumps from thermal-cyclic fatigue [54].

Chapter 6 contains the contributions to the area of reducing interconnect temper-

atures. It presents a methodology for the redistribution and/or allocation of decoupling ca-

pacitance (decap) to reduce the Joule heating power in the PSN interconnect. The method-
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ology is based on a gradient-based algorithm and can lead to significant increases in PSN

integrity.

Finally Chapter 7 contains the contribution to reducing the impact of intercon-

nection electromigration in circuits. It presents a methodology to create PSNs that are

single-bump redundant, meaning if any bump fails due to electromigration and/or manufac-

turing the PSN will still be able to meet its’ requirements. The methodology uses an Integer

Linear Program (ILP) to generate the smallest set of redundant bumps to guarantee single-

bump redundancy. The chapter also presents a methodology which uses thermal modeling

for determining which bumps are critical to the PSN design and it is also the first work to

consider C4 bump manufacturing defects in PSN design.
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Chapter 2

Background and Previous Work

This chapter provides background information on the various VLSI problems ad-

dressed throughout the thesis and also details the CAD algorithms and methodologies pro-

posed by other researchers to combat these problems. Sections 2.1, 2.2, 2.3 and 2.4 analyzes

the floorplanning problem and shows how previous researchers have tackled thermal-aware

floorplanning. Sections 2.5 introduces the concept of flip-chip packaging and analyzes the

flip-chip C4 bump placement problem. Finally, Sections 2.6, 2.7 and 2.8 introduces the con-

cept of a Power Supply Network (PSN) and then analyzes the various problems associated

with PSN synthesis: wire sizing, decap placement, and power bump placement.

2.1 Floorplanning

The floorplanning problem is defined as follows: Given a set of blocks, find

the optimal orientation of those blocks to minimize certain design metrics such that no

blocks overlap. The classical floorplanning design metrics are area and wirelength. Re-

cently floorplanning has been extended to consider other metrics such as maximum temper-
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ature [7, 17, 18, 26, 33, 48, 49, 62], power supply noise [10, 111] and leakage [27, 114]. This

thesis focuses on the classical metrics in addition to maximum temperature.

2.1.1 Area

The floorplan area metric (Areaf ) is calculated as

Areaf = widthmax × heightmax (2.1)

where widthmax is the maximum width of the floorplan and heightmax is the maximum

height of the floorplan. If the area of the floorplan is larger than the total area of the blocks

then the floorplan contains whitespace. More formally, floorplanning whitespace is defined

as any area within the floorplan that is not being occupied by a block. Figure 2.1 shows two

floorplans for a circuit. Figure 2.1(a) contains whitespace while Figure 2.1(b) contains no

whitespace.

Recently, researchers have focused on fixed-area floorplanning [1, 3]. In fixed-

area floorplanning the area metric is modified to

Areaf =


1 if (widthmax × heightmax < Areafix)

widthmax×heightmax
Areafix

otherwise
(2.2)

where Areafix is the area designated to hold the floorplan.

2.1.2 Wirelength

The wirelength metric is used to estimate the total wiring required to route the

pins within the floorplan. There are three main methods to estimate wirelength, Half

Perimeter Wirelength (HPWL), Steiner Wirelength and rectilinear Minimum Spanning Tree
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tal area of blocks

Figure 2.1: Two floorplans for the same circuit illustrating the concept of floorplanning
whitespace

(MST) Wirelength as shown in Figure 2.2. HPWL is the estimate used in this thesis since

most floorplanners in literature use this metric [1,2,7,8,18,33,40,49,62,114] and also due

to the ease and quickness of HPWL calculation. Some floorplanners in the past however

have used the other estimation techniques [73, 79].

HPWL estimates wirelength by creating a bounding box around all the pins and

taking half the perimeter of the bounding box as an estimate of the total wiring required to

route that pin as shown in Figure 2.2(a). Steiner based estimates calculates the wirelength

by creating a Steiner tree using the pins as vertices and using the sum of the edge lengths

of the tree as the wirelength estimate as shown in Figure 2.2(b). Minimum spanning tree

estimates calculates the wirelength by creating a Minimum Spanning tree using the pins

as vertices and using the sum of the edge lengths of the tree as the wirelength estimate as
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(a) Routing estimate for 5 pins

using the HPWL estimate

(b) Routing estimate for 5 pins

using the Steiner wirelength es-

timate

(c) Routing estimate for 5 pins

using the MST estimate

Figure 2.2: The differences in routing estimates for 5 pins using the various wirelength
metrics.

shown in Figure 2.2(c).

Wirelength estimation is also used during floorplanning to estimate routing con-

gestion within floorplanning blocks. Blocks with potential high routing congestion have

their area increased as a method of mitigating potential routing problems. This technique is
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called area utilization.

2.1.3 Temperature

The temperature metric of choice for most floorplanners is the maximum temper-

ature of the floorplan [7,17,18,26,33,48,49,62,114]. However, using maximum temperature

as a floorplanning metric significantly increases the runtime of the floorplanner since com-

puting thermal profiles takes much longer than calculating the other metrics such as floor-

plan area or HPWL. Most previous floorplanning research has used grid-based thermal sim-

ulators [26, 33, 114] which require significant amount of time to compute thermal profiles.

Some researchers [17,48] have tried to decrease the runtime for calculating thermal profiles

by using a simplified thermal model, but this results in significant loss of accuracy in max-

imum temperature calculations and consequently suboptimal floorplanning solutions. In

general, most floorplanners trade off accuracy in temperature calculations for run-time. The

temperature is typically modeled using detailed finite-element (FEM) simulation [11, 96],

compact resistive network modeling [82], or other approximations [67, 94, 107].

2.2 Floorplanning Representation

Each floorplan in the solution space is represented using some form of floor-

planning representation such as Sequence Pair (SP) [58], B*-tree, [8], Corner Block List

[31, 56], slicing tree [43, 105] or Transitive Closure Graph TCG [50]. The floorplanners

proposed in this thesis are based on SP representation due to its simple data structure and

efficient representation.
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2.2.1 SP Representation

The SP representation consists of two sequences, positive and negative step lines,

which capture the geometric information of a floorplan. Figure 2.4 and Figure 2.5 show

the positive and negative step lines respectively for the floorplan shown in Figure 2.3. The

sequence pair for the floorplan is thus <4 1 2 3> (positive) and <1 2 4 3> (negative).

Figure 2.3: A Floorplan Containing 4 Blocks showing the Geometric Relationships between
the Blocks

Figure 2.4: The Ordering of Blocks based on Positive Step Lines <4 1 2 3>

The order of the blocks in the two sequence determines the geometric orientation

of the blocks. If block x occurs before block y in both sequences then block x is to the left
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Figure 2.5: The Ordering of Blocks based on Negative Step Lines <1 2 4 3>

of y. An example of this relation is blocks 1 and 3. However, if block x occurs before block

y in the positive sequence and block y occurs before block x in the negative sequence then

block x is above y. Blocks 1 and 4 are a good example of this relation. There are several

methods of obtaining a floorplan from a sequence pair. The method that is used in the thesis

is longest common subsequence ( [86]).

Another method of compacting a sequence pair uses horizontal and vertical con-

straint graphs. These graphs are constructed from the “left of” and “below” constraints ob-

tained from the sequence pair. An example of the horizontal and vertical constraint graphs

obtain from the floorplan in Figure 2.3 are shown in Figure 2.6 and Figure 2.7, respectively.

The weight of the vertices in the horizontal and vertical constraint graphs are the width

and height of the blocks. The longest path in the vertical and horizontal constraint graph

represents the height and width of the chip. The x coordinate and y coordinate of a block

is calculated by finding the longest path to that block in the horizontal and the vertical con-

straint graphs respectively. Consequently the blocks are packed in a down and to the left
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manner.

Figure 2.6: Horizontal Constraint Graph

Figure 2.7: Vertical Constraint Graph

2.3 Floorplanning Methods

There are many different methods of solving the floorplanning problem. Most of

the methods however can be separated into two categories, iterative approaches and con-

structive approaches. Iterative methods include simulated annealing [1, 2, 8, 17], force-

directed approaches [114] and genetic algorithms [33]. Constructive methods include ana-

lytical [40] and structural partitioning [16]. The method of floorplanning used throughout

the thesis is simulated annealing since it is the method used by most previous thermal-aware

floorplanners [7, 15, 17, 33, 102] and its ease of implementation.
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2.3.1 Genetic Algorithms

Genetic Algorithms are iterative methods of searching through a solution space

that try to mimic evolutionary principles. They make changes to an initial set of solutions

(called an initial population) by the use of three operators: crossover, mutation and repro-

duction. Each initial solution is called a chromosome and the quality of each solution is

evaluated using a fitness function. Reproduction finds high quality chromosomes and du-

plicates them. Crossover selects two random chromosomes and swaps some portions of

each chromosome with some probability. Finally, the mutation operator takes a chromo-

some and randomly changes a portion of it. These three operators are applied to the initial

population to produce a new population and the process is repeated until a stopping criterion

is met. Hung et al. [33] proposed a thermal-aware floorplanner based on genetic algorithms.

It uses a slicing-tree floorplan representation and a grid-based thermal simulator [82]. The

major disadvantage of this method of thermal-aware floorplanning is long execution times

required by the thermal simulator.

2.3.2 Force Directed

Force Directed techniques for floorplanning transforms the problem to a statics

problem of force balancing. The connectivity between blocks acts as attractive forces while

filling forces are introduced to spread apart blocks, remove overlap and reduce floorplan-

ning whitespace. Zhou et al. [114] proposed a thermal-aware floorplanner using a force-

directed approach. In addition to the normal filling forces and attractive forces the authors

incorporate a thermal force which is used to move hot blocks away from areas of high

temperature.
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One of the major disadvantages of using force-directed floorplanning methods

is dealing with overlap. Usually after all the force balancing has been completed there

is significant overlap hence there has to be a post processing step to remove any remain-

ing overlap which will affect the quality of the solution. The second disadvantage of this

method is runtime required to calculate the temperatures needed for the thermal forces.

2.3.3 Simulated Annealing

Simulated Annealing [42] is an iterative method of searching large solution spaces

for a close to optimal solution. It consists of making incremental changes to an initial solu-

tion and accepting or rejecting the change based on the difference in the optimality between

the two solutions. If the new solution is better than the old solution the change will always

be accepted. However, to avoid being caught in local minima, if the change is worse than

the new solution might be accepted depending on difference in optimality and the elapsed

time of the annealer. More bad moves are accepted if the elapsed time is small and/or if

the difference in optimality is small. The quality of a solution is evaluated by some cost

function.

2.4 SP Simulated Annealing Floorplanning

SP-based floorplanning forms the basis of most previous thermal-aware floor-

planners [7, 15, 17, 75, 102] and entails searching through the floorplanning solution space

(represented as sequence pairs) using simulated annealing. The search is accomplished by

modifying the sequence pair and the blocks in the floorplan. The quality of the floorplan-
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ning solution is evaluated using a simple cost function.

2.4.1 SP Floorplanning Moves

Typically, SP floorplanners have four moves. The first move is to swap the loca-

tion of two blocks by swapping two pair of numbers in both sequence pairs. The second

moves entails moving a single block by swapping a pair of numbers in only one sequence

pair. The third move rotates a block which entails swapping a blocks height for its width.

And the final move changes the aspect ratio of a soft block by adjusting its height and width.

2.4.2 SP Floorplanning Cost Function

The cost function for a SP based floorplanner usually includes the classical floor-

planning metrics area and HPWL. Thermal-aware floorplanners [15,17,75,75,102] include

the additional metric maximum temperature, leading to the following cost function

cost = α · Areaf + β · HPWL + ηTMax (2.3)

where TMax is the maximum chip temperature and α, β, η, are the different weights asso-

ciated with each value.

A major disadvantage of using TMax in a cost function is that only moves that

directly affect the hottest temperature hotspot decrease the cost function. If a move sig-

nificantly decrease temperatures in the other hotspots of the chip the cost function is not

decreased and the annealer will more than likely not accept the move decreasing the effi-

ciency of thermal-based floorplanning moves. The second disadvantage of using TMax is

the long computation times required to calculate floorplan temperatures compare the other

metrics, HPWL and area.
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2.5 Flip Chip Packaging

There are two main methods of connecting IC dies to package substrates, wire

bonding and flip chip. Wire bonding routes bond wires from the I/O pads located on the

perimeter of the die to the package. The flip chip method, also called Controlled Collapse

Chip Connection (C4), connects the die to the substrate using C4 solder bumps located

throughout the die area. A sideways view of a flip chip package is shown in Figure 2.8

highlighting the C4 solder bump connections between the chip and package.

Figure 2.8: Flip Chip Package showing C4 connections.

There are several advantages of flip chip designs over wire-bonded designs. Since

the I/O connections can be located throughout the die, the length of wires connecting the

die to the package can be greatly reduced leading to better performance. Also, since the I/O

connections are not limited to the perimeter of the die, more I/O connections are feasible

than in wire bonded designs. Lastly, wire bonded designs usually require larger pack-

ages due to the I/O pads and bonding wires. These advantages along with the increase in

complexity and size of ICs have resulted in many modern designs using flip chip connec-

tions [68].
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2.5.1 C4 Bump Placement and Floorplanning Co-optimization

The C4 bump placement problem can be defined as follows: Given a set of re-

quired package chip connections find the optimal placement of C4 bumps to minimize cer-

tain design metrics. The floorplan of the circuit affects the location of C4 bumps especially

for data I/O connections, consequently, most researchers have tried to optimize the location

of C4 bumps and the floorplan concurrently. Most previous methods of C4 bump place-

ment/floorplanning have focused on minimizing design metrics such as total wirelength

and skew [32, 46, 70, 80, 95]. Other works have focused on how the C4 placement affects

the PCB routability [21]. None of these works however consider the C4 bump reliability as

a design metric although there have been studies on the reliability of C4 bumps in flip-chip

packages [44, 65, 78, 90].

2.6 Power Supply Networks (PSNs)

PSNs are used in ICs to deliver power to the various transistors that comprise the

circuit. A PSN contains power bumps from the package, wires (interconnect) and decou-

pling capacitors (decaps). The power bumps and the decaps supply current to transistors in

the circuit. The interconnect distributes the current throughout the circuit from the power

bumps/decaps to the transistors. There are several possibilities available for the topology of

the wires in the PSN, namely trees and grids. In most modern designs however, grids are

mainly used and thus this thesis focuses on power supply grids. The decaps act as a local

energy supply and assist in reducing the dynamic voltage droop (Ldi
dt ) caused by the sudden

current draw of the localized transistor switching.
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2.6.1 Electrical Modelling

PSNs are modelled using simple electrical elements such as current sources, volt-

age sources, resistors, capacitors and inductors. The power bumps are modeled as induc-

tors in series with resistors attached to an ideal, off-chip voltage source. The interconnect

is modeled as a network of resistors with some inductance and capacitance. The transis-

tors are modeled as individual, distributed current sources with a small amount of diffusion

capacitance. An example of an electrical circuit for a power grid is shown in Figure 2.9.

It should also be noted that the current drawn by transistors is macro-modeled to occur at

each mesh node for easier calculation. In reality, the number of transistors (current sources)

would be much larger than the number of nodes in the mesh.

Figure 2.9: A Simple VDD Power Supply Network showing the basic Circuit Elements
used to model the PSN.
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2.6.2 Electrical Simulation

The voltages for a PSN are calculated using Modified Nodal Analysis (MNA)

according to

G · v (t) + C · v̇ (t) = i (t) (2.4)

whereG is the conductance matrix, C is the admittance matrix (inductance and capacitance

elements), v(t) represents the time varying nodal voltages and i(t) represents the vector

of current sources corresponding to the transistors in the design. The conductance and

admittance matrices are obtained by applying Kirchhoff’s current law at each node of the

circuit. If the backward Euler method is used to solve the transient system, Equation 2.4

can be written as:

(
C

h
+G

)
v (t) = i (t) +

C

h
v (t− h) (2.5)

where h is the time step of the simulation.

For PSN steady state simulations the admittance matrix is ignored and Equa-

tion 2.4 becomes

G · v = i (2.6)

where v and i are the steady state node voltages and transistor currents of the PSN.

2.7 PSN Requirements

A typical PSN has three requirements: 1) The steady state current density through

each power bump and the interconnect should be below a certain threshold to ensure no
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failures from electromigration. 2) The DC voltage at each node in the circuit should be

above a specified voltage to ensure the correct functionality of the circuit. Lower voltages

causes transistors to switch slower and can significantly impact the timing of the circuit. 3)

The transient voltage droop caused by the sudden switching of transistors should be above

a certain threshold to ensure the correct functionality of the circuit.

2.7.1 Voltage Droop

Voltage Droop is defined as the decrease in voltage in the PSN as the transistors

turn on and current is drawn through the interconnect as shown in Figure 2.10.

Figure 2.10: Voltage drop at a power supply node caused by the current draw of a transistor.

Occasionally the voltage might droop below the voltage minimum leading to tim-

ing issues in circuits. The voltage droop gj at a specific node j in the PSN is defined to

be

gj =

∫ T

0
max (Vthres − vj (t) , 0) dt (2.7)

where T is the clock period, Vthres is the minimum voltage threshold, and vj (t) is the

voltage at node j as shown in Figure 2.10.
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2.8 PSN Synthesis

PSN synthesis creates a PSN network that meets certain requirements(Section 2.7).

It entails sizing interconnect, placing decap and finally placing power supply bumps to sup-

ply the PSN with energy.

2.8.1 Wire Sizing

The wire sizing problem can be defined as follows: Given the interconnect net-

work for a PSN, size individual wires optimally within the routing constraint. Larger wires

have smaller resistances which results in lower amounts of IR drop and voltage droop.

Larger wires also tend to have smaller amounts of electromigration since the amount of

electromigration is proportional to the size of the wire. However all the wires within a PSN

cannot be made large due to the routing constraints of modern ICs. Routing resources have

to be saved for data nets and the clock network.

Researchers have proposed several methods to solve the wire sizing problem.

Sapatnekar et al. [81] proposed a heuristic which partitions the PSN interconnect recur-

sively and then optimally size the wires in each partition. Wang et al. [97] proposed a

method of solving the wire sizing problem using a sequential network simplex algorithm.

Both of these works, however, size wires for electromigration constraints and IR drop but

do not consider other reliability issues such as Joule heating in the interconnect. Recently,

researchers have proposed PSN wire-sizing algorithms that optimize for the traditional met-

rics in addition to Joule heating in the interconnect [99].

Researchers have attempted to solve the joule heating problem in the PSN inter-
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connect through other methods than wire sizing. Yokogawa et al. . demonstrated that stack-

ing vias between the metal wires and the substrate can help decrease temperatures in PSN

interconnect due to increased thermal conductivity between the wires and substrate [104].

Lele et al. proposed a method to reduce interconnect Joule heating by optimally sizing sig-

nal repeaters [38], but this method is not applicable to PSN interconnects since no repeaters

are used.

2.8.2 Power Bump Placement

The power bump placement problem is defined as follows: Place VDD and GND

power bumps to ensure that all the PSN requirements are met while minimizing the number

of VDD and GND bumps used.

Researchers have proposed many different algorithms to solve the power bump

placement problem [37, 64, 77, 109, 113]. Sato et al. [77] proposed a greedy formulation

that successively places power bumps at the points of highest IR drop in the circuit until

the IR drop requirement has been met. To accelerate the algorithm, an incremental matrix

inversion is proposed that decreases the computation time required for each PSN simulation.

The algorithm does not consider the electromigration constraints for each bump.

Zhong et al. [113] proposed a bump placement methodology that is based on sim-

ulated annealing. They use an iterative solver to accelerate the computation time for each

PSN simulation that is required for each simulated annealing move. The major disadvan-

tage of this approach is that number of bumps is fixed since searching through the solution

space with a variable number of bumps is prohibitively time consuming using simulated

annealing. This approach also does not consider electromigration in the power bumps
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Zhao et al. [109] proposed a Mixed Integer Linear Program (MILP) formulation

that places bumps so as to satisfy electromigration and IR drop constraints. The MILP

formulation proposed is

min
∑

i∈PC zi, zi ∈ {0, 1}

s.t. Ithres · zi − Ii ≥ 0

Ii ≥ 0

vi −VDD · zi ≥ 0

vi ≥ Vthres

vi ≤ VDD

V and I satisfy Equation 2.6

where PC is a set of all possible bump locations, zi is a binary variable indicating whether

a bump is located at bump position i, Ii is the current through a power bump i, vi is the

voltage of node i, V is the set of all node voltages, I is the set of all node currents, Ithres

is the maximum allowable current through a power bump, Vthres is the maximum tolerable

voltage drop in the circuit and VDD is the voltage of a power bump. One major disadvan-

tage of this method is the significant runtime required to solve MILP’s that contain many

variables. The authors propose methods of macro-modelling the PSN to reduce the problem

size which unfortunately leads to solutions that can be far from optimal.

All the aforementioned works on power bump placement have focused on cre-

ating an initial bump placement that minimizes the total number of power bumps while

ensuring power supply integrity including static voltage violations and electromigration

failure of power bumps. They do not consider the robustness of the bump placement in the

presence of a single bump failure.
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2.8.3 Decap Placement

The decap placement problem is defined as follows: Place the minimum amount

of decap so that the transient voltage droop is above a specified threshold. More formally

the decap insertion problem can be formulated as

minimize
m∑
j=1

gj (c1, . . . , cm)

subject to ci ≤ di and
m∑
j=1

ci ≤ Ctot

(2.8)

where ci is the capacitance at node i, di is the maximum capacitance at node i and Ctot is

the maximum total capacitance. gj is the voltage droop at node j as previously shown in

Equation 2.7.

Researchers have proposed several methods for doing decap placement [23,39,47,

52,55,76,84,101,103,110–112]. These methods can be separated into two main categories,

those that are based on sensitivity analysis [23, 47, 71, 84] and those that try to estimate the

decap to be inserted at a node based on the magnitude of the voltage droop [101,110–112].

Other methods of solving the decap allocation problem have been proposed in literature.

Some researchers have formulated the decap placement problem as a semidefinite program

[39, 52]. Other researchers have focused on the decap placement problem in 3D ICs [76,

115].

The sensitivity used by most researchers compute the change in total voltage

droop with respect to capacitance and is formally defined as follows [23, 47, 71, 84]:

sij =
∂gj (c1, . . . , cm)

∂ci
(2.9)

where sij is the sensitivity of decap allocated at node i to removing power supply drop gj at

node j. These sensitivities are calculated using adjoint sensitivity analysis. The sensitivity
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si,all of a decap allocated at node i to remove power supply at all nodes can be found using

si,all =

∫ T

0

(
v
′
i,all (T − t)

)
× v̇i (t) dt (2.10)

where v̇i (t) is the derivative of the voltage at node i and v
′
i,all (T − t) is the voltage at node

i in the adjoint network.

The decaps for each node are then calculated using a conjugate gradient method

once the sensitives shown in Equation 2.10 are computed [23, 47, 84]. Another method of

solving Equation 2.8 given the sensitivities calculated in Equation 2.10 is a sequence of

linear programs [71]. In this approach the non linear equations governing the relationship

between the sensitivity, droop and capacitance are linearized and then repeatedly solved us-

ing a linear programming solver until the total droop has been minimized or the decoupling

capacitance budget has been exhausted. The sequence of linear programming optimization

can be formally defined as

minimize
m∑
j=1

cj

subject to gj ≤
m∑
j=i

sij∆ci

ci ≤ di
m∑
j=1

cj ≤ Ctot

One disadvantage of using this approach is that the runtime of the algorithm is

dependent on the number of violation nodes in the design. Calculating the individual sen-

sitivities sij for each node requires building and solving an the adjoint network specific to

that node, consequently a design with a large number of violation nodes will require many

adjoint simulations and will have a significant runtime.
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Chapter 3

Thermal Background

This chapter provides the thermal background information needed to understand

the proposed thermal-aware CAD algorithms and methodologies detailed in the thesis and

is separated into three parts. Sections 3.1 and 3.2 give a brief overview of heat generation

and substrate temperature modeling respectively. Section 3.3 introduces models used for

the various thermal reliability concerns

3.1 Heat Generation

There are two main sources of heat generation in modern ICs. The majority of

the heat is produced from transistors while the rest is produced as Joule heating in the IC

interconnect.

3.1.1 Transistor Switching Heating

Most heat energy in ICs is created by the transistors. The total power consumed

by a transistor is separated into three major components: dynamic, short-circuit and leak-
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age. The total is

Ptotal = Pdynamic + Pshort−circuit + Pleakage (3.1)

wherePtotal is the total transistor power, Pdynamic is the transistor dynamic power, Pshort−circuit

is the short circuit power and Pleakage is the leakage power.

The dynamic power component depends on several factors such as the switching

activity of the transistor, the clock frequency and the load capacitance. More formally the

dynamic power of a transistor is

Pdynamic = 0.5αsV
2
ddfcCL (3.2)

where αs is the transistor activity factor (switching probability), Vdd is the supply voltage

value, fc is the clock frequency and CL is the load capacitance [59].

The short circuit power for a transistor is

Pshort−circuit = Ishort−circuitVdd (3.3)

where Ishort−circuit is the short circuit current which depends on several factors such as αs,

CL, threshold voltage, signal slew, carrier mobility, fc and Vdd [5]. Both the threshold

voltage and carrier mobility are dependent on temperature, consequently, increasing IC

temperatures has the negative effect of increasing short-circuit power indirectly through

Ishort−circuit.

The transistor leakage power has three major components: reverse-biased junc-

tion leakage current, gate direct tunneling leakage and sub-threshold leakage with the major

component being the sub-threshold leakage [69]. The sub-threshold current is

Isub = Is0 exp
Vgs − Vth
nVT

(
1− exp

−Vds
VT

)
(3.4)
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where VT is the thermal voltage, Is0 is a constant that is device dependent and n is a constant

[61]. The thermal voltage is calculated as follows:

VT = kT/q (3.5)

where k is the Boltzmann constant, q is the charge of an electron and T is the absolute

temperature in Kelvin.

The amount of heat generated from each source (Pdynamic, Pshort−circuit, Pleakage)

varies from circuit to circuit and depends on factors such as the technology used, the clock

frequency, vdd voltage etc.

3.1.2 Interconnect Joule Heating

Heat is also generated in ICs by transporting current through the interconnect to

the transistors. This heat is created due to the interconnect resistance and is referred to as

Joule heating. The Joule heating power at a given time, J (t), in each wire/interconnect

segment is

J (t) = i2 (t)R (3.6)

where R is the resistance of the interconnect segment and i (t) is the current through the

segment.

In a typical IC most of the Joule heating occurs in the Power Supply Network

(PSN) since all the energy required for the circuit flows through it. Within a PSN Joule

heating occurs in the wires, power supply bumps, and vias between layers in greatly differ-

ing magnitudes. Figure 3.1 shows the transient Joule heating power of the wires and pads

for the ibmpg1 PSN benchmark [35]. The Joule heating in the power supply pads stays
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roughly constant as soon as the PSN approaches its steady state response. However, the

Joule heating of the wires has spikes corresponding to the transistors switching which leads

to a much larger Joule heating RMS value of 2.3W in the wires compared to 0.6W in the

power supply pads.
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Figure 3.1: An example from the ibmpg1 transient benchmark shows that Joule heating in
the wires has a much larger RMS value than the power supply pads.

The amount of Joule heating varies across the different metal layers in a typical

PSN, with the lowest metal layer having the largest Joule heating RMS power due to the

large current spikes on this metal layer as a result of its’ proximity to the switching transis-

tors. Figure 3.2 shows the distribution of Joule heating across the various metal layers in the

ibmpg2 transient benchmark. Most Joule heating occurs on the lowest metal layer (1.61W

RMS), which is significant since this metal layer has the smallest wire dimensions and is

consequently more susceptible to electromigration. The smaller width of the lower metal

wires leads to less heat diffusion to the substrate and consequently higher wire tempera-

tures. In addition, the proximity to the substrate means that heat from the device switching
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activity likely already increases the temperature (and therefore decreases MTTF) of the wire

due to Tsub in Equation 3.13.
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Figure 3.2: An example from the ibmpg2 transient benchmark shows that lower metal layers
suffer from larger Joule heating than global metal layers.

The RMS Joule heating values for the M5 and M6 wires are 0.18W and 0.14W,

respectively, which is not as large as the value for the M3 layer. However, the impact of

Joule heating is still significant since the M5 and M6 layers are located farther from the heat

sink and consequently have much larger thermal resistance to the substrate which leads to

higher temperatures. The Joule heating in the vias between metal layers is insignificant in

comparison to the Joule heating in the wires and pads (RMS value of only 0.0009W) as

illustrated in Figure 3.3.
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Figure 3.3: An example from the ibmpg2 transient benchmark shows that Joule heating in
the vias between different metal layers is not very significant (1× 10−3W).

3.2 Substrate Temperature Modeling

The temperature of an IC is governed by the rate of heat generation and removal.

Most of the heat generated in ICs flows from the transistor junction through the substrate, to

the heat spreader, to the package, and is finally removed through the heat sink to the ambient

air. Some of the heat, although not the majority, flows in the opposite direction toward the

package and the package bumps which are in contact with the PCB and the ambient air. The

rate at which heat is removed is governed by the heat conduction equation

ρcp
∂T (~r, t)

∂t
= ∇ · [k (~r, T )∇T (~r, t)] + g (~r, t) (3.7)

where g is volume power density (W/m3), T is temperature (K), cp is specific heat capacity

(J/KgK), ρ is the density of the material and k is the thermal conductivity of the material.

The boundary conditions for Equation 3.7 are usually assumed to be as follows:
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The vertical sides of the chip, and the side not attached to the heat sink are assumed to be

adiabatic. The side of the chip attached to the heat sink is assumed to be convective and is

modeled using the following equation [69]:

k (~r, T )
∂T (~r, t)

∂ni
= hi (Ta − T (~r, t)) (3.8)

For homogeneous materials (whose thermal conductivity is temperature indepen-

dent) at steady state, Equation 3.7 can be simplified to

−k∇2T = g (3.9)

Due to size and complexity of most modern ICs, Equation 3.9 is usually applied at the block

level for thermal modeling. Consequently g corresponds to the average power density of

the transistors that comprise the block, T is the temperature of the block, and k is the

combined thermal conductivity of the materials which separate the transistors from the heat

sink, usually bulk silicon, but this may vary depending on the specific manufacturing for

the IC (for example SOI).

The temperature map for an IC is obtained by solving Equation 3.7 using several

methods such as Finite Element Method [74], Finite Difference [89, 98], Random walk

[100] or Green-based methods [30,107,108]. Figure 3.4 shows a thermal map for the GSRC

n100 floorplanning benchmark circuit and highlights the non-uniformity of the temperature

map on modern ICs with large hotspots and temperature gradients.
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Figure 3.4: IC temperature map for GSRC n100 circuit showing temperature hotspots. The
circuit dimensions are in µm and the temperature is in Kelvin (K)

3.2.1 Thermal Modeling of Interconnect

IC interconnect temperatures are governed by the substrate temperature of the

IC in the vicinity of the interconnect and the quantity of Joule heating in the interconnect.

Joule heating leads to the interconnect experiencing a temperature increase, ∆Twire, which

is proportional to the root mean square (RMS) value of the Joule heating power [6] and is

computed using

∆Twire =
RRθ
D

∫ D

0
i2(t) dt. = i2RMS (t)RRθ (3.10)

where iRMS is the RMS value of the current,Rθ is the thermal resistance of the interconnect

to the substrate, R is the resistance of the interconnect, and D is the duration over which

the Joule heating is being analyzed.

The thermal resistance, Rθ, is measured with respect to the substrate since the

majority of heat produced in an IC is removed from the heat sink attached to the back-side
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of the substrate as stated in Section 3.2. This thermal resistance can be estimated [6] as

Rθ =
tins

KeffLWeff
(3.11)

where tins is the thickness of the insulation between the metal interconnect and the sub-

strate, Keff is the effective thermal conductivity of the thermal insulation, L is the length

of the interconnect and Weff is the effective width of the interconnect. The interconnects

farthest from the substrate are more susceptible to Joule heating due to their large tins. In

addition, interconnects located close to the substrate tend to be smaller in dimension and

consequently have a larger Rθ due to their smaller width and area to diffuse heat. The Keff

term takes into consideration the thermal conductivity of various metal, insulator and via

materials between the substrate and the interconnect. Since Equation 3.11 is based on a

1-D thermal diffusion model, Weff is used to model heat lost in other dimensions [6] and is

calculated as

Weff = Wm + φtins. (3.12)

where Wm is the width of the interconnect and φ is a heat spreading factor.

The final temperature of each interconnect element depends on both the global

temperature due to dynamic switching and the corresponding heat from the substrate along

with the local Joule heating according to

Twire = Tsub + ∆Twire (3.13)

where Tsub is the temperature due to the substrate directly below the interconnect and

∆Twire was defined in Equation 3.10.
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The effect of Joule heating on interconnect temperatures is illustrated in Fig-

ure 3.5(a) which contains a histogram showing the interconnect ∆T caused by Joule heating

for the ibmpg1 benchmark.

The temperature increase from Joule heating is usually small, however, it is highly

skewed with numerous interconnects having ∆T > 10K and a few interconnects having

∆T > 30K. The actual distribution of interconnect temperatures is less skewed than that

of ∆T (Figure 3.5(b)) since the substrate temperature evens out the distribution slightly.

3.3 Thermal Reliability Issues

Large temperatures can significantly affect the reliability of an IC in several ways,

such as increased leakage currents, increased threshold voltages due to NBTI, increased

electromigration, increased resistivity and increased bump failure to thermal cyclic fatigue.

3.3.1 Negative Bias Temperature Instability

Negative Bias Temperature Instability (NBTI) is the degradation of the threshold

voltages, drive currents and noise margins in negative bias transistors (usually PMOS) as a

result of interface traps created by broken Si-H bonds [4,20,93]. The difference in threshold

voltage from NBTI is calculated as follows [93]:

∆Vth =
qNit

Cox
,where Cox =

εox
Tox

(3.14)

where Nit represents the number of interface traps and is estimated using the following

model [93]
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Figure 3.5: Distribution of ∆Temperatures and actual Temperatures of wires for the
IBMpg1 benchmark showing the skewed ∆Temperatures and less skewed wire tempera-
tures.
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∆Nit =
(
K2 · t0.5 + c

1
2n

)2n
(3.15)

with K being exponentially proportional to temperature as follows [93]:

K ∝
√
Cox (Vgs − Vth) · exp(Eox/Eo) · exp(−Eo/kT ) (3.16)

Equation 3.16 shows the strong exponential relationship between Nit and temperature. In-

creasing temperatures increases the number of interface traps forming which results in mas-

sive decreases in voltage threshold (Vth). Increased threshold voltages lowers drain current

which has the potential to lead to timing errors.

3.3.2 Leakage Currents

There are three main types of leakage currents in CMOS circuits: reverse-biased

junction leakage current, gate direct tunneling leakage and sub-threshold leakage. All of

these various leakage currents have strong dependence on temperature, with sub-threshold

leakage have an exponential relationship.

The sub-threshold leakage current (Isub) for a transistor is the drain-source cur-

rent when the transistor is operating in the weak inversion region. The Isub, defined in

Equation 3.4, can also be represented using the follow equation:

Isub = ktech

(
W

L

)
10−

Vthq

2.3nkT (3.17)

where ktech is a transistor geometry and CMOS technology dependent parameter, W and

L represents the transistor width and length respectively, Vth represents the threshold volt-

age, q represents the charge of an electron, k is the Boltzmann constant, T is the absolute
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temperature in Kelvin and n is a constant greater than 1 that is device dependent [69].

Equation 3.17 illustrates the exponential dependence of the sub-threshold leakage current

on temperature. The magnitude of Isub increases on average between 8-12x/100◦ C [69].

Thus, large on chip temperatures significantly increase leakage power which can account

for more than 50% of total power at modern technology nodes [61].

The gate direct tunneling leakage current flows from the gate to the substrate

through the insulator and is modeled as

Igate = α exp(−βTox)W (3.18)

where W is the width of the transistor, Tox is the oxide thickness and α and β are temper-

ature dependent constants specific to a technology [24]. Gate leakage has steadily become

a concern in modern ICs due to the decreasing levels of oxide thickness. The sensitivity

of Igate to large on chip temperatures is not as significant as Isub and Igate only increases

about 2x/100◦ C [69].

The junction leakage current flows from the source or drain to the substrate when

the transistor is off and is modeled as

Irev = Is

(
exp

Vdd
vth
− 1

)
(3.19)

where Vdd is the transistor voltage, and Is is a device dependent constant that depends on the

area and perimeter of the diffusion region, and the doping concentration [29]. Is is strongly

temperature dependent and the junction leakage can increase by factors of 50-100x/100◦ C.

However for low temperatures (below 150 ◦ C), junction leakage is negligible [69].
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3.3.3 Thermal Effects on Interconnect Resistivity

IC interconnect resistance is directly proportional to temperature, hence, increases

in wire/bump temperature negatively affect the reliability of the circuit as a result of the in-

crease in bump/wire resistance and potential IR drop/voltage droop problems.

The resistance of a wire/bump is calculated as

R = ρ
l

A
(3.20)

where ρ is the resistivity of the wire/bump, l is the length of the wire/bump and A is the

cross-sectional area of the wire/bump perpendicular to the current flow. The resistivity of a

wire/bump is dependent on temperature and is calculated as

ρ (t) = ρo (1 + αr (T − To)) (3.21)

where To is a reference temperature, ρo is the resistivity at To, T is the wire/bump temper-

ature and αr is the temperature coefficient of resistivity.

Combining Equation 3.21 and Equation 3.20, the change in interconnect resis-

tance (∆R) due to a temperature increase is

∆R =
1 + α (Tnew − To)
1 + αr (Told − To)

(3.22)

where Told to Tnew are the initial and final wire/bump temperature respectively and To is

the reference temperature.

The impact of the temperature increase on interconnect reliability can be quite

significant as illustrated in Figure 3.6. The resistance of some wires in the ibmpg1t bench-

mark are increased to 1.18× of their original value. The large effect of wire temperatures

on interconnect resistance highlights the need to control Joule heating in wires.
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Figure 3.6: Most wires experience a small change in resistance, but a few critical wires
experience large increases in resistance, up to 1.18 times the original value.

3.3.4 Thermal Effects on Electromigration

Electromigration has steadily become a concern in the design of power supply

networks due to the significant increases in the power demanded by modern ICs [57]. The

Mean Time to Failure (MTTF) of a metal wire/bump due to electromigration is calculated

using Black’s Equation

MTTF = A
1

jnavg

exp

(
Q

kT

)
, (3.23)

whereA is a constant based on the cross-sectional area of the wire/bump, javg is the average

current density ( A
cm2 ), Q is the activation energy, n is a fitted model parameter, k is the

Boltzmann’s constant, and T is the wire/bump temperature.

The electromigration failure rate is exponentially dependent on temperature hence

even small increases in temperature produce large decreases in electromigration reliability.

If the temperature of wire/bump changes from temperature Told to Tnew, the MTTF failure
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rate decrease is calculated from Equation 3.23 as

∆MTTF = exp

(
Q

k

(
1

Told
− 1

Tnew

))
. (3.24)

This equation assumes that the javg through the wire/bump remains constant.

The impact of the temperature increase on interconnect reliability can be quite

significant as illustrated in Figure 3.7. The electromigration lifetime of some wires are

decreased to 0.2× of their original values in the ibmpg1t benchmark. The large effect of

wire temperatures on interconnect electromigration lifetime highlights the need to control

Joule heating in wires.
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Figure 3.7: Most wires experience a small decrease in electromigration lifetime. However
a significant amount of wires have their lifetime reduced to 0.5 of the original value and
some have as high reductions as 0.2 of the original value.

3.3.5 Thermal Effects on Package Reliability

Thermal-Mechanical stresses are an unwanted byproduct of the large tempera-

tures created in modern ICs and are caused by the Coefficient of Thermal Expansion (CTE)

mismatch between the silicon chip and the substrate. The CTE mismatch causes the chip
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and the substrate to expand by different amounts when subjected to changes in temperature

which results in shear strains in the solder bumps as shown in Figures 3.8(a)and 3.8(b). Fig-

ure 3.8(a) shows the substrate and chip in the equilibrium state and Figure 3.8(b) shows the

substrate and chip after an increase in temperature. These strains produce stresses which

leads to mechanical fatigue over a certain amount of heating and cooling cycles which cor-

respond to the on and off state of the IC. A recent $150-200MM recall by NVIDIA [63] of

certain GPUs due to solder bump failure from thermal-cycling stress fatigue illustrates the

severity of the problem.

(a) Equilibrium Bump Positions with

no strain

(b) Bump Positions after Temperature

Increase showing large strains espe-

cially in edge bumps

Figure 3.8: CTE mismatch causes large strains in C4 bumps.

The problem is only going to worsen as the industry moves to lead-free C4 solder

bumps such as those made from SnAgCu due to recent legislature banning the usage of

hazardous lead in electronic components. Solder bumps made from this material and other

lead-free solders are susceptible to low cycle thermal fatigue failure as a result of their

viscoplacsiticity. Failure in C4 bumps is usually due to fracture which is caused by crack

formation and propagation caused by cyclic thermal induced stresses. Figure 3.9 illustrates
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the magnitude of the cracks that can be created in lead-free C4 solder bumps from thermal-

mechanical stresses [22].

Figure 3.9: Complete fracture of a SnAg Solder ball from thermal-cyclic fatigue. [22]

3.3.5.1 Stress and Strain

The magnitudes of the thermally induced stresses depend on the amount of shear

strain experienced in the C4 bumps. The shear strain caused by the CTE mismatch is

approximated using the following formula [22]

γ = r (αs − αc) ∆T (3.25)

where r, is the scaled distance from the centroid of chip/substrate, αs is the CTE for the

substrate, αc is the CTE for the chip, ∆T is the difference in temperature from the equilib-

rium temperature value and γ is the shear strain. It should be noted that the maximum shear

strain occurs at the edge of the chip and no shear strain occurs at the center as illustrated in

Figure 3.8(b).

Equation 3.25 assumes that there is no underfill between the substrate and the

chip. Underfill provides mechanical reinforcement between the die and substrate, conse-

quently reducing the strains and stresses experienced by C4 balls. Modeling the underfill
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effects, however, is a complex task and usually requires Finite Element Analysis (FEA).

These effects are ignored in order to accelerate the time taken to calculate the strain and

stresses in C4 balls. FEA simulations require significant computing time and consequently

greatly increases algorithmic runtimes, especially if multiple simulations are required such

as in an iterative algorithm. Since the underfill effects are ignored, the strains estimated by

the proposed model are an upper limit to the actual value.

The thermal cyclic stresses in the C4 bumps are calculated from the equivalent

strain experienced by the bumps. Assuming that the C4 solder material obeys Von Mises’

yield criterion, the equivalent strain is approximated as

εe =

√
2

3
[(εxx − εyy)2 + (εyy − εzz)2 + (εzz − εxx)2

+
3

2
(γ2
xy + γ2

yz + γ2
xz)]

1
2 (3.26)

where ε and γ are the various normal and shear strains in the solder material [90]. Von

Mises’ yield criterion is used to determine the shear stresses at which metals begin to yield

and occurs when the second deviatoric stress invariant reaches a critical value [66].

Since the dominant shear strain in solder balls is in the xy plane, the normal and

shear strains are set to 0 except γxy. The equivalent stress is then estimated using the stress-

strain relationship

σe = Eεe (3.27)

where σ is the equivalent stress and E is the Young’s modulus of the material.

The Young’s modulus of solder is, however, temperature dependent, hence it is

approximated as [90]

E = 52708− 67.14T − 0.0587T 2. (3.28)
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3.3.5.2 Creep

The rate of failure from thermal-cyclic fatigue is primarily dependent on the

amount of creep in the C4 balls. Creep is defined as the slow deformation of a material

subject to high stresses. It is positively correlated to temperature in that large temperatures

increase the rate of the creep deformation. The creep strain rate in SnAgCu C4 solder balls

is calculated by using the Garofalo-Arrhenius hyperbolic sine law

dγ

dt
= C

(
G

Θ

)[
sinh

(
ω
τ

G

)]n
exp

(
− Q

kΘ

)
(3.29)

where dγ
dt is the creep shear strain rate, γ is the creep shear strain,C is a material constant, Θ

is the absolute temperature, G is the shear Modulus, τ is the shear strain, Q is the activation

energy, k is Boltzmann’s constant, n is the stress exponent and ω is the stress level [44].

Since the C4 bumps obey Von Mises’ criterion, Equation 3.29 can be rearranged to:

dε

dt
= C1 [sinh (C2σ)]C3 exp

(
−C4

T

)
(3.30)

where C1, C2, C3, and C4 are material constants, σ is the equivalent stress, T is temper-

ature, dεdt is the equivalent creep strain rate [44]. The equivalent stress is calculated using

Equation 3.27. The temperature of the bumps are determined by two factors: 1) The self-

heating generated in the bumps as current flows through them and 2) The temperature of the

blocks within the vicinity of the bumps, thus bumps that carry large currents (power supply

network bumps) and bumps located in hotspots of the IC are more susceptible to failure

from thermal-cyclic fatigue.

The creep strain rate can be converted to a creep strain range which is inversely
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proportional to number to cycles to thermal cyclic failure. The conversion is as follows:

∆εc = tε̇c (3.31)

where ε̇c is the creep strain rate and t is the length of time a bump is subjected to a high

stress (i.e., the time the chip is in an active state causing high temperatures and consequently

high stresses).

3.3.5.3 C4 Ball Failure

There are several methods of estimating the mean cycles to failure for C4 solder

balls, however the Knecht-Fox model is used throughout this thesis due to its simplicity and

accuracy [65]. The model is described in the following equation:

Nf =
C

∆εc
(3.32)

where Nf is the number of cycles to failure, C is an empirical constant and ∆εc is the

creep strain range [65]. The creep strain range is directly proportional to the creep strain

rate (Equation 3.31) which is exponential dependent on temperature (Equation 3.30) hence

increasing IC temperatures will lead to more C4 bumps failing from thermal cyclic fatigue.
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Chapter 4

Improving IC Temperatures through

Floorplanning

The high temperatures found in modern ICs can be reduced by thermal-aware

floorplanning. Figure 4.1 shows two floorplans for the same circuit, however the maximum

temperature in one circuit is 19K larger than the other, with the only difference between

the circuits is the placement of the circuit blocks and the routing between blocks. This

chapter of the thesis discusses the factors that affect chip cooling that can be controlled

during floorplanning, then introduces methods of incorporating them during floorplanning.

4.1 Floorplanning Influence on Overall Chip Temperature

There are two ways in which floorplanning can be used to control the final tem-

perature of a circuit: 1) adjusting block power densities and 2) reducing thermal coupling

between high temperature blocks by moving them apart. This section highlights the rela-

tionships between chip temperatures and these two factors, and introduces ways to control
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(a) n100 Floorplan 1 with Maximum Temperature

of 401K. The Circuit dimensions are in µm and

the temperature is in Kelvin (K)
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(b) n100 Floorplan 2 with Maximum Temperature

of 382K. The Circuit dimensions are in µm and

the temperature is in Kelvin (K)

Figure 4.1: Example floorplans from n100 showing how block layout can affect peak tem-
perature.
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these factors during floorplanning.

4.1.1 Temperature and Power Density

The temperature of a block is strongly correlated to its power density as can

be seen by analyzing Equation 3.9. This phenomena can be demonstrated with a simple

experiment where an isolated block is kept at a constant area, but has its power density

slowly increased. The results of such a thermal simulation experiment (conducted using

Hotspot [82]) is shown in Figure 4.2. The relationship between power density and tem-

perature is linear for an isolated block not exposed to any thermal coupling or boundary

conditions.
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Figure 4.2: Maximum temperature vs power density for an isolated block showing a linear
relationship.

The power density of circuit blocks can be adjusted during floorplanning by

changing their area utilization. They are two types of blocks used in floorplanning, soft

blocks and hard blocks. Soft blocks are typically generated from synthesized logic and

consequently have variable aspect ratios and areas. The area of soft blocks is typically de-
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cided by routing congestion; blocks need to have enough whitespace to be routed. However,

since power density is inversely proportional to area, soft blocks that have a high switching

activity should be given slightly more area, than what is required for routing to reduce max-

imum chip temperatures. Figure 4.3 shows an example where the temperature of a chip is

altered by adjusting the utilization of a soft hot block.
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(a) Floorplan without soft block area utilization:

Max Temp is 363.8K

 340

 345

 350

 355

 360

 365

 0

 50

 100

 150

 200

 250

 300

 0  50  100  150  200  250  300

y 
(µ

 m
)

x (µ m)

sb1

sb2 sb3

sb4

sb5

(b) Floorplan with soft block area utilization:

Max Temp is 348.1K

Figure 4.3: Soft block area utilization can reduce maximum temperatures significantly.

Hard blocks are typically IP blocks and consequently have a fixed area and fixed

aspect ratio. However, the virtual power density of these blocks can be changed during

floorplanning by adding whitespace around the blocks (creating a virtual block) which

would also reduce the thermal coupling with other blocks. Figure 4.4 shows an exam-

ple where the temperature of a chip is altered by adjusting the whitespace around a hard hot

block. It should be noted that enlarging soft blocks is more effective at reducing tempera-

tures than enlarging the whitespace around hard blocks.
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(a) Floorplan without hard block area utilization:

Max Temp is 363.8K
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(b) Floorplan with hard block area utilization:

Max Temp is 354.1K

Figure 4.4: Hard block area utilization can reduce maximum temperatures also.

4.1.2 Temperature and Thermal Coupling

The temperature of a block is also influenced by its surrounding blocks. If two hot

blocks are in close proximity, the maximum temperature for the chip might be higher than if

blocks were spread apart. This phenomena occurs because of thermal coupling between the

two hot blocks. When blocks dissipate power the primary direction of heat flow is in vertical

direction, however heat flows in the other cardinal directions also. The amount of heat flow

is determined by the difference in temperature between the block under consideration and

the neighboring blocks. If the difference in temperature is small, there is less heat flow in

the other cardinal directions which results in higher temperatures.

Similarly, since the edge of the chips are almost adiabatic, hot blocks placed close

to the edge of a chip will have higher temperatures than if they were placed closer to the

center. It should also be noted that blocks with the same power density and different areas
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will have different temperatures due to the fact that a larger block will have less thermal

diffusion in its center than a smaller block. As a result the larger block will have a higher

temperature than the smaller block.

These phenomenon are illustrated by the use of simple IC thermal simulation

experiments. The effects of thermal coupling between blocks on chip temperatures is illus-

trated in Figure 4.5 which shows the result of an experiment where the distance between

two high power-density blocks is slowly incremented. The results show that spreading high

power density blocks can reduce high on chip temperatures.

The effects of the adiabatic nature of the chip edges on IC temperatures is illus-

trated in Figure 4.5. In this experiment the distance of a high power density block from the

edge of the chip is incrementally increased. The results show that block temperatures can

also be decreased by spreading high power density blocks from the edge of the chip which

is congruent with the results of [45].
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Figure 4.5: Maximum temperature vs distance from edge for a 100 W/cm2 block (red)
showing decrease in maximum temperature as block’s distance from the edge increases.
Maximum temperature vs separation distance for two 100 W/cm2 (blue) blocks showing
decrease in maximum temperature as the blocks are moved further apart.
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The effects of block sizes on chip temperatures is illustrated in Figure 4.6. In this

experiment the area of a 200 W/cm2 block is incrementally increased. The results shows

block temperatures are indeed dependent on area which is congruent with the results found

in [72].
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Figure 4.6: Maximum temperature vs area for a 200 W/cm2 block showing that the maxi-
mum temperature is also dependent on area and not only power density.

4.2 Proposed Thermal Floorplanning Techniques

This section introduces the novel floorplanning moves that reduce block power

densities and thermal coupling between hot blocks. The floorplanning moves assume a

simulated annealing methodology, but some of the moves are applicable to other floorplan-

ning methodologies, such as force-directed approaches [26].
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4.2.1 Powerspreading Cost to Reduce Thermal Coupling

Reducing thermal coupling between high temperature blocks is an effective way

of reducing high temperatures in circuits as shown in Section 4.1.2. One method to pre-

vent thermal coupling is to create a cost function that is minimal when high temperature

blocks are optimally separated from each other and the adiabatic boundary countries of the

chip. Inspired by statistical mechanics, such a cost function is created by using two sets of

short range repulsion equations that govern the interactions of high power density blocks to

evenly space them apart and to space them away from the edge of the chip.

4.2.1.1 Block Repulsion Force

The first set of short range repulsion equations is the block repulsive force (PB)

which is used to maximally spread high power density blocks apart. The equation to calcu-

late the average block repulsive force is

PB =
1

n

n∑
i,j

pi + pj
d2
ij

(4.1)

where pi is the power of block i, dij is the Euclidean distance between the edges of block

i and block j, and n represents the number of blocks in the floorplan that have a power

density greater than a specified value.

Not all blocks are considered for two reasons. Firstly, limiting the number of

blocks reduces the runtime required for calculating the block repulsive force. Secondly, the

hottest blocks in a floorplan, usually have a comparatively large power density value with

respect to the other blocks in the floorplan. Consequently, it is sufficient to just consider

those blocks for power spreading since a block that has a relatively smaller power density
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will never become the hottest block.

It should also be noted that even though power density is used to select which

blocks to consider for power spreading, the cost function uses the power of the blocks to

calculate the cost. By doing this, the area of a block is taken into consideration. Other-

wise, two small high power density blocks spaced a fixed distance apart would have the

same cost as two large blocks with the same power density spaced at the same distance,

even though there is significantly more thermal coupling between the two large high power

density blocks.

4.2.1.2 Edge Repulsion Force

The second set of short range repulsion equations are the edge repulsive forces

(PE) which are used to push the hot blocks away from the edge of the chip. The edge

repulsion force is calculates as

PE =
n∑
i

(
pi
x2
i

+
pi
y2
i

)
(4.2)

where xi is the smallest distance in the x direction of block i from the edge of the chip and

yi is the smallest distance in the y direction of block i from the edge of the chip.

If only the PB forces are used, many of the blocks will be placed at the edge of the

chip which can increase peak temperature as shown in Section 4.1.2. This is illustrated by

a simple experiment using 20 blocks where the cost function only considers the PB forces.

The results of the experiment, displayed in Figure 4.7 (blocks shown as asterisks) shows

many blocks being forced to the chip’s edge if PE is not considered (Figure 4.7(a)). If the

cost function also considers PE , blocks are pushed from the edge as shown in Figure 4.7(b)
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resulting in lower chip temperatures.

(a) Edge Cost = 0 showing blocks con-

gregating at the edge of the chip

(b) Edge Cost = 10 showing blocks

spread apart and also away from the

edge of the chip

Figure 4.7: Simple floorplan showing the necessity of including an edge cost to move blocks
from the edge of a chip

The final power spreading cost is

SP = PB + c× PE (4.3)

where c determines the contribution of edge and weight repulsion forces. Changing c ad-

justs how close hot blocks will get to the edge of the chip. Large values results in too many

blocks congregated in the center and small values of c, result in blocks being too close to

the edge.
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4.2.1.3 Advantages of Using a Power Spreading Cost

The main advantage of using a power spreading cost is the reduced runtime re-

quired for thermal floorplanning. The main bottleneck of thermal floorplanning is calculat-

ing block temperatures since solving Equation 3.7 accurately requires significant computa-

tion time. Most previous researchers have developed alternate methods of computing block

temperatures for chips [67, 94, 96] which are still slow compared to other metrics eval-

uated during floorplanning. Some researchers [15, 34, 102] have abandoned temperature

simulations altogether and have used an approximated linear 1-D form of Equation 3.7 to

approximate block temperatures using power densities. Such methods tend to lead to very

inaccurate temperature simulations and consequently suboptimal floorplans. Evaluating the

proposed power spreading cost, is quick with respect to evaluating the other floorplanning

metrics such as area and HPWL, but does not sacrifice solution quality since the cost func-

tion is minimal when hot blocks are separated from each other and the edge of the chip.

4.2.2 Whitespace Allocation to Lower Block Power Densities

One of the major drawbacks of previous thermal-aware is that there is only one

method of reducing temperatures, separating high temperature blocks. Area utilization is an

effective method or reducing block power densities and consequently block temperatures

in circuits as shown in Section 4.1.1. However, there is a limit on the amount of area

utilization that can be done since there is a limited amount of whitespace available in the

floorplan. Two methods are proposed for allocating the available whitespace: 1) statically

allocating the whitespace pre-floorplanning and 2) dynamically allocating that whitespace

during floorplanning.
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4.2.2.1 Whitespace allocation pre-floorplanning

Algorithm 1 shown below, is a method for preallocating whitespace to high power

density blocks and is applicable to to both soft and hard blocks.

Algorithm 1 Pre-floorplanning Whitespace Allocation
Input:

Floorplanning Blocks

Output:

Floorplanning Blocks with size adjusted to reduce high power densities

1: Calculate available whitespace (WhiteA)

2: while WhiteA > 0 do

3: Get block with largest power density (Blockhp)

4: Calculate enlargement area = Area of Blockhp × Ae (Area enlargement coefficient)

5: if enlargement area > WhiteA then

6: enlargement area = WhiteA

7: WhiteA = 0

8: Add enlargement area to Blockhp

9: else

10: WhiteA = WhiteA - enlargement area

11: Add enlargement area to Blockhp

12: end if

13: end while

The first step of the algorithm consists of calculating the available whitespace

for area utilization. The next steps of the algorithm is to find the block (Blockhp) with

the largest power density, that can have whitespace allocated to it. Blocks that have been

enlarged greater than 50% of their original area are not candidates to be enlarged since
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enlarging a block by too great a factor significantly increases the wiring resources required

to route within that block. The amount of whitespace to be added to Blockhp is calculated

as a percentage (Area enlargement coefficient - Ae) of the area of Blockhp. The value of Ae

affects the speed at which the algorithm finishes but also the quality of the final solution. A

large value for Ae ensures the whitespace is allocated quickly but runs the risks of unevenly

distributing the whitespace amongst the blocks. A small value for Ae, requires a longer

runtime but more evenly distributes the whitespace amongst the blocks. The final step of

the algorithm adds the calculated amount of whitespace to Blockhp.

4.2.2.2 Whitespace allocation during floorplanning

The method for allocating whitespace during floorplanning adds additional moves

to a simulated annealing floorplanner. For soft blocks the additional move is to randomly

change the area of the block to some value that is between 1× and 1.5× it’s original area.

For hard blocks the additional move is to adjust the size of the virtual block around the hard

block to be 1× to 1.5× of the hard block’s original area.

4.3 Proposed Thermal Floorplanning

The proposed floorplanner uses a simulated annealing algorithm that is is similar

to other floorplanners [17, 75]. The base simulated annealer has three moves: interchange

two blocks by swapping both sequence pairs, displace a single block by swapping one pair

in a single sequence pair, and the rotation of a single block. In addition to these normal

moves, the two proposed perturbations that manage floorplan whitespace are added to the

floorplanner. The cost function is changed to include the new power spreading cost in

59



addition to the standard maximum temperature cost like prior works [17,75]. The final cost

function for the floorplanner is

cost = α · Areaf + β · HPWL + ηTMax + λSP (4.4)

where Tmax is the maximum chip temperature, Sp is the spreading cost and α, β, η, λ, are

the different weights associated with each value. Each weight was selected empirically.
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Chapter 5

Mitigating C4 Bump Failures from

Thermal-Cyclic Fatigue

The high temperatures found in modern ICs can lead to mechanical issues such

a C4 bump failure from thermal-cyclic fatigue. Figure 5.1 shows two floorplans and bump

placements for the same circuit, however the number of cycles to failure for the circuit in

Figure 5.1(a) is 609 vs 82925 for the circuit in Figure 5.1(b). This chapter of the thesis

discusses methods of floorplanning and bump placement co-optimization to increases the

MTTF of C4 bumps from thermal-cyclic fatigue.

5.1 Bump Placement Effect on Package Reliability

The MTTF rate from thermal-cyclic fatigue for C4 bumps is strongly dependent

on the magnitude of the thermal induced stress experienced by bump and the temperature

of the bump.

The temperature of the bump affects the creep rate (Equation 3.29) which is di-
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(a) n50 Floorplan 1: Min number of cycles to fail-

ure 609. Circuit dimensions in µm, temperature in

Kelvin (K)
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Figure 5.1: Two Floorplans for the GSRC N50 Benchmark showing different bump place-
ments and consequently different minimum number of cycles to failure.
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rectly proportional to MTTF failure rate. Consequently, bumps should be placed to avoid

chip hotpsots in order to increase their lifetime from thermal-cyclic fatigue.

The thermal-induced stress is linearly dependent on the distance of the bump from

the centroid of the chip (Equation 3.25). Bumps that are close to the centroid have much

less strain than those that are close to the chip edges as shown in Figure 5.2. It should be

noted that the amount of strain is also influenced by the temperature (Equation 3.25).

Figure 5.2: High Levels of thermal-induced stress in C4 bumps for a IC chip showing larger
stress values closer to the edge of the chip. [83].

5.2 Floorplanning Effect on Package Reliability

The MTTF rate from thermal-cyclic fatigue for C4 bumps is strongly dependent

on temperature (Equation 3.30). Chapter 4 shows that the temperature of a circuit can

be lowered by the use of thermal-aware floorplanning. Consequently, using thermal-aware

floorplanning is one method of increasing the MTTF of C4 bumps. Additionally, the MTTF

is strongly dependent on the location of the temperature hotspots of the chips. Hotspots

located at the edge of the chip lead to quicker MTTF rates than hotspots located toward the
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centroid of the chip. Consequently, controlling the location of temperature hotspots during

floorplanning can also lead to significant increases in MTTF rates for C4 bumps.

5.3 Floorplanning and Bump Placement Co-Optimization

The location of C4 bumps affects the floorplan and vice-versa, since one of the

main goals of floorplanning and bump placement is to reduce the wirelength from the var-

ious blocks to bumps. Consequently, is important to co-optimize floorplanning and bump

placement, since doing the bump placement before floorplanning or vice versa, greatly re-

duces the solution space that is searched. The proposed method of co-optimization consists

of using a quadratic bump placement algorithm in conjunction with the thermal-aware floor-

planner proposed in Chapter 4.

5.3.1 Quadratic Bump Placement

The proposed bump placement algorithm uses quadratic optimization to place the

bumps in order to minimize wirelengths, then a greedy legalization procedure to remove

bump overlaps. A detailed overview of the placement algorithm is shown in shown in

Algorithm 2 and Figure 5.3.

The first step of the algorithm determines the optimal location of C4 bumps using

quadratic wirelength optimization as shown in Figure 5.3(a). This consists of solving the

following quadratic program

min
1

2

n∑
i

m∑
j

wij (pxi − bxj)2 + (pyi − byj)2 (5.1)

where wij is the weight of the connection between block j and bump i obtained from the
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Algorithm 2 Quadratic Stress-Aware Bump Placement
Input:

Stress-Aware I/O Bump Placement.

Output:

All bumps satisfy a minimum number of cycles to failure.

1: Calculate optimal position for bumps via quadratic optimization.

2: Create a grid of possible bump locations.

3: Calculate the failure rate at all possible bump locations.

4: Prune possible bump locations.

5: Greedy legalize bump positions.

device net-list, n is the number of bumps, m is the number of blocks, pxi and pyi are the x

and y coordinates of bump i, and bxi and byi are the x and y coordinates of block j.

If a net in the device netlist only contains a single block and bump, then the weight

of the connection between the block and bump is 1. However if the size of the net is greater

than 2, then the clique model [106] is used to calculate the weight between each block and

bump within the net.

After the optimal bump locations have been found the algorithm creates a grid of

possible C4 bump locations using the minimum pitch distance between C4 bumps, and the

length and width of the chip as shown in Figure 5.3(b).

Once the grid has been created, the failure rate due to CTE mismatch between

the substrate and die is calculated for every possible C4 location using a temperature map

generated from the block layout and the fatigue models detailed in Section 3.3.5.3. The

next step of the algorithm prunes all possible bump locations that have potentially low

reliability as shown in Figure 5.3(c). There are two methods that can be used for pruning
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(a) Optimally place all C4 bumps (Temperature

in Kelvin).

(b) Find all feasible bump locations (Temperature

in Kelvin).

(c) Prune bump locations (Temperature in

Kelvin).

(d) Legalize bump Locations (Temperature in

Kelvin).

Figure 5.3: Example bump placement flow for n30 benchmark
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bad bump locations. The first method specifies a minimum number of cycles to failure for

all the bumps in the design. Given this value the algorithm will remove all possible bump

locations with a value below that specified value for being a candidate location for a data

C4 bump. The other method of pruning specifies a number of possible bump locations (N )

that will not be used. The algorithm then removes the N possible bump locations with

the lowest number of cycles to failure. The final step of the algorithm legalizes the bump

placement from the first step as shown in Figure 5.3(d). It should be noted that the number

of feasible bump locations

5.3.1.1 Bump Legalization

Legalization assigns a bump to one of the possible bump locations on the grid

array calculated in stage 2 minus the locations removed from stage 4 of the algorithm.

The legalization employed by the proposed algorithm is a 2 step greedy procedure. In the

first step, for each possible bump location the number of bumps closest to that location is

tabulated and placed in a bin. The possible bump location bins are then sorted so that the

bin with the largest number of bumps is first in the list. Finally, for each bin in the list,

the bumps are greedily place as close to its optimal location avoiding overlaps with other

bumps and the locations that have been removed for reliability issues. An example flow for

the legalization is shown in Figure 5.4.

Figure 5.4(a) shows the position of the bumps in illegal positions after the quadratic

wirelength optimization step. The first step is to create bins for each bump location. For

this example bump location x has 3 bumps located nearby and bump location y has 2 bumps

located nearby. The next step of the legalization process is to legalize the positions of
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the bumps within each bin starting with the largest bin, which is bump location x. The

closest illegal bump to a legal bump position is placed in that bump position as shown

in Figure 5.4(b). The other bumps within that bin are then legalized to the other bump

locations closest to them that do not have a bump already placed there as shown in Fig-

ures 5.4(c) and 5.4(d). Once all the bumps within a bin are placed, the procedure moves to

the next largest bin as shown in Figures 5.4(e) and 5.4(f). The procedure is repeated until

all the illegal places bumps have been placed in legal bump positions.

5.3.2 Proposed Floorplanning and bump placement Co-optimization

The proposed floorplanning and bump-placement co-optimization uses the ther-

mal floorplanner described in Section 4.3 and the quadratic bump placement algorithm de-

tailed in Section 5.3.1. The floorplanner has the same cost function as the one described in

Section 5.3.1, however, there is one additional move which is a call to the bump placement

algorithm. The bump placement algorithm is called at a much lower frequency than the

other moves, such as swapping blocks since the runtime for the bump placement is signifi-

cantly larger than the other moves in the floorplanner. Consequently more frequent calls to

the bump placing algorithm would lead to significantly longer execution times.

68



X

Y

(a) Initial illegal placement
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(b) Legalize first bump
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(c) Legalize second bump
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(d) Legalize third bump

(e) Legalize fourth bump (f) Legalize final bump

Figure 5.4: Example bump placement flow for n30 benchmark
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Chapter 6

Reducing High Temperatures in

Interconnect

Another reliability issue caused by high on chip temperatures in addition to thermal-

cyclic fatigue of solder balls is increased interconnect electromigration and increased in-

terconnect resistance. These issued are mitigated by reducing interconnect temperatures.

Interconnect temperatures are reduced by decreasing the total amount of Joule heating in

the interconnect. This chapter of the thesis discusses a methodology to reduce high tem-

peratures in the Power Supply Network (PSN) interconnect by redistributing decoupling

decapacitance throughout the chip.
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6.1 Using Decoupling Capacitance to Reduce PSN Interconnect

Temperatures

One method of decreasing high temperatures in PSN interconnect is decreasing

the RMS current in the interconnect and the distance that the current has to travel through

the interconnect. Most power is supplied to a circuit from the package bumps/pins, but un-

fortunately, this power must go through the various metal interconnect layers before reach-

ing the transistors on the substrate. This can lead to a significant amount of energy loss due

to Joule heating through the PSN wires.

Decoupling capacitance (decap) also provide power to circuits, but are located

electrically closer to the transistors than the power supply bumps (Section 2.6). Conse-

quently, placing decaps in areas that require significant power will reduce the Joule heating

in the interconnect by reducing the distance in wires that the power supply current has to

travel and also reducing the current spikes in the wires.

Decap is thus a viable mechanism for reducing Joule heating in interconnect since

it reduces the Joule heating RMS value. Decap is usually added to a design to reduce tran-

sient voltage droop (Section 2.8.3), however, this decap placement is usually quite flexible

with multiple placements meeting the voltage droop requirement. Some decap can be re-

distributed to reduce Joule heating while still ensuring that the voltage droop requirements

are met. Additional decap is added in areas that have high Joule heating while decap is

removed from areas that do not have significant Joule heating and are well within the volt-

age droop bounds in order to preserve PSN integrity. Figure 6.1 shows an example where

redistributed decap was able to reduce the Joule heating power in the PSN interconnect for
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an IBM powergrid benchmark.
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Figure 6.1: Decap is a viable mechanism for reducing Joule heating power as can be seen
by the reduced peaks of total Joule heating.

6.2 Decap Redistribution Algorithm to Reduce Joule Heating

The proposed method of decap redistribution uses a gradient descent, non-linear

optimization. The design is spatially partitioned so that the sensitivity to reduce Joule heat-

ing of each partition with respect to the decap value can be measured. This enables decap

to be shifted from less sensitive partitions to the more sensitive partitions. A detailed im-

plementation of the proposed redistribution algorithm is presented in Algorithm 3.

6.2.1 Partitioning and Budgeting

The first stage of the algorithm calculates the total decap redistribution budget,

Cbudget. The design is partitioned into various regions at the block level or potentially a
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finer granularity. Next, each partition of the PSN is simulated with a small, fixed amount of

decap removed from that partition to determine if removing decap causes a voltage droop

violation. If so, that partition is flagged so that decap can only be added to it and not re-

moved. If removing decap does not cause a violating voltage droop in the partition, the

decap is permanently removed and added as surplus to the overall decap redistribution bud-

get, Cbudget. The amount of decap removed during each simulation, Crem, is a variable

within the algorithm. Large values for Crem limit the number of partitions that contribute to

Cbudget since removing a large amount of decap will likely cause excessive voltage droop.

On the other hand, small values of Crem limit the effectives of the algorithm due to the

small amounts of decap added to the redistribution budget. Finally, Cbudget is then uni-

formly distributed to the redistribution decap budget (δCi) for each partition as an initial

redistribution which is subsequently improved on. The initial decap in each partition’s δCi

is consequently Cbudget

N where N is the number of partitions.

6.2.2 Sensitivity Simulation

The refinement stage begins by calculating the sensitivity of the total Joule heat-

ing in each partition to the decap in that partition, dJi
dCi

. This determines which partitions

will most (or least) benefit from additional decap. The sensitivities are measured by simu-

lating the entire PSN with the present decap allocation and calculating the total Joule heat,

Jpart1
i , within each partition i. The PSN is then re-simulated with each partition containing

a small amount of added decap, δadd, to calculate a forward finite difference. The total Joule

heating for each partition with the added decap is calculated as Jpart2
i . The average decap
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Algorithm 3 Decap Redistribution to Minimize Joule Heating
Input: Decap placement satisfying voltage droop requirements.

Output: Decap placement minimizing total Joule heating while still satisfying voltage droop re-

quirements.

1: Partition design into N partitions

2: Determine total redistribution budget (Cbudget)

3: Uniformly allocate Cbudget to each partition’s redistribution budget (δCi)

4: repeat

5: Calculate sensitives ( dJi

dCi
) for each partition

6: Calculate mean of sensitivities

7: Find low sensitivity partitions (sensitivity value below mean)

8: Find high sensitivity partitions (sensitivity value above mean)

9: Redistribute decap from the low sensitivity partitions δCi to the high sensitivity partitions

δCi

10: Calculate change in total Joule heating, ∆Jtotal

11: until ∆Jtotal ≤ ε

sensitive for a partition can thus be calculated as

dJi
dCi

=
Jpart2
i − Jpart1

i

δaddNwire
(6.1)

where Nwire refers to the number of wires within the partition and Ci refers to the decap

in partition i. The decap sensitivity is normalized by the number of wires since some

partitions contain more wires than others and the sensitivities calculated would be skewed

to those partitions if they were not normalized.

74



6.2.3 Reallocation

The final stage of the algorithm determines how to incrementally redistribute the

decap, Cbudget, across all the partitions. First, the mean of the partition sensitivities is com-

puted. All partitions with sensitivities above the mean are flagged as partitions to receive

more decap and those partitions below the mean lose decap. The amount of decap that is

removed or added to a partition is based on the magnitude of its sensitivity.

Partitions with sensitivities below the mean lose the following percentage of their

redistributed decap from their δCi

Scalei =
ζ (Smean − Si)

Smean −min(Slow)
(6.2)

where Scalei is the percentage of redistributed decap to remove from the partition, Smean

is the mean of the sensitivities, Si is the sensitivity of partition i, ζ is the maximum fraction

of decap that can be redistributed from a single partition at each iteration and Slow is a set

containing all the sensitivities below the mean.

Partitions with sensitivities above the mean gain the following percentage of the

redistributed decap removed from the lower sensitivity partitions to their δCi:

Scalei =
Si∑
Shigh

(6.3)

where Shigh is a set containing all the sensitivities above the mean.

At each iteration of the algorithm only a fraction (controlled by the variable ζ) of

decap from the δCis is redistributed. A ζ of one leads to the algorithm finishing in one iter-

ation, however the redistribution is only based on the initial sensitivities and consequently

such a solution might be far from optimal. Incrementally redistributing the decap obtains
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better solutions since as the partitions with large sensitivities get more decap their sensi-

tives diminish and other partitions that did not have a high sensitivity become the leading

candidate for redistributed decap. The redistribution process is repeated until the change

in total Joule heating (Jtotal) between iterations is below a threshold or the max number of

iterations allowed is reached.

6.3 Algorithm Example

The algorithm is further illustrated using a simple example. The first stage of the

algorithm consists of partitioning the design into blocks (Figure 6.2(a)) and then calculating

the Cbudget and distributing it evenly to all the blocks (Figure 6.2(b)). In Figure 6.2(b),

Cbudget can be interpreted as the sum of all the decap in the δCis.

A B C D

(a) Initial circuit is partitioned into 4 blocks A-

D. The smaller box above each image repre-

sents δCi for that block.

A B DC

(b) Decap removed from blocks that do not

cause voltage droop is redistributed evenly to

the δCis for all blocks. Note that block C is

flagged (Purple star) meaning no decap can be

removed from that block.

Figure 6.2: Initial decap allocation and redistribution for first stage of the algorithm with
decap percentages represented by the size of the shaded area.

Next, the Joule heating sensitivity with respect to the redistributed decap is cal-

culated for each block which, for this example, is set to {0.1, 0.4, 0.7, 0.8}. Blocks A and
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B are then flagged as low sensitivity blocks (mean sensitivity is 0.5) while Blocks C and D

are flagged as high sensitivity blocks.

Finally, the Cbudget is redistributed from the δCis of the low sensitivity blocks

to the δCis of the high sensitivity blocks as illustrated in Figure 6.3. The amount of redis-

tributed decap removed/added to each block depends on the sensitivity. Block A, has the

lowest sensitivity hence the percentage of decap redistributed from Block A is the maximum

(ζ) while Block B only loses ζ × 0.5−0.3
0.5−0.1 . Block C gains 0.7

0.7+0.8 of the decap redistributed

from Blocks A and B while Block D gains 0.8
0.7+0.8 of the redistributed decap. The redistri-

bution process is repeated until the stopping criterion is reached.

A B C D

Figure 6.3: Decap is moved from the δCis of the low sensitivity blocks (A and B) to the
δCis of the high sensitivity blocks (C and D)

6.4 Decap Redistribution Algorithm to Reduce Temperature

The temperature increase in the interconnect is directly proportional to the Joule

heating RMS power and thermal resistance of the interconnect to the substrate. Conse-

quently, for maximum reduction in interconnect temperatures, the thermal resistance should

also be incorporated during the decap redistribution. Reducing the Joule heating in a large

wire with a small thermal resistance is not as effective at increasing reliability as reducing

Joule heating in a large wire with a large thermal resistance and significant Joule heating.

Thus, a second version of Algorithm 3 is implemented to directly reduce interconnect tem-

perature as opposed to reducing Joule heating.
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To account for interconnect temperatures, the sensitivity used for the gradient-

based decap redistribution sensitivity on Line 3 is instead calculated with respect to ∆T ,

the maximum interconnect temperature increase due to Joule heating as opposed to the total

Joule heating power. This new sensitivity is calculated using

d∆Ti
dCi

=
∆Tpart2i −∆Tpart1i

δadd
(6.4)

where ∆Tpart1i and ∆Tpart2i are the maximum wire temperature increase in partition i un-

der the present decap allocation and with an additional δadd decap, respectively. As opposed

to the Joule heating sensitivity, this is not normalized to the number of wires since it is the

maximum temperature in the partition. The maximum wire temperature increase is used for

the optimization as opposed to the average ∆T , since reducing maximum temperatures is

more important for interconnect reliability.

Finally, Line 3 of the algorithm is adjusted to calculate the change in Max ∆T

and the stopping criterion in Line 3 is adjusted to consider change in Max ∆T instead of

∆Jtotal.
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Chapter 7

Redundant Power Bump Placement

Large chip temperatures increase the rate of electromigration in power supply

bumps leading to bump defects (Section 3.3.4). Bump defects can also be created from

thermal-cyclic fatigue as detailed in Chapter 5 and also manufacturing defects. Recently,

there has been an increase in manufacturing bump defects which has been exacerbated by

the increase in bump counts and shit to no-flow underfill processes [87]. and also yield

issues. Specifically, no-flow underfill processes are susceptible to the void formation, non-

wetting of solders and chip floating [41].

The formation of a defect in a C4 bump used in the PSN can cause static and

transient voltage violations in the power grid as shown in Figure 7.1(b). In addition, a

bump defect in a power supply bump can also cause electromigration failures in other power

supply bumps as shown in Figure 7.1(b).

This chapter discusses methods of placing redundant power bumps within a cir-

cuit, so that in case of any single bump failure the power supply network will still meet the

voltage and electromigration constraints as shown in Figure 7.1(c).
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(a) Voltage map corresponding to all func-
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(b) Static voltage violations and MTTF fail-

ures (hollow bump) caused by a single-

bump defect (white cross). Dimensions in
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(c) Redundant bump (square) removes static voltage

violations and electro-migration failures caused by

single-bump defect. Dimensions in µm.

Figure 7.1: Example from ibmpg2 benchmark showing voltage violations and electro-
migration failures caused by a single-bump defect. Bumps are represented as large circles
and node voltages represented as small circles. Only a small fraction of the entire bench-
mark is shown for image clarity with dimensions in µm.
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7.1 Bump Failure Classification

As stated in the Chapter introduction bump failures in Power supply bumps can

lead to reliability issues in the Power Supply Network. One bump failure may lead to tran-

sient/static voltage failures and/or electromigration failure in other bumps. Note, however

that not all bump failures will cause reliability issues. Bump failures can be classified by

the type of failure they induced in the PSN: voltage violations and/or electromigration vio-

lations.

7.1.1 Voltage violations

The bump failures which cause voltage violations in the PSN, belong to the volt-

age failure bump set, Vp. The bump that fails in Figure 7.1(b) belongs to Vp since it causes

static voltage violations upon failure. Note, however, that not all the bumps in a design will

cause static voltage violations if they have a bump defect since there is inherent redundancy

in a power grid architecture.

7.1.2 Electromigration violations

The bump failures which cause an electromigration failure in neighbouring bumps,

belong to the electromigration failure critical bump set (Cp). Electromigration failure in

neighborhood bumps occur because of the increased current load on those neighboring

bumps. The bumps that fail due to a defect/failure of a bump in Cp belong to the electromi-

gration failing bump set (Fp).

Figure 7.2 further shows the bipartite many-to-one relationship between the Fp

and Cp sets. Each bump in Fp corresponds to one or more bumps in Cp since multiple
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bumps in Cp might cause the same bump failure in Fp. The Cp, Fp and Vp sets are not

mutually exclusive and it is possible for a bump to belong to multiple sets as shown in

Figure 7.2 and the example used in Figure 7.1.

2
3
4
6
9

3
5
8

pF
pC

4
7
8

pV

Figure 7.2: Figure showing the relationship between the Fp, Cp and Vp the sets.

7.1.3 Calculating Bump Failure Violations

The Cp, Fp and Vp sets are determined by doing N static PSN simulations with a

different bump being removed during each simulation, where N represents the number of

power bumps in the design. For each simulation, the current through each bump is checked

to ensure that it is less than the maximum current threshold (Ithres) for that bump location

including the effect of intra-die temperature. The Ithres for each possible bump location is

calculated using Equation 3.23 and the temperature map of the circuit. The static IR voltage

drop is checked to ensure that it is above some specified threshold value. Such a simulation

is an upper bound on the estimation of Fp and Vp since often a bump merely has an increase

in resistance due to a manufacturing or electromigration issue but not a complete failure.
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7.2 Bump Redundancy

Bump redundancy is a possible method to fix power supply network failures due

to a single-bump defect/failure. Figure 7.1(c) shows how a redundant bump (square) was

able to fix the voltage violations and electromigration failures created by a single bump

failure. Many designs in practice guard-band by inserting extra bumps but not in a formal

manner. This section outlines methods for creating redundant bumps so that the design is

guaranteed single bump redundant.

There are two major challenges with generating a redundant bump set (Rp) for

single-bump robustness, namely, selecting which bumps need to be made redundant, and

determining which additional bumps can provide coverage. The bumps to be made redun-

dant are selected from the Fp, Cp, and Vp sets to form an overall critical bump set (Op).

The coverage for each possible redundant bump location is calculated and then tabulated as

a set pcovi that contains the bumps from the Op set that are covered by redundant bump i.

The possible redundant bump locations are selected from the top level nodes of

the PSN that are not located within the minimum bump spacing requirement of other bumps

in the circuit. The minimum bump space requirement is required for manufacturing pur-

poses. A summary of the different set definitions are given in Table 7.1.

7.2.1 Generating the Redundancy Coverage Sets

Adding a redundant bump to a design will affect the power supply network within

a certain distance of the redundant bump due to the locality effect [13]. The effectiveness

of adding a redundant bump in removing failures caused by single bump defect, however,
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Table 7.1: Definitions of Terminology

Set Definition

Vp Set of bumps that cause static voltage viola-

tions if they have a defect/failure.

Cp Set of bumps that cause electromigration

failures in other bumps if they have a de-

fect/failure.

Fp Set of bumps that will have an electromigra-

tion failure due to a defect/failure of a bump

in Cp

Rp Set of redundant bumps added to design for

robustness.

Op Set of bumps from the Fp, Cp, and Vp sets to

be made redundant

pcovi Set of bumps from the Op set that are covered

by redundant bump i
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depends on the resistivity of the power grid in that area of the PSN, the size and number

of current sources in that area of the PSN, the number of surrounding bumps, and the size

and magnitude of the failures caused by the single-bump defect. Since these factors vary

throughout a design, the effectiveness of a redundant bump has to be empirically estimated

for each individual bump defect.

7.2.1.1 Electromigration Coverage Sets

Redundant bump coverage for bumps in Fp entails removing or reducing the extra

current in the bump as a result of single bump failure in Cp. We define the current slack in

a bump as

Islack = I − Ithres (7.1)

where I is the current through the bump and Ithres is the maximum allowable current

through that bump. Bumps in Fp can have a negative current slack depending on what

member of the Cp sets fails. A redundant bump covers a bump in Fp to ensure that the

Islack always remains positive irregardless of which bump from the Cp sets fails. Conse-

quently, calculating the coverage set for a bump in the Fp set requires two steps.

The largest negative slack for bumps are determined during the generation of the

Fp, Cp and Vp sets. The slack values for each bump in Fp are calculated for the different

bumps failures from the Cp set and the maximum negative slacks are used for coverage set

generation. Not using the maximum negative slack will overestimate the coverage set for

that bump.

The relationship between the current slack in the Fp bump and the distance of

85



an added redundant bump was empirically observed to be exponential as shown in Fig-

ure 7.3(a), but depends on several factors such as number of close by bumps, the resistivity

of the underlying mesh in that area, and the total current draw in that area. The relationship
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Figure 7.3: Current slack model showing exponential relationship and approximated rela-
tionship with fewer data points.

between current slack and distance of an added bump is fitted using

Islack = A exp (−B · pdist) + C (7.2)

where A and B and C are constants based on the current draw and the resistivity of the

mesh and pdist is the distance of the added bump to the failing bump. An example of this

phenomenon for the ibmpg2 benchmark is shown in Figure 7.3(a) as the least squares fitted

curve to a linearized form of Equation 7.2.

It is not practical to simulate the effect on the slack for each candidate bump loca-

tion, consequently, for our experiments the current slack vs distance graph was constructed

from 4 distances of 100, 500, 1000 and 2000 µm. These distances were chosen to capture
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enough information about the relationship to obtain a good approximation for the A and B

and C constants. More data points would lead to a significant increase in runtime due to the

number of simulations required, but four data points is a good trade-off between accuracy

and runtime.

The discrete nature of the grid limits exact distances so the closest candidate

bump location were used. Figure 7.3(b) shows the graph using these four points. The root

of the equation generated with the reduced set of data points only differs from the root of

the equation with all data points by 7%.

The coverage set for each bump in Fp set is calculated using Equation 7.2. The

root of Equation 7.2 corresponds to a distance value at which the slack of the failing bump

becomes zero, and consequently any bump placed at a candidate bump location with a

distance (dcover) less than or equal to that distance will ensure there is no MTTF violations.

All such candidate bumps comprise the coverage set for a failing bump. A redundant bump

in the coverage set of a bump in Fp provides complete redundant coverage for that bump

without needing help from other bumps.

However, candidate redundant bumps that lie beyond dcover from the failing bump

still reduce the slack in the failing bump, but not completely. These bumps belong to the

partial coverage set for that failing bump. A redundant bump in the partial coverage set of

a failing bump cannot completely provide redundant coverage for that failing bump, but in

conjunction with other bumps, could provide complete coverage. Partial coverage allows a

larger solution space and usually in fewer redundant bumps. The partial coverage value for

a candidate redundant bump is determined by calculating the slack removed divided by the

total negative slack for that failing bump using estimates from Equation 7.2.
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(b) Four random points are used to approximate

the linear relationship without significant loss

in accuracy while reducing run-time overhead

Figure 7.4: Linear model of redundant bump placement for a failing bump causing static
voltage failures in the ibmpg2 benchmark

7.2.1.2 Voltage Coverage Sets

The coverage for a bump in Vp is calculated similarly to a bump in Fp and is

based on a distance based metric. If a bump in Vp fails, nodes within close proximity will

have static voltage drop violations. Adding a bump at a location close enough to the bump

from Vp will remove these violations. The distance of the added bump is also empirically

estimated and was observed to be linear. Consequently, the relationship was modelled as

Vn = M · pdist +D (7.3)

whereM andD are constants and Vn is the number of node voltage violations. An example

from the ibmpg2 benchmark depicted in Figure 7.4(a) illustrates the relationship between

the number of static voltage violations when a single bump from Vp is removed and the

distance of an added redundant bump. After a certain distance, dcover there are no more
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voltage violations. Consequently, the potential redundant bumps located within the dcover

of a voltage failing bump comprises the redundancy set for that bump. Similar to the MTTF

coverage set generation, simulating all the potential bump locations for each voltage bump

failure is too time consuming. Consequently, four data points capture the relationship be-

tween voltage violations and distance of the added bump. The distances chosen for are 200,

800, 1400 and 2000 µm. The fitted graph for the example shown in Figure 7.4(a) using

the reduced set of data points is shown in Figure 7.4(b) and has an error in the root of the

equation of about 10% for this example which is a typical error value.

7.3 Redundant Bump Set Generation

Single-bump redundancy augments a power bump placement with a minimal re-

dundancy bump set (Rp) such that for any single-bump defect, nearby bumps do not suffer

from a cascading electromigration failure and all nodes within the design continue to satisfy

minimum static and transient voltage constraints.

The Cp, Fp and Vp sets guide the redundant bump placement since they iden-

tify which bumps need to be made redundant. Consequently, Rp set generation finds the

mapping of redundant bumps locations to bumps in the various failure sets to minimize the

number of redundant bumps required. Since there are no prior works in this regards, three

alternative methods are proposed.
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7.3.1 Naive Bump Redundancy

The Naive method uses a simple greedy algorithm as detailed in Algorithm 4.

First, the Cp and Vp sets are computed using the initial bump placement and then the cov-

erage sets for both the Cp and Vp sets are generated. The Op set is then computed based on

the size of Cp and Fp. If |Cp| < |Fp| then Op = Cp ∪ Vp otherwise Op = Fp ∪Cp. Finally,

Rp is computed by visiting every bump inOp and adding the closest redundant bump toRp.

Algorithm 4 Naive Algorithm
Input: Original bump placement

Output: Set of redundant bumps locations Rp

1: Generate Cp, Fp, Vp and Op sets.

2: repeat

3: Select bump j in Op

4: Select redundant bump closest to j and add to Rp

5: until All bump in Op are visited

7.3.2 Improved Greedy Bump Redundancy

The Improved Greedy Algorithm greedily adds bump with the largest coverage

sets to Rp as detailed in Algorithm 5. First, the various redundant sets are calculated in a

similar fashion as for the Naive Greedy method. Then, Rp is computed by sorting all the

pcovi sets by size and selecting the redundant bump with the largest pcovi to add to Rp. All

bump from Op covered by that redundant bump are removed from the pcovi of the other

redundant bumps and the process is repeated until all bumps from (Op) are covered.
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Algorithm 5 Improved Greedy Algorithm
Input: Original bump placement

Output: Set of redundant bump locations Rp

1: Generate Cp, Fp, Vp, pcovi
and Op sets.

2: repeat

3: Sort pcovi
by size

4: Add candidate redundant bump with largest pcovi
to Rp

5: Adjust remaining pcovi sets.

6: until All bump in Op are covered

7.3.3 ILP Bump Redundancy

Most possible redundant bump locations can cover multiple bumps from the Fp,

Vp and Cp sets. Consequently, if the right mix of redundant bumps are selected the total

size of the Rp can be reduced significantly.

Selecting a minimal Rp based on bumps in Op is a set covering problem which

is solvable as an ILP. Given the possible redundant bump locations and the bumps to be

covered in Op the ILP picks the least number of redundant bumps so that every bump

within Op is covered. More formally the ILP formulation is

min
∑

i ri, ri ∈ {0, 1}

s.t. Af · r ≥ 1

where r is a binary vector for all possible redundant bump locations and specifies whether a

bump is placed at that location or not, Af is a matrix that contains the coverage information

for all possible redundant bump locations obtained from the coverage sets Pcov. Af is a

M × N matrix where N is the number of possible redundant bump locations and M is

the size of the Op set to be covered. Column i in Af contains the bumps from Op that are
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covered by placing a redundant bump at position i. The ILP solver will choose the smallest

Rp set to ensure all the bumps in the Op set are covered.

Another advantage of an ILP formulation is to incorporate partial coverage as de-

tailed in Section 7.2.1.1. Two or more potential redundant bumps might provide redundant

coverage for a bump even though individually those bumps cannot provide full coverage for

that bump. Considering partial coverage only requires changing the Af matrix to include

fractions. For example, Afi,j = k·, where k is a fraction between 0 and 1, implies that

redundant bump location j covers Oi partial by a value of k.

7.4 Algorithm Example

The proposed algorithms are further illustrated using a simple example. Fig-

ure 7.5(a) shows a simple bump layout for a example circuit with existing bumps repre-

sented as solid circles and potential redundant locations as hollow circles. For this example

Vp is {2, 4, 5, 6, 8}, Fp is {5, 6, 7, 8} and Cp is {3, 5, 6, 7, 8}. The coverage for each redun-

dant bump for the bumps in Cp, Fp and Vp are illustrated in Figures 7.5(b), 7.5(c) and 7.5(d)

respectively.

7.4.1 Calculating Op and the Pcov

The first step in all algorithms is determining the Op set. Since |Cp| > |Fp| then

Op = Fp∪Cp as shown in Figure 7.6 (Op = {2, 4, 5, 6, 7, 8},). OnceOp is calculated for the

circuit the next step is to determine the coverage for each possible redundant bump location.

From Figure 7.6 the redundancy coverage sets (Pcov) for each possible redundant bump is
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(a) Bump placement showing original bump (solid)
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Figure 7.5: Example bump placement, showing corresponding redundancy mappings. An
arrow from a the redundant bump location to a bump in the opposing set, means that bump
is covered by that redundant bump location.
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Figure 7.6: Relationship between potential redundant bump and bump in Op (Fp ∪ Vp)

as follows:

pcov1 = {2, 4}

pcov2 = {2, 6, 7}

pcov3 = {6, 8}

pcov4 = {5, 7}

pcov5 = {6} .

7.4.2 Naive

The Naive algorithm first computes Op and then iterates through each member

selecting a redundant bump to provide coverage. Thus the algorithm selects redundant

bump 1 to cover bumps 2 and 4, then redundant bump 4 to cover bumps 5 and 7, etc., until

all bumps in Op are covered. The final Rp is thus {1, 4, 5, 3}.
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7.4.3 Improved Greedy

The Improved Greedy algorithm first computesOp like the Naive algorithm. Then

the coverage sets for each possible redundant bump location is sorted by size as follows:

1) pcov2 = {2, 6, 7}

2) pcov1 = {2, 4}

3) pcov3 = {6, 8}

4) pcov4 = {5, 7}

5) pcov5 = {6} .

The next step is selecting the redundant bump with the largest coverage set and

adding it to Rp which in this case would be redundant bump 2. The bumps covered by that

redundant bump are then removed from the remaining coverage sets since they are already

covered as follows:

1) pcov1 = {4}

2) pcov3 = {8}

3) pcov4 = {5}

4) pcov5 = {} .

The process is repeated until all bump in Op are covered leading to a final Rp of

{2, 1, 3, 4}.
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7.4.4 ILP

The first step of using the ILP formulation is generating the Af matrix from the

various coverage sets for each potential redundant bump location. First the constraint equa-

tions for each bump inOp with relation to the potential redundant bump is created as shown

in Figure 7.7(a). Then the Af matrix is created from these constraints as shown in Fig-

ure 7.7(b)

After the Af matrix is generated, it is passed to an ILP solver to choose the

smallest Rp to ensure all the bumps in Op are covered, which in this case is {1, 4, 3}, which

is smaller than the Rp from the Naive and Improved Greedy methods.

7.4.4.1 Partial Coverage

Another advantage of an ILP formulation is to incorporate partial coverage as

detailed in Section 7.3.3. Two or more potential redundant pins might provide redundant

coverage for a pin even though individually those pins cannot provide full coverage for that

pin. For example, lets assume the maximum current slack for pin 8 and pin 5 is 0.2A, and

that redundant pins 1 and 2 can each cover 0.1A of that slack. Individually, redundant pins 1

and 2 would not be able to fully cover pins 5 and 8, but together they could since redundant

pin location 1 would provide 50% coverage and redundant pin location 2 would provide the

other 50% coverage for pins 5 and 8. Incorporating that specific partial coverage scenario

results in new constraints equations (Figure 7.8(a)) and Af matrix (Figure 7.8(b)). The ILP

solution is is reduced to {1, 2} since those two bumps together provide redundant coverage

to all the bumps in Op.
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r1 + r2 ≥ 1 (O2)

r1 ≥ 1 (O4)

r4 ≥ 1 (O5)

r2 + r3 + r5 ≥ 1 (O6)

r2 + r4 ≥ 1 (O7)

r3 ≥ 1 (O8)

(a) ILP constraint equations for

each bump in Op

Af =



r1 r2 r3 r4 r5

O2 1 1 0 0 0

O4 1 0 0 0 0

O5 0 0 0 1 0

O6 0 1 1 0 1

O7 0 1 0 1 0

O8 0 0 1 0 0


(b) ILP matrix

Figure 7.7: ILP constraints and corresponding matrix for Op set shown in Figure 7.6.
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r1 + r2 ≥ 1 (O2)

r1 ≥ 1 (O4)

r4 + 0.5 · r2 + 0.5 · r1 ≥ 1 (O5)

r2 + r3 + r5 ≥ 1 (O6)

r2 + r4 ≥ 1 (O7)

r3 + 0.5 · r2 + 0.5 · r1 ≥ 1 (O8)

(a) ILP constraint equations with Partial cov-

erage

Af =



r1 r2 r3 r4 r5

O2 1 1 0 0 0

O4 1 0 0 0 0

O5 0.5 0.5 0 1 0

O6 0 1 1 0 1

O7 0 1 0 1 0

O8 0.5 0.5 1 0 0


(b) ILP matrix with Partial Coverage

Figure 7.8: ILP constraints and corresponding matrix for Op set considering partial cover-
age.

98



Chapter 8

Experimental Setup

This Chapter of the thesis details the experimental setup used to test the proposed

algorithms/methodologies from Chapter 4, 5, 6, and 7.

8.1 Thermal-Aware Floorplanner

The thermal-aware floorplanner is implemented in C++. It uses a simulated an-

nealing algorithm with a sequence-pair (SP) representation [58]. Thermal analysis is inte-

grated into the floorplanner using Hotpsot 4.1 with the default parameters. The faster block

mode is used for optimization and the slower, more accurate grid mode for final results. The

experiments are run on a CentOS 5.1 Linux system with a 2.6GHz AMD Opteron processor

and 8GB of memory.

The GSRC and MCNC benchmarks are used for experiments. Both the GSRC

and MCNC benchmarks do not have actual dimensions or power information and both

of these parameters dramatically affect the performance of the heat sink and overall chip

cooling. For benchmark dimensions, all the GSRC and MCNC benchmarks are scaled to
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be in range of medium to large area chips (0.5cm2 - 2cm2). Hence, the dimensions for

the MCNC benchmarks are assumed to be in microns and the GSRC benchmarks are in

tenths of a micron. The aspect ratio of soft blocks is constrained to the limits specified

in the respective benchmarks (0.3 to 3.0). Also, the area is limited so that blocks can not

increase their area past 50% of their original area. These constraints are necessary since

highly rectangular aspect ratios become increasing difficult to route and blocks that are

very large will also increase the wirelengths within the blocks. Also, having too high of a

block utilization will require significant buffering to drive signals across the block. In the

case of hard blocks, large halos tend to increase wirelengths between blocks.

For block power information, power numbers are randomly generated using power

densities similar to the predicted 65nm node in [51]. The power densities used are 750 W
cm2 ,

250 W
cm2 and 25 W

cm2 with corresponding frequencies of 15%, 45% and 40%. The mean is

therefore 235 W
cm2 and there is approximately a 3.2× difference between the average and

maximum power density as observed in [51].

During initial experiments, it was noticed that floorplans with more whitespace

tend to have lower temperatures. This is due to two factors: a larger chip will decrease the

chance that two hot blocks are close together and a larger chip area will improve the thermal

conductivity to the heat sink which results in lower maximum and average temperatures.

Consequently, for fair comparisons, fixed-area floorplanning is performed. The area cost

during annealing is the area outside of the fixed area. However, there are no constraints

on the floorplan aspect ratio. All the experiments used a fixed area that is 10% larger than

the total area of all blocks. All the results presented are mean values for 100 simulated

annealing runs.
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8.2 Floorplanning and Bump Placement Co-Optimization

The floorplanner used for these experiments is similar to the one used for ther-

mal aware floorplanning. The GSRC and MCNC benchmarks are also employed for these

experiments and the benchmark dimensions and block power information are similar to the

ones used for the thermal-aware floorplanner.

The thermal-stress constants used are as follows: For the Knecht-Fox model C is

set to 8.9 as reported in [65]. For the Shear-strain model the constants are set with C1 as

501.3, C2 as 0.031, C3 as 4.96 and C4 as 5433.5 which are the material constants reported

in [85]. CTE values of 2.3 and 25 are used for the values of αcand αs respectively.

The positions of the C4 bumps used for the bump placement are constrained to

a grid with a minimum bump pitch which of 100µm [92]. The diameter of the solder

bumps were set to 50µm and the height of solder bumps were set to 60µm, The thermal

conductivity and electrical resistivity of the bumps were assumed to be that of Tin (Sn) and

set to 67 W/mK and 1.09 × 10−7Ω · m, respectively. The number of C4 bump locations

within the grid is actually larger than the number of I/O bumps required by the chip so

as to allow for some flexibility in their placement. The bump temperatures were obtained

accurately through Hotspot [82] multi-layer simulations. Three layers are used for the bump

simulations: Layer 1 is the bump layer, layer 2 is the silicon layer and the final layer is the

thermal interface material (TIM) layer. The current in the bumps are assumed to be between

0.1A and 1A [9].
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8.3 Decap Redistribution

The decap redistribution algorithm is implemented in C++. HotSpot 5.0 [82] is

used for thermal analysis. The direct solver CHOLMOD (Cholesky factorization) from

the UFsparse matrix packages [19] is used for transient power grid analysis. The transient

solver is implemented using the Backward Euler Method with a time step of 5ps. The results

are obtained on a Ubuntu 10.04 Linux system with a 3.4GHz Intel i7-2600 processor and

8GB of memory.

The IBM power grid transient benchmarks [35] are used for the experiments.

These benchmarks are transient extensions of the widely used DC IBM power grid bench-

marks [60]. Since no dimensions are given in the benchmarks, they are scaled so that each

chip has an average power density of 250W/cm2 [51]. The temperature map for each bench-

mark is computed by partitioning each benchmark into blocks. The blocks are extracted

from the benchmark based on current source values. Distinct regions within the benchmark

have similar current draws and these regions are assumed to be blocks. The total current

for each block is summed from the current sources within the block and the power is cal-

culated assuming Vdd = 1.8V for all the benchmarks. The RMS current obtained from

the current pulse information is used to calculate the power value for each block. The block

coordinates, dimensions and powers are then fed to HotSpot for thermal simulation. The

value of δadd for the decap redistribution algorithm is set to 1%.

The parameters from a 45nm technology were used to calculate the temperature

of the wires [36]. The width of the intermediate wires and global wires are set to 70nm and

100nm, respectively. Keff is set to an average of 5Wm−1K−1. The inter-layer dielectric
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thickness is set to 110nm for the intermediate layers and 215nm for the global layers. The

thermal spreading factor (φ) is set to 0.88 [6]. The activation energy (Q) value used for

MTTF comparisons is set to 0.5eV [6].

8.4 Redundant Bump Placement

The redundant bump placement algorithm is implemented in C++. Hotspot 5.0 [82]

is used for thermal analysis with the default parameters. The grid mode is used for more

final thermal simulations. The direct solver CHOLMOD (Cholesky factorization) from the

UFsparse matrix packages [19] is used for final power grid analysis, while an iterative solver

is used to generate the coverage sets and also the Vp, Fp and Cp sets. The iterative solver is

the preconditioned conjugate gradient method using an incomplete LU factorization as the

preconditioner. The initial solution for the solver is the solution with all bumps in place, and

the incomplete LU factorization is generated from the conductance matrix with all bumps

in place. The iterative solver is used to speed up the power grid simulations required to gen-

erate the various sets while maintaining a tolerable residual error. GPLK [25] is used for

solving the ILP. The results are obtained on a Ubuntu 10.04 Linux system with a 3.4GHz

Intel i7-2600 processor and 8GB of memory.

The IBM power grid benchmarks [60] are used for our experiments. Since no

dimensions are given in the benchmarks, we scaled them so that each chip would have an

average power density of 250 W/cm2 [51]. The temperature map for each benchmark was

computed by partitioning each benchmark into blocks. The total current for each block

is summed from the current sources within the block and the power is calculated assuming
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Vdd = 1.8V for all the benchmarks. The block coordinates, dimensions and powers are then

fed to HotSpot for thermal simulation. The IBM power grid benchmarks also do not contain

any capacitance information which is required for transient simulations. Consequently,

decoupling capacitance was added to each benchmark to eliminate all transient violations

using a conjugate gradient method based on sensitivity analysis [84].

For the electromigration calculations the following values from [14] are used: Q

= 0.8eV, n = 1.8 and A = 2.54× 10−8. The C4 bump diameter is set to 50 microns.
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Chapter 9

Experiments

This chapter of the thesis details the experiments and results for the the proposed

thermal-aware CAD algorithms/methodologies in Chapter 4, 5, 6, and 7.

9.1 Thermal-Floorplanning Experiments

This section details the thermal-aware floorplanning experiments corresponding

to the floorplanner introduced in Chapter 4. First, a comparison with respect to speed and

solution quality between a typical thermal-aware floorplanner and the proposed floorplanner

is presented. Then the effectiveness of whitespace allocation on reducing temperatures is

reported.

9.1.1 Fast Thermal Floorplanning

One advantage of the proposed thermal-aware floorplanner is the decrease in ex-

ecution time as a result of evaluating a power-density cost vs a temperature cost (Sec-

tion 4.2.1.3). Consequently the first experiment for the proposed thermal floorplanner,
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compares the execution times of using a power spreading cost and a typical max tempera-

ture metric as used in most previous floorplanners [7, 17, 33, 49, 62]. The results of these

experiments are depicted in Table 9.1 and clearly show the proposed power metric is ef-

fective for thermal-aware floorplanning in terms of reduced execution times. Columns 1,

2 and 3 show the results of doing only HPWL optimization which is used as a baseline

for comparison purposes. Columns 4, 5, and 6 show the results of HPWL optimization

along with the proposed power density cost metric, and finally columns 7, 8 and 9 show the

results of doing HPWL optimization along with a maximum temperature metric like prior

works [17, 26, 27, 33, 34, 91, 114].

For the larger benchmarks, the integrated thermal simulation is too slow to finish

in a reasonable amount of time and are thus not reported. In contrast, the proposed power-

density is very fast even when compared to HPWL-only optimization. The maximum tem-

peratures, however, are comparable or better than the direct temperature optimization results

in all cases. The improved results are due to the global view of the proposed cost function

when compared to the other, more direct temperature optimization method. The proposed

method may accept a move that improves the temperature in a region that is not the high-

est temperature, but soon becomes a hotspot whereas the temperature-direct method would

reject the move. This allows the proposed optimization to get more useful work out of the

random SA moves and achieve improved results.

9.1.2 Dynamic Whitespace Allocation

The second experiment investigates the effectiveness of whitespace allocation

(dynamic) during floorplanning for hard and soft blocks as detailed in Section 4.2.2.2. The
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results of these experiments are summarized in Table 9.2 which shows that an almost 2×

peak temperature decrease can be obtained by adjusting the whitespace utilization around

hard blocks when compared to just using a power density metric. For soft blocks, the results

are not as impressive with only a slight improvement in peak temperatures when compared

to just using the power density metric.

Table 9.2: Dynamic Whitespace Utilization Peak Temperature Results for Hard and Soft
Blocks Showing Further Reduction in Floorplan Temperatures

Experiment HPWL Max Temp (K) Time (s)

HPWL and Power 1.80% 7.41 1.11×

HPWL and Temp 3.00% 5.9 158.44×

HPWL, Power and Area Utilization (Soft) 4.20% 7.60 1.12×

HPWL, Power and Area Utilization (Hard) 3.30% 9.16 1.14×

9.1.3 Static Whitespace Allocation

The third experiment investigates the effectiveness of whitespace allocation (static)

during floorplanning for hard and soft blocks as detailed in Section 4.2.2.1. The available

whitespace for each benchmark is 10% of the total area due to the fixed area requirement

discusses in Section 8.1. Hence, 50% of the whitespace available (corresponding to 5%

of the total area) is used as available whitespace. Using 100% of the whitespace available

would require the floorplans to be perfect (i.e., contain no additional white space), whereas

using 0% of the available whitespace would lead to no improvements.

The results of the static whitespace allocation experiments are detailed in Ta-

ble 9.3. The results show that static allocation does better than dynamic area allocation on
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average for all benchmarks. This occurs because increasing the area of a block will always

decrease its maximum temperature. Consequently, dynamic allocation of the whitespace

during floorplanning results in low power density blocks being inflated even though the

whitespace might be best use for a high power density block. In addition, the usage of the

SA random moves to adjust the whitespace usage detracts from more useful moves that re-

duce area, HPWL, and minimize the adjacency of high power blocks. The results for hard

blocks are not shown since the inflated size of the hard blocks resulted in most floorplans

not meeting the fixed area requirement.

Table 9.3: Static Whitespace Utilization Peak Temperature Results for Soft Blocks Showing
Increased Reduction in Floorplan Temperatures

Experiment HPWL Max Temp (K) Time (s)

HPWL and Power 0.20% 5.94 1.14×

HPWL and Temp 1.80% 6.12 158.4×

HPWL, Power and Area Utilization 6.40% 11.44 1.12×

9.1.4 Example Floorplanning Result

An example plot of n100 with and without temperature optimization is shown

in Figure 9.1 with identical fixed-areas. Figure 9.1(a) corresponds to HPWL-only opti-

mization. The HPWL for this placement is 278431, the maximum temperature is 400.1K

and it required 24.6s computing time. Figure 9.1(b) corresponds to HPWL, power spread-

ing and static whitespace optimization. Its HPWL is 310124, the maximum temperature is

382.7K and required 28.6s computing time. These figures show that utilizing area allocation

along with the proposed power density metric, significantly reduces peak temperature with
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a modest increase in HPWL and a very small increase in run-time. The placement without

whitespace utilization tends to cluster unused area in the upper-right of the floorplan due to

the sequence pair representation. The placement that has whitespace utilization, distributes

available whitespace to the internal floorplan blocks which results in fewer hotspots being

created.

9.2 Floorplanning and Bump Placement Co-optimization

This section details the experiments for increasing the lifetime of C4 bumps corre-

sponding to the floorplanning and bump placement co-optimization methodology presented

in Chapter 5. Three sets of experiments are used to analyze the effectiveness of the pro-

posed floorplanning and bump placement co-optimization methodology. The first set of

experiments used as a baseline, only does HPWL optimization. The second sets of experi-

ments does only thermal-aware floorplanning, and the last set of experiments does thermal

floorplanning and bump placement co-optimization.

9.3 Baseline Experiment - HPWL Optimization

The first experiment consisted of only doing HPWL optimization (no pruning of

candidate bump locations) to serve as a baseline for the other two sets of experiments. The

results of the HPWL optimization are shown in Table 9.4 in columns 1-5. The creep rate

(ε̇c) reported in the table is the maximum for all the bumps, and the number of cycles to

failure (Nf ) is calculated from that creep rate. All benchmarks have a number of cycles to

failure that are less than 400.
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(a) HPWL Optimization Only. Circuit dimensions in µm and tempera-

ture in Kelvin (K)
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(b) HPWL, Power Spreading and Static Whitespace Optimization. Cir-

cuit dimensions in µm and temperature in Kelvin (K)

Figure 9.1: Example results for n100 benchmark showing how significant reductions in
floorplan temperatures by using the proposed thermal-aware floorplanning methods.

111



9.3.1 Temperature Optimization

The second set of experiments consisted of doing HPWL optimization in con-

junction with temperature optimization (no pruning). The results of these experiments are

shown in Table 9.4 in columns 6-10. Temperature optimization is able to decrease the av-

erage maximum creep rate over all benchmarks by 85% and increase the lifetime of C4

balls by a factor of 12× even with just a 3K decrease in peak temperature. This significant

decrease can be explained by examining the location of hotspots in HPWL vs. Temperature

optimized floorplans. In HPWL optimized floorplans, blocks with large power densities

have a possibility of being placed on the periphery of the chip causing significant hotspots

due to the adiabatic boundary conditions. Consequently, if a bump is placed in the vicinity

of that block it will have a high creep rate, since it is located at the edge of the chip and

is subjected to high temperatures. In temperature optimised floorplans, blocks with large

power densities have a much lower probability of being placed at the periphery of the chip

since that would lead to large temperatures. Consequently, there are fewer hotspots located

on the periphery of the chip, the area of the chip that is susceptible to large creep rates.

9.3.2 Thermal Floorplanning with Bump Placement

The final set of experiments consists of doing HPWL and temperature optimiza-

tion concurrently with the quadratic bump placer (with pruning). The results of these ex-

periments in Table 9.5 show that co-optimization can lead to significant improvements in

the C4 bump reliability, even when compared to thermal-aware floorplanning. The co-

optimization decreased the average maximum creep rate over all benchmarks by a factor of

94% and increase the lifetime of C4 balls by a factor of 47× as compared to HPWL only op-
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timization. These improvements came without a significant increase in HPWL wirelength

(3.6%) or runtime (1.36×) as compared to HPWL only optimization.

Table 9.5: Bump Placement Optimization Results Showing Added Increase in Bump
Reliability

HPWL, Temperature and Reliability Optimization

Bench. HPWL Max T ε̇c Nf Time (s)

n30 59230 357.49 1.06E-04 82925 10.58

n50 107321 364.29 3.89E-04 22597 17.35

n100 182905 353.59 1.94e-04 45310 33.98

n200 379144 355.14 3.26e-04 26964 142.63

n300 600652 358.38 4.90e-04 17939 327.58

Mean 3.6% 3.96 K 0.06× 47× 1.36×

9.3.3 Example Floorplanning and Bump placement Result

An example floorplan of n100 benchmark with and without floorplanning and

bump placement co-optimization (reliability floorplanning) is shown in Figure 9.2. Fig-

ure 9.2(a) corresponds to HPWL-only optimization. The HPWL for this placement is

176537, the maximum temperature is 358.5K, the maximum creep rate is 1.64E-3, and

the runtime is 26.16s. The creep rate corresponds to a number of cycles to failure value of

5349. Figure 9.2(b) corresponds to reliability floorplanning. The HPWL for this placement

is 179834, the maximum temperature is 352.9K, the maximum creep rate is 1.40E-4 and

the runtime is 29.86s. The creep rate corresponds to a number of cycles to failure of 63083.

These figures show that by using reliability floorplanning, the lifetime of C4 balls can be
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greatly improved with a modest increase in HPWL and run-time. The reliability floorplan-

ning tends to not place bumps in hotspots, especially those located on the edge, while the

HPWL optimization will tend to place bumps closer to their respectively blocks even if it

means placing a bump in a position where it can fail rapidly due to thermal cycling.

9.4 Decap Redistribution

This section details the experiments used to demonstrate the effectiveness of the

proposed decap redistribution algorithm in reducing interconnect temperatures. The first

experiment (Section 9.4.1) confirms the large wire temperature increases when decap place-

ment doesn’t consider Joule heating. The second experiment (Section 9.4.2) evaluates the

effectiveness of the proposed Joule heating-aware decap redistribution at reducing intercon-

nect temperatures. The third experiment (Section 9.4.3) evaluates the additional gains by

optimizing maximum interconnect temperature directly instead of minimizing Joule heat-

ing. The final experiment (Section 9.4.4) quantifies the extent that additional decap beyond

that for voltage droop decap can improve thermal reliability of PSN interconnect.

9.4.1 Baseline Experiment

The results of the baseline experiment highlighting the effects of Joule heating

on PSN interconnect for the IBM transient benchmarks are shown in Table 9.6. The Jw

column represents the sum of all the Joule heating RMS values for the wires within the

benchmark. The Max T column represents the largest wire temperature. The Avg ∆T

and Max ∆T columns represent the average and maximum change in wire temperatures
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(a) HPWL Optimization Only. Circuit dimensions in µm, tem-

perature in Kelvin (K)
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(b) HPWL, Temperature and Bump Optimization. Circuit di-
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Figure 9.2: Example Results for n100 Showing Increase in Bump Reliability (100×) Using
Proposed Methods.

caused by Joule heating respectively. Finally, the ∆R and ∆MTTF columns represent the

maximum increase in resistivity and maximum decrease in the electromigration lifetime
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Table 9.6: Joule heating reduces the PSN interconnect electromigration lifetime by up to
0.12×.

Bench Jw Max T Avg ∆T Max ∆T ∆R ∆MTTF

(W) (K) (K) (K) (×) (×)

ibmpg1t 2.26 423.1 6.5 56.4 1.2 0.12

ibmpg2t 1.97 374.7 1.1 9.0 1.0 0.68

respectively. The large values for ∆R and ∆MTTF especially for the ibmpg1 benchmark

clearly shows that Joule heating in PSN interconnect can severely affect the reliability and

robustness of the PSN.

It should be noted that while the total Joule heating RMS power is small compared

to the total chip power (about 30W for both benchmarks), it is significant since the area for

thermal diffusion (cross-sectional area of wires) is small. The large values for Max ∆T

across both benchmark demonstrate the significance of the Joule heating power.

9.4.2 Decap Redistribution to Minimize Total Joule Heating Power

The second experiment investigates the effectiveness of the proposed gradient-

based Joule heating aware decap redistributing algorithm in reducing interconnect temper-

atures and subsequent reliability problems in the IBM transient benchmarks. For these

experiments, Crem was set to 10% of the total decap within each partition.

The results of these experiments in Table 9.7 show that the proposed algorithm

can reduce the total Joule heating and consequently the temperature of PSN interconnect

leading to increase reliability from electromigration and decreases resistivity. The ∆R
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and ∆MTTF column shows the improvements in resistivity and electromigration lifetime

failure rate in the wire with the maximum increase in resistivity and the maximum decrease

in electromigration in the baseline experiment with no decap redistributed. The increase

in electromigration lifetime failure rate is significant across both benchmarks (1.39× on

average).

Table 9.7: Joule heating-aware decap redistribution increases interconnect electromigration
reliability by an average of 1.39×.

Bench Jw Max T Max ∆T ∆R ∆MTTF Time

(W) (K) (K) (×) (×) (sec)

ibmpg1t 1.76 402.2 38.3 0.96 1.74 97

ibmpg2t 1.77 373.2 8.9 0.997 1.04 1549

Improvement 16.1% 11.2K 21.9% 0.98× 1.39×

9.4.3 Decap Redistribution to Minimize ∆T

The third experiment investigates the effectiveness of optimizing for ∆T as op-

posed to Joule heating power. Minimizing Joule heating power does not guarantee minimal

increase in interconnect temperatures since temperature also depends on the thermal resis-

tance to the substrate. The results of this experiment in Table 9.8 show that the interconnect

temperature increases can be further reduced when considering ∆T leading to increased re-

liability as measured in electromigration lifetime failure rate. The amount of Joule heating

reduced is less than that for the Joule heating aware decap distribution, however the max

interconnect temperature, resistivity decrease and electromigration lifetime failure rate in-
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crease is larger than that for the Joule heating aware decap distribution. Figure 9.3 shows

the final wire temperatures from the two algorithms and highlights the advantages of opti-

mizing for temperature vs. Joule heating. The largest temperature bin for the ∆T optimized

decap redistribution is smaller than that for the Joule heat optimized decap redistribution.

Figure 9.3: The ibmpg1t benchmark illustrates that the ∆T optimized decap redistribution
has fewer wires in the high temperature bins as compared to the Joule heat optimized decap
redistribution.

Table 9.8: Temperature-aware decap redistribution increases interconnect electromigration
reliability by an average of 1.66×.

Bench Jw Max T Max ∆T ∆R ∆MTTF Time

(W) (K) (K) (×) (×) (sec)

ibmpg1t 1.79 399.8 31.9 0.94 2.24 124

ibmpg2t 1.81 373.0 7.1 0.99 1.08 1679

Improvement 14.5% 12.5K 32.2% 0.97× 1.66×
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9.4.4 Additional Decap

For the final experiment, Cbudget is created by adding additional decap the design

as opposed to using removed decap from the various partitions For these experiments the

additional decap used for Cbudget is set to 10% of the original total decap within the de-

sign. The runtime of the algorithms with the additional decap is less than those in first two

experiments. No additional simulations are required to calculate Cbudget since no decap is

removed from any partition and thus no voltage droop violations can occur. Using addi-

tional decap greatly reduces total Joule heating RMS power, max interconnect temperature,

increases in resistivity and more importantly increases the electromigration mean time to

failure. However, adding more decap to a design has several drawbacks and limitations.

Decaps are leaky, consequently the additional decaps will increase the total power used by

the circuit. More importantly, most modern designs are constrained by space consequently

there is not much available area for additional decap. Figure 9.4 demonstrates the decrease

in Joule heating for the ibmpg1 transient benchmark caused by the insertion of additional

decap.

9.5 Redundant bump placement

This section details the experiments used to demonstrate the effectiveness of the

various proposed bump redundancy algorithms. It should be noted that the ibmpg4 bench-

mark is not used in the experiments due to the small total current in this design. For all

experimental results, each power grid is simulated with the redundancy set to ensure there

are no electromigration problems or static/dynamic voltage violations.
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Figure 9.4: An example from the ibmpg1t benchmark shows the decrease in total Joule
heating in wires when redistributing decap and adding additional decap. Horizontal lines
represent RMS values.

9.5.1 Baseline Experiments

The first set of experiments demonstrate the necessity for single-bump redun-

dancy by showing the voltage and electromigration violations that occur when no redun-

dant bumps are added. The results of this experiment are shown in Table 9.10 under the no

redundancy column. The Volt. Viols. column represents percentage of bumps that cause

voltage violations if they have a defect/failure and the EM Viols. column represents the

percentage of bumps that have an electro-migration violation for any bump defect/failure.

The first two columns in Table 9.10 list the total number of candidate bumps and actual

bumps in the design respectively. The Ad. Bumps column in the table represent the total

number of added bumps for each algorithm.
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9.5.2 Naive Greedy Method

The second set of experiments demonstrate the effectiveness of using the Naive

Greedy method for providing single-bump redundancy coverage. The results for these ex-

periments are shown in Table 9.10 under the Naive Greedy column and shows the large

number of redundant bumps used for this method, 64.6% on average.

9.5.3 Improved Greedy Method and ILP

The third set of experiments compares and contrasts the two novel methods for

generating redundant bump sets, the improved greedy and ILP method. The size of the

Rp sets generated for these method are much smaller than those using the Naive Greedy

method as shown in Table 9.10, however, the runtime increases significantly due to the

time to taken to calculate the coverage sets. The Improved Greedy Method tends to have

a slightly shorter runtime compared to the ILP method but is not always optimal. The ILP

method, which is optimal, universally creates the smallest Rp sets.

9.5.4 Partial Coverage

The final sets of experiments extend the proposed ILP algorithm to consider par-

tial coverage sets as detailed in Section 7.3.3. The size of the Rp sets considering partial

coverage is smaller that those which do not consider partial coverage, but the runtime is

significantly increased. The runtime increases are due to the denser ILP matrix which leads

to much longer solving times for the ILP solver. The runtime for the largest benchmark

ibmpg6 is less than 30 minutes which is acceptable since the PSN for this benchmark con-

tains more than one million nodes.
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Table 9.11: Bump Redundancy Set Generation using Partial Coverage Showing Decrease
in Size of Redundant Sets When Partial Coverage is Considered

Benchmark Added Bumps % Runtime

ibmpg1 44.8% 42.83

ibmpg2 15.7% 238.22

ibmpg3 36.1% 311.81

ibmpg6 38.1% 1261.62

mean 33.7% 13.8x
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Chapter 10

Conclusion

High on chip temperatures have recently become a major concern for IC design-

ers. These large temperatures significantly decrease the reliability of ICs, increase power

consumption and increase packaging costs. This thesis investigates several thermal-aware

CAD methodologies for addressing specific reliability issues caused by high on chip tem-

peratures.

10.1 Thesis Contributions

First, a thermal-aware floorplanning methodology was proposed that addresses

two of the main deficiencies of previous thermal-aware floorplanners found in literature:

long runtimes and inadequate floorplanning moves for reducing temperature. The method-

ology uses a power density metric as a means of guiding floorplanning as oppose to doing

direct thermal simulations which significantly decreases the runtime required for floorplan-

ning. In addition, the methodology introduces new floorplanning moves based on whites-

pace utilization to reduce high on chip temperatures. The new methodology is able to reduce
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on chip temperatures for the GSRC benchmarks by 7K with only a 4.2% increase in HPWL

and 1.14× increase in runtime.

Second, a package-chip co-design thermal-aware floorplanning methodology was

proposed to consider the effects that high on-chip temperatures have on C4 bump reliabil-

ity. In addition, a thermal fatigue model is proposed that can be used for chip package

co-optimization to quickly evaluate the thermal fatigue of package bumps. The model is

used to quickly evaluate candidate C4 bump locations to guide reliability floorplanning.

The reliability floorplanner is able to significantly increase the lifetime of C4 bumps, even

when compared to thermal-aware floorplanning. Thermal-aware floorplanning was able to

increase the lifetime of C4 bumps by 12× on average compared to only HPWL optimiza-

tion. However, the proposed quadratic pin placement algorithm was able to improve on

thermal-aware floorplanning significantly, as the increase in the lifetime of C4 bumps was

49× on average compared to only HPWL optimization. These improvements came with a

modest 3% increase in wirelength and a 1.36× increase in runtime.

Third, a methodology of reducing Joule heating in PSN interconnect by redis-

tributing decap using a gradient based method was proposed. Experiments show that the

algorithm is able to reduce interconnect temperatures on average by 12.5K which results in

a decrease in resistivity by a factor of 0.97× and an increase of electromigration lifetime by

a factor of 1.66×. The methodology is extended to consider placing 10% additional decap

which results in reduced interconnect temperatures of 19.1K corresponding to a a decrease

in resistivity by a factor of 0.96× and increase in electromigration lifetime by a factor of

2.20×.

Finally, a methodology for combating the pin electromigration problem exacer-
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bated by high on chip temperatures was proposed. The methodology, uses and ILP formu-

lation for generating a redundant power pin set to guarantee single-pin redundancy. The

ILP formulation is able to generate redundant pin sets for the IBM power grid benchmarks

using 68% fewer additional pins than a Naive greedy method on average.

10.2 Future Work

This thesis proposes several thermal-aware methodologies for specific reliability

issues cause by high on chip temperatures. However, there is still significant research to be

done within the area of thermal-aware VLSI CAD. The single-bump redundancy placement

methodology can be extended to consider multiple bump failures. In addition, the decap

placement methodology to reduce joule heating can be extended to consider power gating.

In addition to these extensions, another area of additional research is creating algorithms

for reducing NBTI. It should be noted that there has been significant research in reducing

NBTI using different chemical components in PMOS devices. Another area of interest is

the effect that high temperatures and large temperature gradients can have on critical circuit

elements such as the clock distribution network. Finally, another interesting area of thermal-

aware CAD research is reducing leakage currents in circuits due to the constant shrinking

of power budgets.
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