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Heat Transfer in Porous Media with

"Fluid Phase Changes
Ho-Jeen Su

Abstract

V:‘Ip heatfp;ansfer in partially }iquid“sgturated porous
media, a sofcalled "Heat Pipe Eifeg;" may be_observed,
Experimental measurémepts‘of the:mal,conductivity of such
systems‘may:be stropg}y‘affected byhthe presence of this.
phenomenqn.j The heat pipe effect cpuld greatly increase
the heat traﬁsfer capacity of a porous medium by virtue of
latent heat exchange..

A one-dimensional experimental apparatus was built to
study the heat pipe phenomenon. Basically, it consists of
a 25 cm long, 2:5 cm I.D. Lexane tube packed with Ottawa
sand. The two éhds‘of:theatube were subjected to different
témﬁératurés;ifé;;'pﬁé‘abovéffhé boiling temperature and
the other below, The tube was well insulated so that a
uniform one-dimensional heat flux‘cduld pass through the
sand pack. Presence df'the he#t,pipe pﬁenomenon was éon-
firmed by the temperature and Safuration profiles of the sand
pack at the final steady state condition. A one-dimensional
steady state theory tO'describé the experiment has been
developed which shows the functional dependence of the heat

pipe phenomenon on liquid saturation gradient, capillary



pressure, permeability, fluid viscosity, latent heaf, heat

flux and gravity,,

C

Influence of the heat pipg,phenomenon on wellbore heat
losses was studied by use of a two-phase two-dimensional
cylindrical coordinate compu?er-model. ’A-finite difference -
»scheme was developed to solve a set of partial differential
equations describing the process. The nﬁmerical results
using different formation property parameters are presented.
For éﬁallow formations; the heat pipe effect couldiincfease
the wellbore heat lossesij’up to 50 percent compared with
heat conduction alone. The heat pipe phenomenon is not
likely to occur in deeb formations where the higher forma-
tion pressure will prevent developmént of a two¥phase ‘

region.
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_CHAPTER I. INTRODUCTION

In earlier work; Gomaa and Somerton (1) observed that
thetapparent‘thermal'conduCtivity of partially’liquid
saturated sand can bé éevefal times larger than for fully
liquid saturated sand. Figure 1.1 shows the experimental
results from a comparator apparatus which was aescribed
in Gomaa's dissertation (2). The lower curve of the
" figure represents the'meaéured Qéiues of the expéfiments
in which temperaturé settings were below the boiling con-
dition. Therefqre the test  samples mainly included air
and water, the vapor existed only for the partial vapor
pressure 0f the thermodynamic equilibrium. On the other
hand; when the tEmperature settings of the experiment -
were raised to thpjrange above'the”boilihg temperature;
the trend of the experimental resultS"Wasrgreﬁtiy changed
as shown by the upper curve. ‘

Gomaa and Somerton applied the so—callea’“heat pipe
concept;in'porousfmédia""(S) to explain the difference
betweeﬁfhewtwo ééjs of eipérimgntg1 fesu1ts."As shown
in.Figure-ile‘a/cbféaéamslexéafﬁréted with water is
‘subjected to two different temperatures, one above the
boiling temperature and the other below. Suppose that a
pressdreftéguiétdr_is4ihsta11ed‘é£‘fhéﬂﬁbiiom surface to
allow fluidvflow out of the system. vGradﬁélly some water
will be displaéed by the Vapor generated}near the hot

surface, then the core sample becomes a water-vapor
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saturated porous system. The water and the vapor are not
separated into distinct Zones, but both of the phases are
distributed through the entire porous system. Inside the
pore space the watef is the wetting phase and is adjacent
to the solid surface and in the fine ﬁore spaces. The
vapor phase is the non-wetting phase and is in the center
of the larger pore spacesj\ifhe‘vapor tends to travel
towards the cold surface by a vapor pressure gradiént and
condenses there. In ihe opposite direction, the Water is
brought into the vapor zone by fhe capillary forcé due to
a liquid saturation gradient. Thus, in addition to heat
conduction;:a large amount of thermal energy is tfans-
ported by Viftue of latenf heat exchange. ‘This explains
the increase of the apparent therﬁal cohductivity for a
water-vapor porous system.‘ |

Heat transfer by the above means can bg important in
the calculation of wellbore heat losses from steam
injection or geothermal production wells. It may also be
important in geothermal reservoir simulation, thermal
enhanced 0il recovery, heat dissipation from nuclear
waste disposal stored in water bearing formations, under-
ground storage of hot fluids from power plants, or other
thermal processes involvihg liquid saturated porous media.

The purpose of this study is to.gain a further
understanding of the heat pipe phenomenon in porous media
and to give a quantitative analysis of its magnitude. A
one dimensional experiment was designed to measure the

temperaturé and saturation profiles of a 25.4 cm long,



5.08 cm in diameter sand pack. This experiment is
designed to confirm the heat pipe phenomenon in a long
tube and investigate the principal mechanism. Based on
the mass balance pr1nc1ple and Darcy s law a simple
analytic equation was obtained for a steady state linear
porous system The numerical results obtained us1ng the
equation were compared with exper1menta1 data

All of the applications are tran51ent and multi-
dimen51ona1 problems Thus a set of 51multaneous
‘ coupled partial differential equations for energy,
‘ momentum, and continulty need‘to be solved There is
no general solution for all of the p0551b1e applications
and the wellbore heat 1osses problem was selected as an
"example to illustrate the methodology of the numerical
‘simulation which 1nc1udes the heat pipe phenomenon in
porous media The significance of the heat p1pe

phenomenon is shown from the numer1ca1 results



CHAPTER II. ONE DIMENSIONAL STEADY STATE THEORY .

II.1. LiteréturekReView

 ’The heat pipe concept was fifét introduéed by
GroVer,‘Cbtter and Erickéon.(4)‘whdvstudied the behavior
of véry high copductance syéfemSQ As illustrated iﬁ
Fig. 2.1, a heat pipe is usually a slender pipe linédr
on the insidebsurfacebwith a liquid saturated wick of
very highly'porous and permeable material. The hdilpw
channel in the center,isurroundéd by the wick; ié for:the
vapor passage. The pipe is divided into three seétiohs:
evaﬁorator, adiabatic section, and cbhdenser.'.The |
liquid is evaporated in the evaporator section which is
heated by an external source. The vapor travels to tﬁe
condenser section cooled by an external heat sink and
condenses there. The capillary force feturns the con-
densate to the evaporation section and the cycle con-
tinues. The adiabatic section lies between the other
sections and is insulated. Many investigators have
worked on applying the heat pipe concept and improving
its performance. Some representative works were by
Cotter (5), Tien (6), and Sunv(7).

The earlier research work on thermal behavior of
porous systems which display capillary phenomena probably
started at least fifty years ago in the field of Soil
Science. Boyoucos (8), Winterkorm (9), and Taylor and

Carazza (10) concluded that moisture movement in porous



“k"rrrrrrrr [ITIIIIIrrr)

<-Evap0rator giicahb:r:nc l Condenser_> )

f '\l LL\.\.\.\.X.LLLLX.&.&.X.X.X.X |

Vapor Space

~ Wick Wall |
| | - XBL8I4-667

'~ _Figure 2.1  Schematic diagram of the heat pipe.




media under a temperature gradient can be coupled with
the local evaporation and condensation conditions.
Liquid can be evaporated into vapor at a warmer part,
and vapor will move towards the colder part due to dif-
fusion or pressure gradient and will éondense there.
Simultaneously, there is liquid flow by a capillary
driving force associated withla moisturé content
gradient. - |

The quantitative analysis of the above bhenomenon
has been developed through many different approaches at
later times. Following the conventional way, Philip and
de Vries (11) and de Vries (12) combined Darcy's law for
liquid flow, Fick's law for gas diffusion flow, Fourier's
law for heat conduction, and the mass balance and energy
balance relations to obtain a set of partial differential
eduations in general form. This approach has included
the presence of air. Other researchers, such as Valchar
(13), Cary (14), and Hansen, Breyer and Riback (15), have
tackled this problem from the non-equilibrium thermo-
dynamiés viewpoint. In some applications, they can
simplify the set of force-flux relations by Onsager
reciproéal relations of phenomenological coefficients
and mass and energy conservation law. Hansen, Breyer
and Riback (15) have applied this technique to a linear
steady~state thermal conductivity measurement process and

a simple linear equation was obtained:

= L 2 . : ]
Jq qu n T (2.1) p



)

where Jq refers to heat flux, qu‘is the phenomenological
coefficient and V 2n T is the driving force. From the
experimental results, they observed that the same value

of qu'was obtained for the same values of temperature

and liQQid'céhteht in - different experiments even though
the temperature and liquid gradients are different. This
supports the validity of Eq. (2.1). Furthermore, it
implies that the total heat flux,; the sum of conductive
heat transfer and latent heat transport, can be calculated
with the known'bhenomenOIOgical eoefficient‘and temperature
profile. However, the values of the phenomenological co-
efficients are the characteristics of the porous systems
and must be empirically determined.

Gomaa (2) proposed both a macroscopic model and a
microscopic model for ahélysis’bf‘a’Steédy state linear
’Vépér;weter"porbuS‘éystem,’and“the following solution was
obtained for both models:%"r'

. 26*h"'L2~'1"'

- - tg |
Aap T Awp A S FTT)(TeS ) T

(2.2)

where m is the average mass evaporation or condensation
‘rate, hfg |
“system. ‘T and T, denote the local temperature and satura-

is the latent heat, and L is the length of the

:fioﬁmtempéfature,"¢'is pérésity'and“sv~iS*Vaﬁor saturation.
'Thé‘babor saturatiOn*ié;defiped as the percentage of ‘the
pore:spéce‘OEcupied‘bﬁ the vapor phase. “A is the thermal
conductivity if there were ho heat pipe effect, while
”‘Xﬁp‘represehtsfthe COntributibn”bf'the heat pipe effect

" to the apparent thermal’eondUCtivify,’Aép. In the above
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derivation the following assumptions were made:

1. The vapor and water temperatures are dif- \;;
ferent at the same cross section.

2.. The local evaporation or condensationvrate
is linear along the length of the poroué'
system.

3. . The variation of vapor saturation throughout
the porous system is neglected, i.e., the
local vapor saturation equals the average
value of vapor saturation of the entire

~.system.
~ 4. The thermal conductivity of vapor is assumed
negligible, and the energy balance is only
applied to the liquid-solid matrix.

5. Total heat flux =-AVT is assumed at the end
points, i.e., the phase change effect at these
points is neglected.

Obviously, these assumptions are overly simplified.

Gomaa also ran regression analysis for the experi-

mental results of the thermal conductivity measurements
of partially liquid saturated core samples. He obtained
a correlation formula for the heat pipe effect in terms
of average liquid saturation of the core sample, absolute s
permeability, viscosities of vapor and liquid phases,

latent heat and porosity. Note that the drivingrfofce of

the heat pipe effect is the capillary pressure gradient

.due to the liquid saturation gradient but is not included

in the correlation formula. 1In. the absence of capillary o



pressure and liQuid saturation gradient from the analysis,
the above correlation formula is probably only valid for
prediction of the heat pipe effect in partially 11qu1d
saturated core Samples in the spe01f1c apparatus

However, 1tidoes give thekorder;of importance of many of

the variables involved in the process.

II.2. Mechanism of Heat ?ipe Phenomenon

The following discussion is restricted to the case
of'éqone-dimensionél porous“system'infwnich the steady
state heat pipe effect is occurring. The main mechanism
of the heat pipe phenomenon in a one-dimensional porous
system is the counterflow of the liQuid and"its-vapor.
Figure 2.2 shows a conceptual configuration of a two-
pnase system in,porous media., The vnpor is generated at
the zone where ; temperature higher than orfegual to the
boiling temperature exists, and then the vapor trevels
towards the colder zone by a Vanor pressure gradient.
This vapor pressure gradient can result from a temperature
gnadient‘in the mixing zone, nlthough the temperature
gradient may be very small The vapor will condenseﬁat
k’the intersection between the mixing and the liquid zones.
At the same time, there is a counterflow of liquid due to
.8 -liquid pressure gradient. The existence of the liquid
pressure'gradient will oe eXplained71ater in this'section,
in discuss1on of the capillary pressure concept Note
that the fluid flow discussed above is also influenced

by the gravity. To include the gravity effect, the

11.
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pressure gradient, VP, should be replaced,by,(VP-pé).

13.

The following assumptions and restrictions are needed

before any further discussion of the heat pipe phenomenon

in porous media:

1.

There is no air present in the porous system.
Only a single working liquid and its vapor

exist in the pore spaces.such as water and

- water vapor.

The. porous structure is homogeneous. The

. porosity and absolute. permeability are assumed
-to be uniform throughout the system.

. The: fluid flow rates, temperature, pressure
.-and liquid saturation,are;nnifqrm-over the same

Cross section For example, there are no

liquid islands 1n a partially liquid saturated

..zone.

The liquid is the wetting phase and its vapor

is the non—wetting phase.

‘The two phases are assumedvtb be continuoas
hin the mixing zone{ -

 }The”f1ow paths for both bﬂaseé are tortuous.

The liquid and its'éapo}kphase haéettheiSame

L'tenperature at the same location i.e., they

are in thermodynamic equilibrium. EVapefation

or ¢Ohdehsationiﬁay'bchi at the twd‘eﬂds of

the mixing zone. Thus:theﬁhass?flew'rates for

'the two phases must be equal but opp051te in‘

direction in order to satisfy the mass
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‘conservation law

lm| = m, =-m, (2.3)

8. The fluid flow rates for both phases are
assumed to be small enough to.be within the
laminar flow region. Thus Darcy's law can

“be applied to both phases.

9. Inside the porous system the solid material
has the same temperature as the fluid phases.
There is no heat transfer across the interface
of the solid material and the fluid phases.

For a partially liquid saturated porous media, there

is a capillary pressure between the two phases:

P.= Pnon—wetting - Pwetting
1 1
=P -P = g(=—+=) (2.4)
v Tw r, T,

where ¢ is thé interfacial tension bet&een the two
phases, and T and r, are the principal radii of curva-
ture of the interface. The radii will be determinéd by
the water content in the porous medium, therefore, the
capillary pressure is a function of liquid saturation.
Two phase flow in porous media is associated with the
thermodynémics of curved surface. 1If the twd phases are
assumed torbe in thermodynamic equilibrium,’fhen they
exist at the same temperature bufrat differeﬁt pressures.
As shown in Fig. 2.3, Keenan (16) discussed that both

the water pressure and the vapor pressure at equilibrium
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conditions will be lower than for the case of a flat
surface if the interface between the two phases is a
concave surface towards the watef phase. Thus, the
water pressure will decrease substantially as the water
saturation decreases. The effect on fhe vapor pressure
is not as'great since the vapor density is negligible -
compared with thé water densify. Usually the vapor
pressure lowering effect is neglected unless the water
‘saturation ié lowér than the so-called "irreducible"
value at which the capillary pressure becomes very large.

Darcy's law was exfended to multi-phase flow in oil
reservoirs by Muskat and Meres (17),‘and it has been
adopted for a water-vapor flow system such as in the
geothermal energy application. Based on Darcy's law,
the mass flow rates for the fluid phases can be calculated

by the following equations:

N L 2.5
M Vv oax Y
~ ka dPW R
m., ==, (——d;( - 0y8) (2.6)

where K = absolute permeability,

kv’kw = relative permeabilities,

P = pressure,
p = density,

v = kinematic viscosity,

X = distance in vector form.

Values of relative permeabilities, fractions of the

absolute permeability, used in the above equations, are



determined empirically. Although relative permeabilities
are functionS'ofApressure;;temperature,and liquid satura-
tion, their values are usually expressed as functions of
liquid saturation only. |

- - In petroleum engineering, the "jrreducible water
saturation"” is defined as the water saturation at which
the water. flow becomes negligible. . For the vapor phase,
~the "critical gas saturation' is defined in the same
manner. In this work these saturation values are defined
as the values at which the discontinuity is developed.
For4examp1g,gthe water flow due to a water pressure
. gradient is»notrlikely.if,the water in the pore spaces
is .not interconnected.

.. There is a lack:of relative permeabilify data fﬁr
the water-vapor .system. In_geothermal-reservoir analysis,
. ~the data for a gas-water or gas-oil system are used for
aywater-vépor,system.: Chen, Counsil and Ramey. (18) have
reported a large difference.in relative -permeability
values between..an air-water system and a vapor-water
System for;thevsame‘pordus‘structuré., Furthermore,. the
;relativenpefmeability‘values are empirically determined
~in a parallel multi-flow experiment which is in contrast
c:tpgthe'counterflbw~pattern,in_this.work.,,Thérefore, the
: relatiyé pefméability;values for-application in heat pipe
vanalysis;need future investigation. |

The ébove,discussion abplies.to flowxbehaviog in
the mixing,zone.: Somefconsideration’neéds to be-given

to the heat transfer mechanisms in the superheated zone

17.
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and the liquid zone. The following argument is not-
‘rigorously verified and should only be viewed as a -
possible explanation of the phenomena occurring in

these zones. The water transported»thrOugh the mixing
‘zone evaporates as it enterswthe'supefheated‘Vapor zone.
‘It is assumed that the evaporation  occurs-at the inter-
face between the superheated zone and the mixing zone.
The evaporation ‘increases the- vapor pressure inside the
- ~superheated zone due-to the’difference:between the
specific ‘volumes of the two phases, causing some of the
vapor to flow into the mixing zone:. The above becomes a
steady state process if the exit pressure is held constant.
The water saturation in the superheated zone may become
equal to zero or to some value below the irreducible
water saturation. Hence heat convection' by water move-
ment in the vapor zone is not possible. Heat convection
by vapor movement is assumed to be very small compared |
to heat conduction in the vapor zone. Radiation can be
neglected if the temperature is less than 400°cC (19).
Therefore, heat conduction is the dominant heat transfer
mechanism in the superheated zone. Thus the temperature
profile in the superheated zone will be a straight line.
This may be observed from the experimental results shown
in Fig. 3.3 and Fig. 3.5. A similar argument can be
applied to the liquid zone. If the hotter surface is
not at the top of the system, some strong natural con-
vection motion may be induced in these two zones. - This

then becomes a two-dimensional problem which is not
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considered at this time.

'11.3. Development of'One—Dimensional‘Steady“State Theory

Based:on~the'assumptions’end arguments in the above
sectlon, a 51mp1e equatlon can be derlved for the heat
pipe effect in a one-dlmen51ona1 steady state situatlon.
The follow1ng theory is only for the m1xing zone portlon
of a porous system whlch may also 1nc1ude a superheated
vapor zone and a liquld zone. .

Combining Eqs. (2 3) through (2 6) and 51mp11fy1ng

gives: ;
- K 'ch‘ ~
m, = {n].= —=o— [- —==-glo,~p )] (2.7)
(_L_v, dx
k- k: P
w v

This is the governing flow eqﬁation for the heat pipe

effectfinéa=linear,'closed porous system in the absence

of air, and it illustrates the functional relationship

between ‘heat pipe effect and parameters such as permea-

bility;:viscosities,’capillar& pressure, and gravity.
..If the capillary. pressure-is assumed.to be a

function of 1iquid'saturationgon1y, then

. - ) dP B i o
A _ o K ey 48 _ . -
By TN, vy (- =87 s o E(py=0y)] (2.8)
. ( +___ X B
k kv

where (755 is the capillary pressure gradient with
. -8
‘respect to saturation‘at_a certain value of saturation.

The integral form of the above equation’is

~

C._

A . 1 A
+l—<§) +g(pgmp )] —gp— dx (2.9)
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or

1ds . (2.10)

S m v
(T +50) + 8(pypy)
v

€

4
K

£

where b and a can be any two arbltrary points w1th1n the
heat p1pe phenomenon region. | -

If the mass flow rate is spec1f1ed and all the
fluld propertles are known, the 11qu1d saturation
_ profile canvbe calculated from Eq. (2.8) provided that
one of the boundary vaiues'ef 1;qt1d satufatien'ie.
given. Under the same conditions, Eq. (2.10) impiies
that the lehgth of the two-phase mixing zone can be
evaluated if the saturation values at the two end
points are given.

If there is no or very small temperature gradient
in the heat pipe phenomenon region, as shown in the
experimental data of the next Chapter, then the heat
flux can be predicted from the following analysis:
Integrating Eq. (2.8) over the entire length of the

mixing zone gives:

d . . S dp
J m dx = J d K (- c) ds
v v v ds
c S w v s
¢ (g *g)
w v
d A ~ -
- J glp,-pldx (2.11)
c

where ¢ and d denote the end points. Assuming'there is
"'no heat loss from this linear system, then the heat flux

will be constant through the system as will the vapor



and water mass' fluxes. Thus,

Q = mebe, = mh g
_k Sa 1 (- ch) ds
L Y v_ ds
%(£+l) s
k. k
WV
a . ~
- J g(p,-p)ax (2.12)
c

where L is the total length of the mixing zone. The
average mass flux is m and Q is the heat flux. The
first term in the right-hand side of the above equation
is always é p@sitive value, but the sign of the second
term depends on the relative direction between gravity
and heat flux. For a given length of the mixing zone,
the maximum heat flux wiil be expected if gravity is
opposite in direction to heaf flux and the saturation
valueé at the end points are at irreducible water and
critical gas saturations; On the other hand, the heat
flux would be eliminated if the two terms in the right-
hand side were to cancel each other. This is not likely
to occur in real Systems. ‘

The above equation méy be useful for a fully porous
heat  pipe deéign, i.e., no holiow channel between the
wick lining. For example, if the heat‘fiux, the length
1 Of-the’heat~pibe, and the fluid properties in the poréus
medium are speéified, fhenlthe saturafion values at both
ends can be estimated by»a trial énd errbr'technique
using Eq. (2.12). The saturation profile can then be

calculated from Eq. (2.8). The amount of liquid to be

21.
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contained inside the pipe can thus be calculated.

The gbove analysis is re§tricted to the simple
linear steady state case. Other applications of the
heat pipe phenomenon in porous media require solution
of a set of bartial differential equations as descriﬁed

in Chapter 1IV.
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CHAPTER III. ONE-DIMENSIONAL EXPERIMENT

I1I.1. Previous Experimental Work

Gomaa (2) has made a number of measurements of the
thgrmal conductivity of partially liquid saturated porous
media with differént éatu:gpiqg fluids such as brine,
heptane and Stoddérd solvent. -A schematic diagram of
the stack used in tﬁg eXperiméhtal'épparatus is shown in
Fig. 3.1. Two sténdards!with»knqwnithermal conductivity
values are used td measure the heat flux through the
system. Accéra{ng'fo'Fourier'sJiéQ; the thermal con-
ductivity of the éoré can be calculated by dividing the

heat flux by the fatio of the temperature difference

across the core and the height of the core. This experi-

| ment does qqf.proéide information on the temperature

distribution and iiquid sgturg}idn distribution inside

the corersample w@ich,data are needed for a thorough

investigatioh of fhe ﬁeatfﬁipé ﬁhenpmenon in porous media.
'Hansen, Breyér and Riback (15)iused the X-ray method

to de;ermine liquid saturéfion distribution along a core

sample. Thermocouples recorded the temperatures within

the porous media at quarter inch intervals along a

two inch thick.core sample.~;0nétset of ‘data was presented

as shown iﬁ Fig.‘3;2 from,én;expefiment on glass beads at

61 percent average water saturation and 1.82 atm. total

gas pressure. The gas phase included both air and water

vapor. Note that the system pressure is above the
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saturation pressure at the maximum system temperature,
hence the evaporation rate at the warmer partkis not

very high. The heat pipe phenomenon occurs even though
the system temperature was well below. the corresponding
boiling temperature. The<reason‘for'fhis can be explained
as follows. The vapor concentration is higher at the
”warmér part, thus the vapor diffuses into the colder:
part. When the partial vapor pressure at the éoldef

part exceeds the saturation pressure of water at the
blocal tempefature,”then some vapor will condense there.
On the 6ther hand, when: the partial vapor pressure it the
‘;warmer'part.is lower than the local saturation pressure
value due to the fact that some vapor diffuses into the
colder part, then some water will evaporate.

Recently Kar and Dybbs (19) also observed the ﬁeat
pipe effecf during measurement of apparent thermal con-
ductivity of fully and partially saturated metal Wicks.
Figure 3.3 is a typicél example of the steady state
temperature profile of the one-dimensional wick system.
The heat pipe phenomenon is clearly shown by the flét
température=profi1e at the vapor-water transition zone.

The above experimental results have shown the'”
existence of the heat pipe_phehomeqon.- The types of
porous media used in the last two experiments are not
similar to the porous media found in natural underground
systems. Also many characteristics of the porous media,
such as capillary pressure and relative permeabilities,

were not presented in their papers. Hence, further
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analysis for natural porous media systems based on their
experimental results is limited. In order to make a
comparison between analysis and experiment, the fol-

lowing experimental work was considered to be necessary.

II1.2. Experimental Apparatus

| Figure 3.4 shows the configuration of the experi-
mental apparatus. It consists of a 25kcm long, 5.08_cm
I.D., 7 cm O.D., hollow cylindrical Léxane tube packed
with unconsolidated Ottawa sand. The temperature dis-

tribution was measured at the center of the tube by

chromel-alumel thermocouples and provisions for measuring

saturation values were provided by electrical resistance
heasurements between pairs of silver-coated copper
electrodes placed on the inner wall of the tube. Holes
about 1.5 mm diameter were drilled through the wall of
the Lexane tube for the passage of sheathed thermo-
couples and electrodes. A sealant* was used to form a
strong bond and seal.the clearance between the inserted
leads and the Lexane tube. In addition, a silicon
rubber sealant was applied around the‘holes on the outer
surface of the tubing. The flexibility of the silicon
rubber sealant can stop possible leaks from the joints
of two matefials wifh different thermal expansion coef-
ficients if the experimental process is carried over a

large temperature range.

" :
Eccobond 104, Emerson & Cuming, Inc.

28.
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The sand packed tube was mounted between two fired
Lava standards of known thermai'éOnduC;iVity (2.11
w/m-°C af iZOOC) which gfe used to measurg the heat
flux. Thejfired.Layé stand;rds of circular disc shape,
5.08 cm in diameter and 1.61 cm thickness, were placed
1:in'éonc¢ntric rings made of;g pél&imide resin (Vespel
SPl)§ with outside:diameter df 10.2 em.  Two stainiess
steel therbdcouplé plates wére mounted.on both sides of
the stéhdafds. Viton O~rings,were used in grooves on
both of the two end surfaces of the tube to pro#ide
liquid seals. A‘hydréulic press was used to apply
500 .psi axial'compression to the éntire stack for the
‘purpose of giving good’thermal contact and preventing
leaks between the sténdards and the tube end surfaces.

Two sets of heating coils, of 800 watts each,Awere
embedded within two copper cylinders located above and
below the stack. The heaters are coupled with two -
temperature sensors and temperature controllers so that
constant temperatures can be set at the two ends of the
tube. Radial heat losses from the tube to the sur-
roundings are minimized by placing a guard beatef
assembly bétween the inner and outer insulations.: The
inner insulations consist of 1.5 cm thick calcium
silicate "(A =0.06 W/m-°C at 100°C) and 1.5 cm thick
fiber glass (A==0.05‘W/h-°C). The outer insulation is

2.5 cm thick fiber glass. The Lexane tube itself is a

Natural Stone, Grade A, Aluminum Silicate, American
Lava Corp.

§Du Pont Company.



good insulator'(Xé=0.17 W/m—OC).i The guard heater
assembly has two heating coils wound on two ceramic
semi—cyiindrical sections mith uarrable spacing and
vthreersmail tapebheaters Each heater'has its own
Varlac controller S0 that the guard temperature may be
-adJusted to f1t the sand pack temperature proflle
closely ’ | |

The pore fluid pressure mas controiled byva back-
pressure regulator w1th the range of 0 6 p51g, which was
connected to the bottom 1n1et of the Lexane tube A)
pressure transducer mas used to measure the pressure
dlfference between top and bottom end points of the sand
pack | Stalnless steel tublng 1/16" O D. was used to

connect the dlfferent components

I1I.3. -Experimental Procedure
~Two different grain-size Ottawa sands, 20-28 mesh

.and 65-100 mesh, were chosen for the porous media. In
t-packing.the tubes, a plastic ring was.placed:on top of
the tube and 100 psi axial compression was applied to the
r-system. The -sand was slowly pouredpthrough an ;opening on
+the side-of ‘the-plastic ring-into;the;tube,_-As,the;sand
~was being added, :a compressed-air driven vibrator was.
'placed against the wall:of-.the tube-to yibrate'the pack

- for effective packing:' Thehusualuplunger packing process
- was not used to avoid damaging:orwrelocating.theathermo-
couplesyinsidetthe,tuhe,; After the packing was .complete,

the porosity was calculated as. = -

31.
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mass of sand packed _ _ )
(volume of empty tube)(density of sand) ‘ &_j

After packing, the plast1e ring was removed and replaeed
by the top standard holder. The system was’again plaeed,
under'560 psi axial compression. | - |

Fofgliquid saturéting the'saed pack, a vacuum pump
was attached fo the top of the tubing, while the lower
end of the tublng was connected to a vacuum gauge to
measure the degree of vacuum. Unfortunately, there was
dlfflculty in obtalnlng satisfactory vacuum even after
tenvhours of operathn. (The degree of vacuum achleved
wae aboﬁt 3*mm Hg.)‘rThis is probably due to mlnute leaks
ih the system and the small diameter of the outgassing
tubing. With some vacuum in the system, deaerated brine
(2000 ppm KCL) was flowed into the sand pack through the
lower tubing at a flow rate of about 10 cc/min. The
valve en the top tubing was closed until the brine
reached the top surface. The initial liquid saturation
was calculated by measuring the net amount of water that
flowed into the tube.

After saturating the sand pack, a permeability test
was ‘run by applying a constant water head between the two
end surfaces of the tube. The absoclute: permeability was | <
calculated by use of Darcy's law.

The test was started by setting the temperature
controllers so that both ends of the tube reached the"

desired temperatures. The temperature at the hotter:

C |

side was between 122°C and 100°C, and the temperature



at the colder side was specified betweenlloooc and the
ambient temperature. -Due to the density. difference
between vapor and water, some brine is displaced from
the tube‘as the resqlt ofpphase chehges. “The_beck
pressure. regulator setting was kept at.a constant value
" slightly above atmospheric pressure. The amount of dis-
placed b;;ne was meaeured by apcatlbrated collection tube
ilocatedvat the outlet of the regulator. It usually took
“ten hours to achieve steady state conditions which could
"easily be observed by the continuous recording of

" temperatures. Each experiment ended when the steady
istate condition was reached. -Sometimes the temperature
;controlle:s“for.both end surfaces were reset to stert
another experiment. After completion of the test, the

'sampleqwas weighted to check the mass balance.

‘III.4 | Exper1menta1 Pesults

Generally speaklng, the experiments were qulte
‘successful.’ The heat pipe phenomenon can be easily
‘achievedtahd the experimehtaiztesulte were;quite
reproduc1b1e ) e B '

Fifteen experlments were“carrled out for the dif-
.ﬁferent temperature settlngs at the two end surfaces as
1Shown‘in Table'3.1;‘ Since simllar results‘were“obtained
from the experiments, only four typical sets of experi-
mental results are presented here. Two sand-grain
sizes, 20-28 mesh and 65-100 mesh, were used. For

Figs. 3.5 through 3.7, the hotter surface was on the

33.



Table 3.1 List of experimental tests

Test Date - Grain Tempeérature settings .
No. size at
(mesh) - top~-bottom surfaces
(°C)
1 Mar. 15 © 20-28 92.8- 43.9
2 Mar. 15 20-28 105.7- 47.8
3 Mar. 16 20-28 © 115.7- 46.9
4 Mar. 16 20-28 113.3- 80.1
5 Mar. 23 20-28 74.3-107.6
6 May 15 20-28 119.7- 68.9
7 May 16 20-28 122.2- 84.1
8 Apr. 7 65-100 112.6- 58.2
9 Apr. 8 65-100 108.1- 60.4
10 Apr. 8 65-106 108.5- 87.4
11 .Apr. 9 65-100 116.9- 61.4
12 Apr. 10 65-100 58.5-105.9
13 Apr. 30 65-100 89.6-~ 43.3
14 May 3 65-100 112.1- 86.7
15 Dec. 3 65-100 117.7- 70.6
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top end. For Fig. 3.8, the colder temperature was at
the top of the tube.

Figure 3.5 shows the temperature profile for the
large grain-size Ottawa sand sample. The two straight
line portions of the profile imply thét conduction is
the only heat transfer mechanism in these two zonés.
The thermal conductivity of the liquid sﬁturated zone
can be calculated from the measured heat flux and the
temperature gradient. The calculated value of 3.3
W/m-OC is in good agreement with 100 percent liquid
saturation value from Fig. 1.1. The calculated thermal
conductivity in the vapor zone agrees with thev§a1ue in
Fig. 1.1 at 10 percent liquid saturation. A possible
explanation for this is that some superheated water is
held within the smaller pores by surface tension and
adsorption. This is in agreement with the observations
of Calhoun, Lewis and Newman (20) who reported that the
equilibrium vapor pressure oflwater in porous media
decreases as the liquid saturation decreases.

Between the vapor zone and the liquid zone is the
bixing ZOhe in which water is evaporated at the inter-
séction with the vapor zone and the vapor so generated
is condensed within the mixing zone. The existence of
vapor at a temperature below its boiling point is due to
the presence of a small amount of air in the system. In
all the experiments, the initial air saturation of the
sand packs ranges from 2 percent to 15 percent even

though the vacuum saturation procedure was applied.
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Figure 3.6 shows the temperature profile of the
smaller grain-size Ottawa sand sample. The results are
quite differeni from the ﬁfevious case. -There was ho
separéte vapor zone in the fine-graineq sand pack as in
the previous case3shown in Fig. 3.5. This is because the
larger capillary‘pfeséure gradient of the smaller grain-
size sand brings the water right up to thé.top surface of
the sand pack. The mixing zone in this case has a large
portion withéut any temperature change in which the latent
he;t exchange is the only heat transfer mechanism; The
heat pipe phenomenon is obvious as shown in this figure.

The apparent thermal conductivity may be defined as:

Agp = QL/AT

where AT is the temperature difference between the two end
proints of a sand pack, L is the length of the tube and Q is
thie heat flux. ‘The apparent thermal.conductivity of the
small graiﬁ—size sand pack can be calculated as 3.4 W/m—OC
which is considerably highef than its fully liquid-saturated
value of 2.6,W/mf°C. Expressed in another way, for the same
setting of end temperaturéé (117.7°C - 70.6°C) the heat
flux for the smailvgr;in size sand pack‘with heat pipe
phenomenon was 1.28 watts compared to 0.97vwatts for the
fully liquid saturated sand pack.

| Figure 3.7 shows the tehﬁerature profile fof the
smaller grain-size sand pack, but with different tempera-
ture settings at the two ends (110o and 86.5°C). The

temperature readings indicate the presence of some



superheated steam in the top portion of the tube. This
also means the irreducible water“saturation was reached
at the top surface. The:heat;pibe’phenomenon exists over
a greater length than the'last testrr The apparent con-
ductivity increases'to ll!? W/m¥9C and'the heat flux to
2. 21 watts.

In Fig 3 8, the hotter temperature was set at the
bottom. The temperature profile shows a short heat pipe
zone (without a temperature gradient)f‘ In this case,
gravity enhances the heat pipe effect by assisting the
) water flow back to the hotter surface.

Unfortunately, the resistivity measurements for
liquid saturation determination were only qualitatively
‘]successful. The res1st1v1ty readings in the m1x1ng zone
" were erratic making it impossible to evaluate the local

vsaturation.Values; However, the intersection between the
’;liquidrzone and the mixing zone was clearly indicated by a
ten—fold or greater difference in the readings as shown in
Fig. 3.9. Chen (21) made the following comments in his
dissertation: "The resistivity method can be usedhto
measure gas or oil saturation in gas-water or oil-water
flow experiments by using conductive water., This method
is not useful for boiling steam-water flow experiments
“The main drawback is that-the electr1ca1 conductivity of
the liquld phase will change as the water starts to boil.
Consequently, the change of liquid saturatlon will tend to

be masked by changing water conductivity."
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Heat flow = 1.28 watts |
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I11.5. Comparisons of Theoretical Development with
Experimental Results

The experimental results shown in Fig. 3.6 for the
fine-grained sand pack were used to calculate the satura-
tion profile from the numerical solution of Eq. (2.8)

using the third-order Runge-Kutta method,
A% +4a, +Q

Sij+1 = 83 * 7§ (og *4ay+og)
where S = liquid saturation -
- Ax = grid size
oy =rf(S.),4
oy = £(S; +&8 ay
03 = f(Si-tzAxaz-Aral)
comg Vo Vo ' 1
f= [K (k K, )'*g(p -p )] . ——-35-
. , (_

The mass flux m was obtained from m= Q/h tg" The relative
permeability values k k were calculated from the Corey

equation (22) as follows

kv = (1-8)%1-8%) . (3:1)
by =8 T (3.2)
S-S, -8

- ig iw . . P

g = o - (3.3)

1-s.ig-s]lw

ig’ 1w are irreducible gas and water saturations,

respectively The capillary pressure versus saturation

where S

curve was obtained by experimental measurement (centrifugal
method) and was represented by the following regressional

formula.
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2 3 4 5

Pc==(72}7—607.3XSW+2494.6XSw e5556XSw +6842XSW~-4359XSW

+1 111.1sz6)/1033.6

where Pc is in atm. Note that the above formula was:
obtained from an air-water system. Details of this
centrifugal method of determining'Pc are clearly described
by Castor (23).

Based on the above measurement, the irreduciblexwatgr
and gas saturations were assumed to be 10 percent and
4 percent respectively, then the Runge-Kutta results were
obtained as shown in Fig. 3.10. The volume of water dis-
placed in this experimenf was 47.3 cc compared with a
calculated value of 55.7 cc. This differencé’is probably
due to the use of sand propérty data from an air-water
system since data for a steam-water system were not
available. Chen, Counsil and Ramey (15) have reported a
difference in relaiivevpermeability curves between an air-
water system and a steam-water system. The capillary |
pressure data obtained from experiment is also for an
air-water system.

Another way to compare the experimental results with
theory is to run the two-phase computer program described
in Chapter IV for thé samé initial and boundary conditions.
Figure 3.11 shows comparisoné between numerical results and
expérimentalﬁdﬁta at differenf time'steps. The fihal éteady
state result is shown in Fig. 3.12. |

‘Ail the coﬁparisons show good‘agreeménf betweén éxperi-

mental results and the theoretical development and also
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demonstrate the validity of the two-phase computer program
developed later in this work. Presence of the heat pipe

phenomenon in a long sand packed tube is confirmed through
the experiment. The assumption that there is a véry small
temperature gradient in the heat pipe zone is confirmed by

the temperature readings.
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. CHAPTER.IV. NUMERICAL SIMULATION OF
- 'WELLBORE HEAT LOSSES

IV.l. Introduction
| In the case of steam 1n3ection or geothermal produc—

tion, there is transfer of heat between the fluid in81de
the wellbore and the surrounding formation due to the
temperature difference between the fluid and the formation
Several authors (24 25,26) have presented mathematical
models, but all of them consider only heat conductlon to
calculate heat losses from the wellbore 1nto the formation.

At depths not too far from the surface, the temperature
around the wellbore can exceed the b0111ng temperature of
bpore f1u1ds dependlng on the local formation pressure
Under these conditions, the heat pipe phenomenon described
in Chapter III may occur in the formatlon surroundlng the
wellbore.f The heat losses from the wellbore may incresase
'several times over that for the case without phase changes
)In order to study this two—phase problem a geothermal |
reservoir simulator needs to be developed ) N |

As mentioned in the literature on geothermal reserv01r
simulation the major difficulty is the simulation of blocks
where changes from one phase to the other occur. Recently,
many authors have achieved stable solutions but without the
provision of changing states. Sutter (27) employed a
| staged calculation in one-dimensional steanflood simulation

The pressures and saturations were calculated 51multaneously
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from mass balances using Newtonian iteration on non-
linearities occurring in -the accumulation terms. 'The
energy equation is solved separately by non-iteratiye
appllcatlon of the ADI procedure. The mass balance and
energy balance equatlons were coupled by v1rtue of the
condensatlon term whlch can be estlmated in a spec1a11y
derlved manner for use in solutlon of the mass balances
In general Sutter av01ded the excess1ve computer t1me of
completely simultaneous solutions at fhe ekpense of a
small error. | | | V

Mercer and Faust (28) developed a two-dlmen81ona1
(areal) two-phase geothermal model using a so-called
Galerkin finite element formulatlon in space and finite
difference formulation for time. They chose pressure and
enthalpy as dependent variables and solved for these two
variablesvsimultaneously.

Garg et al. (29) transformed the fundamental equa-
tions of massband energy balances into four equations for
four unknowns, mixture (liquid-vapor) density, mixture
internal energy, rock internal energy and mass transfer
rate from liquidvto vapor due to pnase change. They set
some constitutive relationsvto make the aboyektransformation.
‘The iterative ADI method was employed to solve ihe'ioﬁr'
unknowns simultaneously. o

Lasseter et al. (30) used the f1n1te element method
to develop a computer program called SHAFT for multl-phase
»multl-dimens1ona1 samulatlon of geothermal reservoirs.

SOlutions were obtained by solvingkfor two unknowns,
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density and internal energy of the fluid mixture (liquid-
‘vapor), as functions of time and position within the
system. In their approach, one starts with the initial
energy distribufion‘and”assumes that this distribution
remains constant over the time step, ‘then the density
distribution is solved. With this new density distribu-
tion, the energy solution is then obtained. This process
is continued until the differences between successive

" ‘estimates of the energy and density distributions are
within acceptable limits. Capillary pressure is ignored
in their program. '

Atkinson (31) transformed the flow and energy equa-
tions into a différent form so that the dependent variables
" became pressure and liquid saturation. The Crank-
Nicholson impliéitléchéme'Wés used with the Newton-
Raphson iteration for_these non-linear equations. His
work is restricted to the one-dimensional problem and
Capillary pressure is neglected:.

Faust and Mercer (32)»cqm§aredﬁthe finite difference
gnd_;he,finite g}emegp.modelé,[qu‘found that‘thev;atter
is more suitable for hot-water reservbifs due to less
numerical diffusion and better'approximations 6f boundary
and internal geometries (wifhffeﬁér7hbdé'pointéjirlFor -
_fvapor-dominétedﬁsystems, the fin;te-digférepce model
appears'édpéfiof becauée if reduqés maszand energy balance
errors and exhibits lessaﬂumericai.dééiilétioﬁ;~“

Although~a11 of the above authors claimed stable and

- accurate solutibﬁs, the work of some authors (31,32)




suffered numericalkdifficulties,for~phedinitia1 fully:,a
1iquid_saturated condition. ‘The problem of changing from
sub-cooled liquid to saturated steam was avoided by
startipg’the simulation at reduced énitial pressure so
that saturated conditions would be preéent.

- Coats et al. (33) presented a new technique for
numerical simulation of the steamflodd process to solve

mass balance and energy balance equations simultaneously.

Thomas and Pierson (34) extended the method to a,geothermal

system. The mathematical model developed in the present
dissertation is similar to their formulation, but differs
from theirs in the following aspects.
1. The capillary pressure is included in the
calculation of pressure distribution.
2. The vapor pressure lowering effect is con-
sidered.
3. The transmissibilities and densities for both

rhases are treated implicitly.

IV.2., Mathematical Modeling
The governing equations for two phase flow in pordus

media are:

mass. conservation for water phase:

Kk
: w ~y = 9 '
mass conservation for vapor phase:
‘ Kkv ‘ : ~ 3
Ve l[5—= (VP -p,8)]1-Q, = ¢ 57 (p,S)) (4.2)

v
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and energy conservation:

Kk R . Kkv ~
Ve h, -\V (VPW-DWg)] +Ve [hv v—v (VPV-DVg)] +V e (AVT)

C e 2 D s ) aT
=0 ot (prwa)-+¢ at (pvstv)q‘(1 ¢)(pcp)rock 3

(4.3)

_ where Qc_is condensation rate, and h and U are enthalpy

“and interngl energy, respectively.g

Bésides the above three'equations{ thé théfmodynamic
eQuilib;iumirelatiOhship between’pressure,and temperature
for steam must be satisfied. The above equations are
coupled to éécﬁ‘ofﬁer;“théfefofé they may be/solved
simultaneouslyi; The pomputing time would be very large
if the four Variables T, Pw, PV and SQ appeared in a same
matrix form of the finite differenceleQuations. However,
the following ﬁathematical manipulations can bé made in
order to establish an efficient numerical scheme.

The condensation term Qc in,Eq;‘(4;lj;ahd the'evapora-

tionS@erm»~Q¢ in Eq. (4.2) can be eliminated by adding the

two equations

Rk U Rk
Ve (52 (VP -p,8)] + ¥« [F (VP ~p &)
¢ 3t (PuSytey RTIER .

For further_simplification, theEfélIowing new variablés

afe defined:



§p =P
sT = Tt -

GSW =S
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where n+l and n denote present and previous time steps,

reépectively. Then Eq. (4.3) and Eq. (4.4) can be

rearranged as follows:

Ve [(TW+TV)V5P] = Cllésw-+clsz-+0135P-R1
_V-.-[('rH VéP] = CZIGSW-+C226T-*C236P-R2
: ~rka v .
where Tw = v flow transmitivity for water
“'
KkV L
Ty S v flow transmitivity for vapor
. v
_ n+l_n+l
Ciy = (o, "-P, T)/Bt
C12 =0
n apv
Ciz = ®(5; 35 )/t
v
= n_pn+l_.n N1 T n__ 1y
Ry =-V[t (VP -P_ "+P_ -o_g)] -V * [T (VP -0 g)]
g = hWrW-FhVTV, thermal transmitivity
_ n..n+l n.n+l
C21 = ¢(pWUW -pVUV )/At
18] U
_ n.n w n.n v
Cop = ¢(pgSy T + 0,5, 37)/8¢
: _ 9p
_ +l,n+1l \'4
Cpg = $(US Sy 35 /4t
= _ n_o . pntl ooy 2
R, =-V[h 1 (VP V(P  ~-P_ )-p €]

n ~ n
—V[thv(VPv-pvg)]-V AVT

(4.5)

(4.6)

K]

(7



The above relations are derived in detail in Appendix A.
One more equation needs to be incorporated with

Eq. (4.5) and Eq. (4.6) for sélving the three new

defined variables, 6P,8S and 6T. This can come from the

thermodynamic equilibrium or phase relétionship

N 0:=’C GSW-+C

3] §T+C

32°" * L33° 3

The coefficients and residual in Eq. (4.7) depend on the
state of a block ‘at time ‘n+l. For example, if saturated

steam is present ‘at time step n+l, then

_ n+l n
8P = Psat(T )-P

o n+l
t(T )-+Psat(T T
Sa B A, LU

]

dp
(T)+( Sat)5'1* p

sat

therefore, for the case

- Ca1

L}
- O

: Sat
_32_"( g

C

- 033'= 1.‘

- . _- n ..  : n, ...
RB‘—‘P»fpsat(T ) v

If subcooled liquid is present at time n+1 then 6S 1

SP+R, C(4.7)

S
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Cyp = 1
Cgp = O
033:= 0.
R3' = sfv-'i

When the liquid saturation is below the irreducible
water saturation, the thermodynamic equilibrium relation-
ship‘between temperature~and_pressuré has to be modified
to the following form due to the vapor pressureAloWeréng

effgct (20)

where PO is the saturation pressure for the case of flat
surface between water and vapor, and C is a constant equal
to 5.2 x 10-7. This modified formula was suggested by
Moench and Herkeflrath (35). As a consequence of the

above, Eq. (4.7) becomes

-estt o op,  -cs;?
P e (4CS;°)88, + (52) g, @ §T - 6P = 0
since
_ P 2P
6P = 35 65, *+ 35 o7

Furthermore, the variables §T, GSW can be eliminated by
operating on Eq. (4.5), Eq. (4.6) and Eq. (4.7), then a
single partial differential equation with dne uhknowh ¢P

is obtained as follows

1 4

4



,Al[V(rw+1V)VGP]-yA2 V[ty V6P] =.A3apg+A4 . (4.8)
where A; = C [Caz 11° C311‘ [C22 117612621}
A, [Csz 11 C12 31!
A3 = [C33C11-C15C5] * [C55C11=C15Cs1 ]
= [C53C11-C13C51] * [C39C11-C12C3: ]
Ay = [C)1Rs- R1C31”C22 11-€12C211
“{chl 1][C32 117C1263,]

The detalls of th1s derlvatlon are sho&n in Appendlx A,
Equatlon (4 8) 1s an e111ptlc type partlal dlfferentlal
equatlon and can be solved 1mplicit1y The Gauss1an
e11m1nat10n method 1s employed here to solve the f1n1te
dlfference equatlons , o |
After the sP solutlon is obtained ‘the 6T and GS
solutlons can be solved explicitly by the follow1ng

equat 1ons
8T ‘“{CS1V[T vsp] [€4iC553-CgqC3318P-(RyCq,-RaCyy )}/

_c c l,_.iih_ '“5> . .e,, - .(4i9)

[C35C37-C;5 € 32]r5 L
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§S = {V' (T +T )6P— 25T C136P R }/C (4.10)

Since the above equations erevhfghly non-linear, the
iteration prodess is répeated“untilfa convergence“efiterion
can be met.  Generally speaking, thiseis a very efficient
geothermel reservoir simulator. Instead of -solving a sét

of coupled partial differential equations, only a single



- pressure equation is implicitly solved. Besides the
advantage of saving computing time{ this simulator always
satisfies the thermodynamic equilibrium conditiohAbetween
water and steam and the mass consérvation law. If also
takes into account the vapor pressure'iowering effect
below irreducible water saturation and the capillary

pressure effect.

IV.3. Numerical Formulation for Wellbore System

Figure 4.1 shows the configuration of the wellbore
surroundings. A 4x 7 grid system is used, the distance
' betweeh two successive griﬁ points in fhe vértiéal direc-
tion being 30.5 cm. The distances from the wellbbre:
intersection to each grid point in the horizontal direc-
tion are 15.25 cm, 45.75 cm, 106.75 cm, 198.25 cm, |
320.25 cm, 472.75 cm, 655.75 cm. Theoretically, a semi-
infinite region should be used for calculating the fadial
heat losses from a wellbore. Under the limitation of a
computer account budget, the above grid system was chosen.
As observed from the numerical results in the calculation
of temperature and saturation, the influence of the
wellbore does not reach the second farthest grid point.
The pressure does change at points beyond to allow water
flow inward or outward.

The upper and lower boundaries are two impermeable
layers, so the pressure boundary conditions can be

specified as:



8T/d2 = 0, 3P/0z = pg = O

N

T -

ol
, ('f,fi) * (2'?3) i

+ | (lt’:) :*

+ + + +
+ + + +
+ + + +

+ 4+ 0+
G 33
+ + o+

T=T,
P = P

+ + + +

N

2

|/
ap

s

e
.o 9T/0z=0, 03Pz -pg=0

grid cell identification
(i, j)

I—*i

i

aT/dr = U(T, - T)

Figure 4.1 Cdnfigufdtion of the wellbore surrounding.

XBL 818-3486

‘68




60.

.It is also assumed that heat transfer is negligible at
these boundaries for simplifying the problem.

At the outer boundary, all the properties are assumed
to keep their initial values. |

A no fluid flow condition is also éssumed at the
intersection of the wellbore and the reservoir. The
boundary condition for the energy equation is |
319
Tn

3T _ . .
- A 55 = U (T,-T)

where r  and r, are outside radius of tubing and the
wellbore radius. T and TW are formation and wellbore
temperatures. The overall heat transfer coefficient Uo
based on outside surface of the tubing, was calculated
from a trial and error method developed by Willhite (26).
The calculation includes the heat conduction through the
tubing, casing, cement and the radiation and natural
convection in fhe casing annulus. The details are given
in Appendix B. The heat transfer coefficient depends

weakly on the formation temperature and the calculated

result can be represented by the following equation:

U, = (3.475+0.002641 x (T-80)) x 1.354 x 1074

where T is in Oc and Uo is in_cal/sec-cm sq-OC. The
wellbore dimensions and material specifications are
listed on Table 4.1.

The capillary pressure-liquid saturation relation-
ship used in the analysis is adapted from Bruce and

Welge (41). By using a curve-fitting technique, it can



Table 4.1 Specifications for overall heat transfer

coefficient calculation‘(18)

Holé;size (diameter)
Casing:

0.D.

1.D.
Tubing:

0.D.

1.D.
Cement thermal conducﬁivity
Emissivity of outéide tubing ‘surface
Emissivity of inside casiné surface

Injection steam temperature

24,

17,
15.

.3 cm

.2 cm

1 xlO-Scal/sec-cm—C
.9

.9

.6°C
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be expressed as

3 4 5

_ 2
P -v2,32-17.64XSW+53.2XSW—78.6XSW+56.9xsw—16.16XSW7

c

where Pc is in atm. The relative permeabilities are
calculated from Corey's equations (Eqs; (3.1)-(3.3)).

- The other properties used in this simulation are
listed in Table 4.2. Thermal conductivity of partially
liquid séturated porous media can be calculated by the

following equation (36):

& Sy

= + -
A Ad (Aw A

where subscripts d and w denote the dry and the fully
liquid saturated conditions, respectively. Some of the

fluid properties depend on temperature and pressure, and

can be expressed as follows (37):

viscosity of vapor (T in 0C, and ug in cp)

2 4 82

Ny = 0.879x10 “+0.374x10 "T+0.2x10 °T
Range: 100°C ~ 250°C

viscosity of water (T in OF, v in cp)
w

6,2

H, = 2.185/(0.04012T +5.155 x 10° "T“ - 1)

enthalpy of vapor (P in psi, h in Btu/1lbm)

h, = 1110 p0-01267



63.

Table 4.2 Input specifications for 2-D simulation

Porosity 0.2
Absolute permeability o 0.1 darcys
Specific heat for water 1.0 cal/gm-oc
(0C) rock 0.47 cal/gn-°C
Thermal conductivity of formation:
wet (100% liquid saturation) 5,78><10-aca1/sec—cm-°C
dry (0% liquid saturation) | 1.24 X10-3ca1/sec—cm-°C
Initial temperature k26.6°C
Initial pressure . . 2.475 atm at upper
‘ ' boundary

(15.25 meters hydrostatic pressure)
Irreducible water saturation 0.28

Irreducible gas saturation 0.05
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density of vapor (P in psi, p in gm/cc)

py = 4.378x 10~ 9p0.9588

internal energy of vapor (T in 0F, U in Btu/1lbm)

U, = 995.3 +0.4862T - 0.4618 x 10” °T°

Range: 193°F ~ 400°F

internal energy of water (T invoF, U in Btu/1bm)

U, = -24.86+0.9313T +0.1648 x 10”512

Range: 80°F ~ 400°F

specific heat of vapor (T in oF, U in Btu/lbm)

C_ = 0.4862 - 0.9236 x 10~°

v T

The central difference scheme is used to solve the

partial differential equation. For example,

2 (q 2y o yea{Tin Ty 28y 5 (Tl )
22 oz (Az)z

Since most of the coefficients are strong functions of the
dependent variables, they are evaluated with updated
values in the iteration procedure. The interblock coef-
ficients are calculated by a weighting technique
. = a.w+a, -
R B LA TS Rl

If the coefficient is temperature or pressure dependent,

w=0.5 is adapted. If the coefficient is a function of

liquid saturation, then 80 percent weighting factor is put
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on the upstream point from where the flowing fluids come.
Aziz (38), Lasseter and Witherspoon (39),'and Blair, et al.
(40)  have reported that some sort of upstream weighting
would probably give better results. The numerical results
are very sensitive to the saturation dependent coefficients.
An improper weighting factor could cause unstable or
unreasonable results.

.The convergence test can be satisfied if

K+1 K+1

TS SRS T Vs SaR R WS

where Y is any dependent variable:and K denotes iteration
steps. An automatic time step control is employed to save

- computing: time. When any one of the saturation changes

exceed a specified upper.limit, the time step interval will
be divided by two. Otherwise, the time interval is increased
20 percent for the next time step. There is also a maximum

bounds for the time step~interva1.

IV;e. Ver1f1cation of Numer1ca1 Model b

It is necessary to compare the numerical results W1th
either analytical or exper1menta1 results in order to con-
firm the validlty of the numerical model Unfortunately,
neither the analytical solution nor an experlment for two-
dimen51ona1 two-phase flow in porous medla are available
However there was a one-dimensional two-phase flow experl-

: ment conducted at Stanford Unlver31ty (425 The experlmental

apparatus was built around a Hassler type core holder

located in a constant temperature bath and was equ1pped
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with'fivé pressure taps and six temperature probes. The
core has 60 cm in length, 5.1 cm in diameter, and was made
of a synthetic consolidated sandstone (80 percent sand,

20 percent cement). Initially, the core was fully
saturated with water at 18.16 atm, with temperature varying
from 192.2°C at the left end to 182.8°C at the right end.
Flow was initiated at the right end by opening a valve,

and then the pressure at that end was dropped at a con-~
trolled rate.

For comparison with the above experimental results,
the two-dimensional program was simplified into a one-
dimensional form to simplate the experiment. Gary et al.
(29) also compared their numerical results with this experi-
ment. All the above results are plotted in Fig. 4.2 which
shows the pressure profile. The experimental data for the
saturation profile is not available, but the two sets of
numerical results of saturation calculations are presented
in Fig. 4.3. The core properties specifications are listed
in Table 4.3.

The three sets of results agree with each other very
well. The pressure decreased rapidly until it approached
the saturation pressure, and then the phase change
phenomenon slowed down the rate of pressure decrease.

The evaporation began at the left end due to the higher
initial temperature at this end. Note that the capillary
pressure effect is not included in this simulation. |

The one-dimensional two-phase program was also
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Table 4.3 Input specifications for simulation of

Stanford experiment

Absolute permeability 0.10 darcys
Porosity | 0.3671
FormétiOﬁ'specific heat o 0.24 cal/ngC
Grain density 2.65 gm/cmS

Pressure history at the right end

p=4.76 atm t=0-180 sec
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applied to the experiment in the present work as described
in Chapter III, as a verification for the case when capil-
lary pressure effect is included. There is also a good
agreement between the experimental and numerical results

as shown in Fig. 3.12.

IV.5; Numerical Results

With the input specifications described in Section
IV.3, the simulation of the process around the wellbore
and surrounding system generated reasonable results. The
convergence was achieved in fouf to eight iterations.
Evaporation begins in the first cell adjacent to the
wellbore at 42 hours. The temperature hiétory before
evaporation is shown in Fig. 4.4. As expected, all the
horizontal layers have the same temperature profile before
evaporation begins.

Table 4.4 shows the results at 42.53 hours. The
pressure build up due to phase change may be noted in
cell (1,1). The grid cell identification notation,
(i,jJ), shown in Fig. 4.1 is used for convenience. The
strong convection from (1,1) to (1,2) makes the temperature
at (1,2) higher than the temperature of the other grid
cells in the same column. The grid point (1,1) has a lower
temperature than the other cells in the first column,
since most of the heat conducted from the wellbore is
required for the phase change.

Table 4.5 shows the numerical results at 45.77 hours.
At this time, all the grid cells in the first column afe

within the two-phase region. The rapid decrease in water



130 » I T —

G
l20~i —
I Initial temperature =26.7°C
ot , B
100 -
g 9°‘é .
@
5 sonh -
251 U
‘é- 0 =‘l\\‘ S 42h o - o
I\ : rs o
(] I ’
R eo—,l“b/; o _
| I S0 hrs o
50—“2}\)/ 20hrs = N
\‘\\\_ e ¥
WK _1ohes —
\ \\ ' C
30 bXS( L
I e
| | R o .
20 — ,
Vo 1z 3 &

Distance (meters) =
T © XBL 818-3485

Figure 4.4 Temperétﬁre.history*befbre;evaporation
starts - - R - oo



Numerical results at 42.53 hours

Table 4.4

grid notation (i,j)
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Numerical results at 45.77 hours

grid notation (i,3)

Table 4.5
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saturation is not due to evaporation alone, but the water
is also displaced by the pressure bﬁilt up around the
wellbore. The gravity effect is shown by the greater
liquid saturation in the lowerfcells;‘

The last time step (302.8‘hours)vi§ shown in Table
4.6. Although the whole region‘has\not reached steady
state as yét, the grid cells ip the first column seem to
have reached steady temperature and saturation values.
The water pressure distributiop is shown in Table 4‘7f
from which some inward waterflow can be observed. Note
from Table 4.6 that the water saturations in the first
column are below irreducible water saturatién;

To give more insight into the whole process, the
temperature and saturation histories of grid cell (1,1)
are plotted in Fig. 4.5. After evaporation begins, the
water saturation value of grid cell (1,1) drops sharply
until the phase change phenomenon occurs at the other
grid cells of the first column. After all the saturation
values of the grid cells in the first column have reached
the irreducible water saturation value at about 90 hours,
the saturation of grid cell (1,1) begins to show anotﬁer
sharp drop. Finally it reached a point at which the
capillary preésure is large enough to bring some water
back to maintain the liquid saturation value around 0.128.

It is also interesting to note that the two tempera-
ture changes after 42 hours occur at the same time as the
sharp saturation changes. This is due to the pressure

increasing as a result of the rapid phase change.
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Table 4.6 Numerical results at 302.8 hours
, : grid notation (1i,j)
£ i

T=133.5 T=129.1 T=127.6 T=54.0 T=30.7 T=26.9 T = 26.66
P=2,747 P=2.679 P=2.,563 P=2.537 P=2,520 P=2,497 P=2.475
S$=0.129 S=0.29 S=0.859 S=1.0 §=1.0 S=1.0 S=1.0
T=133.1 | T=129.1 | T=123.9 | T=53.59 | T=30.6 | T=26.9 | T=26.66
P=2,752 P=2.685: P=2,576 P=2.566 P=2.549" P=2.526. P=2,505
$=0.130 S$=0.305 8§S=1.0 - S=1.0 §=1.0 $S=1.0 S=1.0
T=133.0 T=129.3 T=119.2: T=52.9 T=30.6 T=26.9 T = 26.66
P=2,759 P=2.695 P=2,604 P=2.595 P=2,579 P=2.,556 P=2.,534
S=0.131 S=0,316 S=1.0 S=1.0 S=1.0 S=1.0 S=1.0
T=132,7 T=129.3 T=115.4 T=52.4 . T=30.6 T=26.9 T=26.66
P=2,766 P=2,704 P=2,632 P=2,625 P=2.608 P=2,585 P=2,.564
8=0.133 §=0.334 | §=1.0 §=1.0 S=1.0 S=1.,0 S=1.0

T.=%. T =vtemperature; S = liquid saturation
Units = P = atm P if S <1

P = v
S = dimensionless ifs =1

P
w




Table 4.7

Water pressure distribution at 302.8 hours

grid notation (i,j)

J 1.968 2.548 2.552 2.536 2.520 2.497 2.475
1.984 2.577 2,576 2.566 2.549 2.526 2.505
2.000 2.601 2.603 2.595 2.579 2.556 2.534
2.018 2.629 2.632 . 2.625 2.608 2.585 2.564

Unit = atm

‘9L
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It is worthwhile to study the effects of different

input specifications. Some interesting conclusions can be

made for the following cases:

Case A. Aésume that capillary pressure equals zero.

The saturation values in the first column drop faster

'than in the standard case. At 48.71 hours, all the .
grid points in the first column reach very low liquid

saturations as follows:

S;,,=0.078; §; ,=0.095; §; 5=0.138; §; ,=0.183

The other grid cells are still in the fully water
saturated region. This is due to the lack of capil-
lary driving force to move water back into the first
column. A superheated vapor zone will soon develop
‘around the wellbore, and the heat losses will decrease
because of the lower thermal conductivity and higher
surrounding formation temperatures. The capillary
pressure is instrumental in preventing formation of

a superheated vapor zone around the wellbore, thus
increasing heat losses from the well, ‘The temperature
and pressure distributions at 48.71 hours are shown

in Table 4.8. |

Case B. Increase the absolute permeability from 0.1
to 0.5 darcys.

The results show that the first column is only able to
develop a two-phase region for a short periqd before

water flows back to the first column. Figure 4.6



Numerical results of case A at 48.71 hours

Table 4.8

grid notation (i,j)
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shows the variation of saturation with time for grid
cell (1,4) to demonstrate this process. The above
process cén be explained as followsf In the initial
stage of evaporatioﬁ,‘there is a pressure increase
in the cells around the wellbdre due to the phase
change. ﬁowever, this pressﬁre~increase effect due
td'thevphase chaﬁge Wilivbécbmé smaller at later
times when the:water saturations in these cells
decfgasé.‘ Meanwhile there ié an outgoing flow from
the_cells around the wellbore to the cells away from
the wellbore due to a pressure’gradﬁént and this
outgoing flow will decrease the‘preésure of the cells
around the wellﬁofe.w In¥£his caée, thé high
permeability value'will-éreate a‘sifuation where

the préssure decréasing_effect dué to the outgoing
flow can overcome the pfessure incréaéing effect
from the phase change; Thus; ;he;pressure of the
cells around the wellbore Willkdeéllne to a value

at which the water"dan flow back»towérdSiﬁhe well-
bore by capillaf&’forée. The numerical results at
44.4 hoursyaresshoﬁﬁlin:Tables4;§. | -7

Case C.- Decrease ébsblufé.pérheabilit§ from 0.1 to

. Q‘Os,darcys. ";  :L vhkrr . 4

The temperature and saturation histories in‘céll
(l;l)gare shown in/Fig.ré}f; Inithis éése, a two-
phaseiregiOn ié devélOped'simiIArﬂto the standard
caée, but with higher temperature and lower water

saturation at the final simulation time. As shown

81.




Numerical results of case B at 44.4 hours

Table 4.9

grid notation (i,j)
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in Fig. 4.7, the lower absolute permeability value

slows down the rate of decrease in water saturation

due to the‘smaller outgoieg water flow fate when
evaporation first begins. Numerical results at

45.77 hours are shown in Table 4.10.

“Case D._‘Increase the injection temperature‘from -

315.6°C to 426.7°C.

As expecfed the temperature in the first column

increased faster than for the standard case, and

the evaporation also starts earlier, at 16.19 hours.

Compared with the standard case, the first column

has a lewer liquid:saturation and a higher tempera-

ture in the final state. The numerical results at

45.83 hours are shown in Table 4.11.

The numerical results can be affected by other input
parameters such as thermal conductivity of the formation,
density and specific heat of the rock, porosity, initial
formation pressure and temperature, and the dimensions and'
materials of the well tubing and casing. But the general
pattern of the numerical results remains the same, only the
different beginning times of evaﬁoration'and slightly dif-
ferent temperature and pressure distributions are observed.
Dimensionless analysis would be useful to achieve more
general solutions, but the governing equations in this werk
could not be transformed into any simpler form due to the
fact that most of the coefficients are not constant, the
equations are coupled with the pressure-temperature rela-

tion of the steam table, and no independent dimensionless



Numerical resﬁlts of case C at 45.77 hours

Table 4.10

grid notation (i,Jj)
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form of the set of governing equations will be identical,
in a mathematical sense, for different application eases.

Hence the dimensionless analysis was not performed here.

IV.6. Applications
The following equation can be used for calculating the

wellbore heat losses per unit length of wellbore:
Q= UO(TW-T)Zwr

In the numerical simulation, the wellbore inside tempera-
ture is kept at a constant value which is also the case
in practice. The heat losses will change the quality of
the injected steam,fbut‘the,steamrtempefature essentially
remains a constant value subject to 2 nearly constant
pressure inside the wellbore.-vAleo the overall heat
transfer cqefficient;_Uo, is a vefy weak function of
formation temperature..,Therefofe, the heat losses will
be determined by the temperature surrounding the wellbore.
Usually wellbore heat loss calcuiations oply'consider
single phase heat conductioﬁ. ‘This calculation would.
indicate a higher formation temperature around the well-
bore .in the region’in which & two-phase miking zone could
be developed. : For exaﬁple, the final surrounding tempera-
ture from the single-phase calcuiation will reach 176.6°C
for a constant wellbore temperature of 315.6°C, while the
lowest surrounding temperature, conSidering phase changes,
will be 100°C at depths near the surface. In such a case,

the maximum error in the heat losses calculations could be
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up to 50 percent.

Since the saturation temperature increases as the
pressure increases, the formatién of a two-phase zone
will be suppreséed in deeper formations by a higher
formation fluid pressure. The phaée chéngé phenomenon
will not occur, if the surrounding formation temperature
from the single-phase heat conduction calculation is lower
" than the saturation temperature. If the formation fluid
pressure can be approximated by the hydrostatic pressure,
then the maximum depth possible for formation of a two-
phase mixing Zone is listed in Table 4.12 according to
~different injection temperatures. The maximum'éurrounding
formation temperatures in the above table are taken from
the numerical results of the computer program developed
in this work with the single-phase option. Therefore, the
influence of the heat pipe effect in wellbore heat losses
is limited. It may have a significant effect for the
shallow formations but it will have little or no effect

in deep formatiomns.
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Table 4.12 The maximum possible depths of a two-phase

zone developed around the wellbore

Injection steam Maximum formation - Depth
temperature temperature
204.4% 110.0° | 4.3 meters

315.6°C 176.6°C ‘ 84.3 meters

426.6°C 235.4°C 301.2 meters
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CHAPTER V. CONCLUSIONS

1. The one-dimensional experiment has confirmed that there
may be a heat pipe effect in a partially liquid saturated
porous medium.

2. The occurrence of the heat pipe phenomenon cankcause
significant changes in the apparent thermal conductivity of
a partially liquid saturated porous medium and thus greatly
increase the magnitude of héat flux for a given temperatufe
differential.

3. A one-dimensional steady state theory has been
developed which describes the functional dependence of the
heat pipe phenomenon on liquid saturation gradient, capil-
lary pressure, permeability, viscosity, latent heat, heat
flux and gravity. Calculation of the amount of water
displaced from the system at equilibrium.conditions, using
the mathematical solution of the theory, is in reasonable
agreement with the experimental data.

4. A two-dimensional two-phase program has been developed
to calculate the heat losses from a steam injection well

or a geothermal production well. The simulation results
show that a two-phase region is likely to be developed
around a wellbore with the depth not too far from the
surface for typical underground formation properties.

The water saturation of the formation nearest the wellbore
may be reduced below the irreducible point, but the vapor

pressure lowering effect and capillary pressure will \_
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prevent formation of a completely dry region. Under this
condition, the heat losses from the weilbore will increase
because of the lower surrounding formafion température due
to the heat pipe effect. |

S. If the capillary pressure cén be neglected and the A
absolute permeébility is not too high, then a superheated
vapor zone will be formed around“thé wellbore. That will

result in a reduction of heat losses from the wellbore. -

'6. The numerical results show that permeability is an

important parameter in formation of a two4phase zone. In
a very high permeability formation, the pressure built up
around the wellbore from phase changes, declines quickly
due to greater outgoing flow rate.’ Then the water will be
easily drawn back to the two-phase region by capillary
pressure. ‘A stable two-phase zone cannot be developed
around the wellbore for this case. On the other hand, for
low permeability formations higher pressure will be built
up in the two-phase region around the welibore due to a
smaller outgoing flow rate, This results in a higher
surrounding temperature around the wellbore.

7. The two-phase region will be suppressed by higher
hydrostatic pressure of the formation fluids and can exist
between the surface and 84 meters depth for an injection -
temperature of 315°C.‘ Consideratidnfof‘phase;changes'is

probably only important for shallower formations.
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gravity in vector form

latent heat of vaporization
enthalpy of water
enthalpy of vapor

heat flux in non-equiiibrium thermodynamics
approach

absolute permeability

relative permeability to water

relative permeability to vapor

length of system

phenomenological coefficient

mass flux of vapor phase in vector form
mass flux of water phase in vector form
average mass flux

capillary pressure

vapor pressure .
water pressure

heat flux

condensation or evaporation term
outside radius of tubing

well bore radius

water saturation

vapor saturation

irreducible gas saturation

irreducible water saturation
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temperature
wellbore inside temperature

saturation temperature

internal energy

ioverall heat transfer coeffic1ent

poros1ty

water density

vapor deneitj
volumetric/heatvcapacity'of rock
kinematie'viscesity‘ |

dynamic viscosity

. vapor pressure change between time steps
" liquid saturation change between time steps

r‘temperature change between time steps

thermal cohduetivity

apparent thermal: conductivity.

heat pipe effect contrlbutlon to thermal
-"conduct1v1ty : o -
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APPENDIX A. DERIVATION OF TRANSFORMATION EQUATIONS

(1) Derivation of Egs. (4.5), (4.6) and their coefficients.

Equation (4.4) can be expanded as

Kk ~
w n+1 n n n+1l n
Y {—\-);- [V(PV 'Pv)+Pc"Pc +(VPW—pwg)J}
Kk ~
v n+l n n \
+V {—17 [V(Pv -Pv)-FVPV-pVg)]}
= ¢ <O
= ¢ 37 (PSS, *pSy) (A.1)
»Anrd -3—31-:— (prW) can be expressed as
n+l_n+l n.n 1
[(Dw Sy ) - (Dwa)] it
_ n+l, _n+l n n, n+l n 1
= Loy, (8, "=8,)+8 (o, " -00] 5%
- n+l n 1
B I:pw GSw+sw6°w] At
Then,
ka ka n ~
v . {7; VSP} +7V - {—V;- [-sP_+VPL - o _g])

Kk Kk ' o "
+ Ve {— VSP} +V > {—v—-— (VPV- ovg)}
v v

- % . n¥l _ n+l _ gl
it (Py Py )88 080, S, 080, - (A.2)

If water density is considered constant, then 6pw=0.

6pv can be expanded as

4]



-¥e) 9p
8p = mei 6P + —mv 8T
: v 5Pv oT

Since the vapor density can be represented by a function of

vapor pressure alone as shown in Chapter IV, then

Therefore, Eq. (B.2) can be rearranged as

ka Kkv ka n ~
Ve (52 4+ 52IVEP) + VY [VPT - 6P - p_g)]}
w v w
Kk '
v n__ 2 = ¢ , n+l  n+l
+ Ve vy, (VPV pvg)} At (pw ~ Py )‘st
ap;
n v 1
__ Sy ¢ aP At SP

This is 'idAenticaiwith Eq. (4.57). In a similar way,

Eq. (4.6) can be derived.

(2) Derivation of Eq. (4.8) and its coefficients.

c
Multiply Eq. (4.5) by - z2= and then add Eq. (4.6),
NS ‘i1
G ’ C1
-t V[(TW+TV)V6P] +VTVeP = (- &= 021 +Cy,)8T
c " R, -C
13 1 ° %21
+ (- A8 e o yep - L2 ,g (A.3)
Gy 2t e Gy 2 SR
Multiply Eq. (4.5) by - rom and add Eq. (4.7),
| 11 S |
c N c
31 S0
- 3Ly [(r. +1.)VP] =(- =22 C_. +C,.)6T
Cll w v Cll 31 32 |
13 - 31
t (g Ca1*Caa)P Ry -Ry g - (A
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C,pq tC

32)

Multiply Eq. (B.3) by -

(- ===

Co

-(VTt VGP-————-'V[(TW+TV)V6P]°[C

Ci1

a1, |
3Ly -
11

+ V[(T +1 )6P] (-

(@]

13

11 11

R1C2 C
11 11

- (Rg -

Multiply the above equation by

rearrange,

-[C11VTHV6P-C21V[(TW+TV)V6P]

+ - [- V(T +T )VGP] [022 11

{'[023011"013C21] [C35Cq1 -

- [Cc,,C

99C11 ~ §P + [C

12 21]}

- [R,C C

2C11 - -CyoC

1 21][ 32 11 12731

The above equation is Eq.

g Cp1 +Cppl*[- g7 €3y *C331}8P +R3 -R

[C35C,

11 3”

and add Eq. (B.4),

C,, +C

21 ¥ C22)

Cia Cia
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32°C;; “31/tr22 7T )

21]

g Cg3 *Cogle[- 7= C3; +C351/

11

12
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R Cgy1+[Cy0C1 7 - C15Cp: ]

]

(4.8).
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APPENDIX B. THE CALCULATION OF OVERALL
HEAT TRANSFER COEFFICIENT

Willhite (18) suggested the following trial and error
R AT procedure to determine the overall heat transfer coefficient,

Uo’ for wellbore heat losses calculation.
1) Assumg Uo'

2) Calculate the casing'inside;surfhce*temperature:

r

.ffrtoUoln ;ﬁi
Tes =T P T Tw)
where Th = cement-formation interfacg_temperature,
T, = wellbore inside temperature,
Tio = tubingr outside radius,
r, = radius of drill hole,.
Teo = casing'oufside radius,-
kcem = thermal conductivity of cement.

3) Eéfimété,ﬁeat transfer coefficient for radiation
between outside tubing surface and inSidércésing'
surface.

h_ = oF(T2 + T2, )(T._+T_.)
r w ci w ci’
_ - ~
[el + rto (el - 1)] 1’
to ci gi
emissivity,

'where~ ,_F

Stefan-Boltzmann constant.

Q
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T ol
R
T ey

4) - Estimate heat transfer coefficient for natural convec-

tion in annulus.

an
pa.n

an
g

5) Calculate Uo'

0.333,0.074
. kan 0.049(GrPr) Pr

“thermal conductivity of the fluid in annulus,

casing inside radius,
Pradntl number,

3 2

) gpan(T =T .)

(r

ci”Tto w o ci
(uan)2 Tan

viscosity of the fluid in annulus,

density of the fluid in annulus,

average temperature of annulus,

gravity.

r

r, 1n _b
too T

Uy = Gap * — )
° C r cem

el

. ¥ ihe assumed .alue and the calculated value of U do

not agree, repeat the steps until agreement is obtained

between two successive trials.





