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Abstract of the Dissertation

Repetitive and Iterative Learning Control for

Power Converter and Precision Motion Control

by

Kuo-Tai Teng

Doctor of Philosophy in Mechanical Engineering

University of California, Los Angeles, 2014

Professor Tsu-Chin Tsao, Chair

This thesis develops learning control algorithms for power converters and precision

motion control. The repetitive control is designed for power converters to provide

zero steady state error and harmonic compensation. A model-based iterative

learning control is designed for linear motor to track given reference profile with

sub-micron RMS error.

The objective of the control design for power converters is to compensate har-

monic distortions in the AC side to enhance power factor of the power converter.

For power inverter, implementations focus on compensating harmonic distortions

in the output AC voltage; For power rectifier, the objective is to compensate

harmonic distortions in the input AC current.

In order to compensate harmonics for power converters, the prototype repeti-

tive control [TTC89] is first being applied to power inverter in fixed frame. How-

ever, the power rectifier is not a linear system. To linearize the system at a more

meaningful equilibrium point, a D-Q transformation is applied. But the original

single-input single-output system become multi-input multi-output system in D-Q

rotating frame, the famous prototype repetitive control design mythology can not

be applied directly.

ii



Repetitive control for multi-input multi-output system is developed for the

control of power converters in D-Q rotating frame. The coupled dynamics in

the multi-input multi-output system is first decoupled by utilizing the Smith-

McMillan decomposition. Then the prototype repetitive control design is applied

to the decoupled single-input single-output system.

In the precision motion control, model-based iterative learning control is pro-

posed to achieve sub-micron RMS tracking error. The learning filter in iterative

learning control determines the performance in terms of convergence rate and con-

verged error. The ideal learning filter is the inverse of the system being learned.

For non-minimum phase system, direct system inversion would result in an un-

stable filter.

In this thesis, a data-based dynamic inversion method in frequency domain

is proposed. Different inversion filter was investigated in the thesis including

Zero-Phase-Error-Tracking-Controller (ZPETC), Zero-Magnitude-Error-Tacking-

Controller (ZMETC), Direct inversion, data-based phase compensator, and the

proposed data-based frequency domain inversion.
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CHAPTER 1

Introduction

According to International Energy Agency, global electricity demand increases

every year from 117,687 TWh in 2000 to 143,851 TWh in 2008 [Age12]. As the

energy consumption keeps climbing, concerns about transmission costs, power

quality, and the lack of power generations for localized demand are crucial for

the future power distribution system. Researchers strives to find alternatives

to typical radial form power distribution systems, the deployment of distributed

generation(DG) across the grid seems to be a logical and reasonable solution to

the aforementioned issues. Those DGs are usually small in size and adapt to

local resources, they utilize renewable energy and provide an alternative way to

traditional centralized power system [CN09].

Figure 1.1: Schematic of a Micro-grid system
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In order to convert the energy to compatible AC power in the grid, a power

electronic system is required for most of the DG. Depending on the type of DG,

the power electronic system may include inverter or rectifier or even both, as

shown in Figure 1.1. All of the above DGs have to have power converters to be

the interface between DG and main grid, either to drain current in phase with the

voltage to obtain good power quality or to output compatible current into main

grid [RBB07, KPB05, CMS02].

In addition to the microgrid system application, the power converters are

also widely employed in uninterrupted power supply [RBL97], active power fil-

ter [CGF04, SMS03], PWM inverter motor drive [BK04, HNA10] and other in-

dustry facilities. Total harmonic distortion (THD) is one important index to

evaluate the performance of the power converters. The harmonics lead to core

loss in motors, malfunctions in solid state devices, excessive heating, etc.

The typical controller design for power converters is to have a high bandwidth

inner current control loop with a low bandwidth outer voltage control loop [ZH03].

The controller design for DC power converters to have zero steady state error is

pretty easy, since both voltage and current are constant in steady state. However,

it is challenging to design a controller without steady state error for AC power

converters, due to their variant voltage and current. In the literature, a DQ

transformation is proposed to convert the AC variables into DC quantities. After

the transformation, a well-designed Proportional-Integral controller can reduce

the errors of the fundamental component to zero in steady state [RBB07, ZCS02,

SAG04].

Although PI control in DQ rotating frame guarantee zero steady state error,

it does not compensate for the harmonics other than fundamental. In order to

have compensation for other harmonics, a repetitive control, based on internal

model principle [FW76], is proposed and applied to the power converters to com-

pensate for harmonics. However, the power rectifier is a non-linear system, the

2



input variable is coupled with the AC current. In order to linearize the model,

the equilibrium points have to be chosen. In [SSP03], the equilibrium point of the

AC quantities are chosen to be the RMS value. However, the operation point of

AC voltage ranges from Vpeak to −Vpeak. In this thesis, we propose to linearize the

system in the DQ rotating frame where all the AC quantities become DC vari-

ables. It makes the chosen of equilibrium points more meaningful. While applying

DQ transformation doubles the system states and it also adds coupling effect be-

tween states. Therefore, a repetitive control for multi-input multi-output system

is proposed to control the power converters in DQ rotating frame to compensate

for harmonics.

Aside from learning control algorithms for power converters, the model-based

iterative learning control for precision motion control is also proposed in this

research. Iterative learning control (ILC) is a commonly used control methodol-

ogy for applications that execute the same task multiple times [BTA06, ACM07,

CMY06, KT04, SO91]. For these systems, the tracking reference has the same

length and keeps unchanged from one run to the next. This feature implies that

the error signal from the previous run has rich information. The objective of

ILC is to minimize the tracking error by taking advantage of the error infor-

mation from the previous runs to anticipate the control signal that can provide

high-performance tracking result. In various industrial applications that execute

repeated operation, ILC has shown its effectiveness on improving the performance.

This includes industrial robots [Tay04, GN01, Ari90], computer numerical control

machine [KT04], wafer stage motion systems [DB00, KK96, BA08], and chemical

processing [CQL04].

The learning filter in ILC determines the performance of the algorithm, it de-

cides how the past information will be used and which part of the information

will be learned. The proportional type (P-type) and proportional-derivative type

(PD-type) ILC are very popular among other learning filters [CL96, Saa94, CM02,

3



Ari90], since they do not require much knowledge about the system. However the

tuning process for these two learning filters could be tedious and the learning

process has to be reset whenever the parameters are adjusted. On the other

hand, there are several popular model-based ILC algorithms such as model inver-

sion methods, H∞ methods, and quadratically optimal design methods [BTA06].

Model inversion methods use the inverse of the system dynamic as the learning

function. H∞ methods formulate the problem into linear fractional transforma-

tion form and solves the model mismatch problem. In quadratically optimal design

methods, the learning function is defined in the lifted domain that minimizes the

quadratic cost criterion for the next iteration where the estimation is based on

the knowledge of the system model. The above model-based algorithms utilize

the system model in different manner but the performance is mainly determined

by the closeness of the model to the actual system.

For all different types of ILC algorithm, the idea behind designing or tuning

the learning function is to approximate the inverse of the system dynamic so that

the control law can be updated towards the optimal control for a given reference.

In the case of P-type and PD-type ILC, the approximation is made by tuning

proportional and derivative gains which constitutes a first order learning filter. A

first order filter may be able to capture the trend of the system dynamic while

high order dynamics could be missing which limits the convergence rate and the

steady state error for P-type and PD-type ILC.

In model-based ILC algorithms, learning function is obtained from the knowl-

edge of system dynamics. Although different algorithm formulates the learning

function differently, the main idea is to find a learning filter that is closest to the

inverse of the system dynamics. For model inversion based ILC, the learning func-

tion is simply chosen to be the inverse of the system dynamics. If the system dy-

namic is invertible, the tracking error should converge to zero within one iteration.

While the system has non-minimum phase zero, the inversion of the system will

4



become an unstable filter. In the literature, there are several methods that approx-

imate the inversion of non-minimum phase system. In time domain, zero-phase-

error tracking controller (ZPETC) [Tom87, TT87, KT14b], zero-magnitude-error

tracking controller (ZMETC) [RPL09], and direct inversion [CT14, CT13] have

been used to invert non-minimum phase system. In frequency domain, Model-less

Inversion-Based Iterative Control (MIIC) [KZ08] has been applied to inverse the

dynamic of atomic force microscope.

In this thesis, a data-based dynamic inversion method in frequency domain

is proposed to approximate the inverse of system dynamic. It utilizes the infor-

mation from testing data in frequency domain to construct the learning function

which not only reduces the unmodeled dynamics but also gets around the issue of

inverting non-minimum phase system. All the aforementioned inversion methods

are implemented on a linear motor for tracking a non-circular piston profile and a

50 Hz triangle wave. The performance is compared in terms of convergence rate

and final converged error.

The remainder of the thesis is organized as follows: In Chapter 2, the Repeti-

tive control for MIMO system will be introduced. Smith-McMillan decomposition

method is used to decoupled the MIMO system to enable the design of prototype

repetitive control. And then the proposed MIMO repetitive control is implemented

to control the power inverter and power rectifier in Chapter 3 and 4 respectively.

In Chapter 5, the design of model-based iterative learning control is presented.

Finally, the concluding remarks are made in Chapter 6.

5



CHAPTER 2

Repetitive Control for Multi-Input

Multi-Output (MIMO) System

In [TTC89], the prototype repetitive control design for single-input single-output

system is presented. The analysis shows that in order to satisfy the stability con-

dition, the designed repetitive controller has to satisfy the Diophantine equation.

One of the solution to that is the Zero-Phase-Error-Tracking-Controller (ZPETC).

In this chapter, the Smith-McMillan decomposition method is used to trans-

form the original coupled MIMO system into a coordinate where the states are

decoupled. Within the transformed coordinate, the ZPETC design can be imple-

mented on the diagonal SISO system. Therefore, the prototype repetitive control

can be applied to the SISO system in the transformed coordinate directly.

2.1 Prototype Repetitive Control

Consider the feedback control system shown in Figure 2.1, where P is the open

loop plant model, C is the stabilizing feedback controller, and d is the disturbance

signal composed of multiple harmonics of know frequency ω. And the closed-loop

system can be defined as

G =
CP

1 + CP
= z−dB

A
(2.1)
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r y

−

d

G

Figure 2.1: The repetitive control CRC is plug-in to an existing stable feedback

loop

According to internal model principle [FW76], in order the reject the sinusoidal

disturbance, the feedback loop has to incorporate the disturbance model. The

internal model is implemented by using a positive feedback loop wrapped around

a group delay that corresponds to the period of the sinusoidal signal. A general

from of the repetitive controller can be described by

CRC =
1

1− z−N
· R
S

(2.2)

In [TTC89], it shows that the class of (S,R) that guarantees asymptotically

stability corresponds to solve a high order Diophantine equation. But a special

case under this class of stabilizing controller is proposed

R

S
= kr

z−N+dAB−∗

B+
(2.3)

which is the ZPETC for the preexisting stable closed loop system.

Although the above prototype repetitive control design is mainly for SISO

systems, the major hinder for applying it MIMO system is the formulation of

ZPETC. If one can find a ZPETC for the MIMO stable closed loop system G

such that
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FG =











d1

d2
. . .

dn











(2.4)

where di are linear phase filters. Then the prototype repetitive control design can

be applied to every diagonal filters individually.

2.2 Multi-variable Zero-Phase-Error-Tracking-Control

In this section the Zero-Phase-Error-Tracking-Control algorithm for MIMO sys-

tem is presented. The ZPETC is first introduced in [Tom87] for SISO plant, the

concept is to cancel the phase distortion from the unstable zeros by including the

complex conjugate of the unstable zeros in the inversion filter. In [Tsa88], Tsao

proposed the idea of extending the ZPETC to MIMO plant can be implemented

by utilizing Smith-McMillan decomposition [Mac89]. But no applications of using

ZPETC to MIMO system for designing repetitive control has been published.

This section will present the design of ZPETC for MIMO system that enables

the prototype repetitive control to MIMO systems.

2.2.1 Smith-McMillan Form

The Smith-McMillan form is used to factorize the poles and zeros of a transfer

function matrix with multiple inputs and outputs.

Definition 1. A matrix Pn×m = [pij(z)] is a polynomial matrix if pij(z) is a

polynomial in z for i = 1, 2, . . . n and j = 1, 2, . . .m.

Definition 2. A unimodular matrix is a polynomial matrix that its determi-

nant is a constant.
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Definition 3. The elementary operation of a polynomial matrix is the same

as of a real matrix, and it is one of the following:

• Interchange of two rows of columns

• multiplication of one row or column by a constant

• addition of one row/column to another row/column times a polynomial

Definition 4. Two polynomial matrices P(z) and D(z) are equivalent, if there

exists a set of elementary matrices Li and Ri such that

D(z) = L1(z)L2(z) · · ·Ln1(z)P(z)R1(z)R2(z) · · ·Rn2(z) (2.5)

Using the aforementioned notation, if we choose the suitable set of Li and Ri

matrices, the original polynomial matrix Pn×m can be transformed into a pseudo-

diagonal n×m matrix D(z), the Smith form:

D(z) = diag(d1(z), d2(z), · · · , dr(z), 0, · · · , 0) (2.6)

where r is the rank of P(z) and di(z) is a factor in di+1(z).

Suppose G(z)n×m is a n×m transfer function matrix, where n is the number

of outputs and m is the number of inputs, and the rank of G(z) is r. We will

write the transfer function matrix in the following form,

G(z) =
1

A(z)
·P(z) (2.7)

Just as the polynomial matrix P(z) can be transformed into a pseudo-diagonal

matrix D(z), the transfer function matrix G(z) is equivalent to a pseudo-diagonal

transfer function matrix. This matrix M(z) is the Smith-McMillan form of the

transfer matrix G(z).
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Theorem 1. (Smith-McMillan from). Let G(z) = [Gij(z)] be an m × m

transfer function matrix,

G(z) =
P(z)

A(z)
(2.8)

where P(z) is an m ×m polynomial matrix of rank r and A(z) is the least com-

mon multiple of the denominators of all elements of Gij(z). Then G(z) can be

transformed to a pseudo-diagonal transfer function matrix M(z) by proper choice

of L(z) and R(z) as

M(z) = L(z)G(z)R(z) (2.9)

= diag[
m1(z)

a1(z)
,
m2(z)

a2(z)
, · · · , mr(z)

ar(z)
, 0, · · · , 0] (2.10)

where di(z)
A(z)

= mi(z)
ai(z)

after all the possible cancellations being performed.

2.2.2 ZPETC for MIMO plant

For a given MIMO plant Gm×m(z), let F(z) be

F(z) = R(z)N(z)L(z) (2.11)

where

N(z) = diag
[

z−nu ai(z)m
−

r (z)(m−

ri(z))
∗

bm+

i
(z)

]

(2.12)

where m−

ri(z) represents the unstable zeros that are in mr(z) but not in mi(z),

and nu is the number of unstable zeros in mr(z)
ar(z)

.

The transfer function of FG can be written as

FG = R(z)N(z)L(z)L−1(z)M(z)R−1(z) (2.13)

= R(z)diag
[

z−nu ai(z)m
−

r (z)(m−

ri(z))
∗

bm+

i (z)

]

diag
[
m1(z)
a1(z)

,
m2(z)
a2(z)

, · · · , mr(z)
ar(z)

]

R−1(z)

(2.14)

= z−num
−

r (z)(m
−

r (z))
∗

b
· I (2.15)

where b is a scalar to compensate for the magnitude of FG.
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Although this section only shows the extension of SISO ZPETC to MIMO

plant, other dynamic inversion method for SISO plant can be applied as well.

For Zero-Magnitude-Error-Tracking-Control [RPL09], the diagonal transfer

function matrix N(z) will be,

Nzm(z) = diag
[

ai(z)m
−

ri(z)

m+

i (z)(m−

r (z))∗

]

(2.16)

where m−

ri(z) represents the unstable zeros that are in mr(z) but not in mi(z).

For Direct Inversion [CT14],

Ndi(z) = diag
[(

z−nu ai(z)
mi(z)

)

FIR

]

(2.17)

where nu is the length of the FIR filter being used to approximate the dynamics

of the unstable zeros.
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CHAPTER 3

Repetitive Control of Power Inverter for

Harmonic Compensation

In this chapter, the Voltage Source Inverter (VSI) will be introduced. The Sinusoidal-

Pulse-Width-Modulation technique is used to drive the Insulated-gate bipolar

transistor (IGBT) switches on the inverter. Sampling process is synchronized

with the PWM carrier signal to reconstruct the average signal value while vio-

lating Nyquist sampling theorem. A Proportional-Integral control is first used

in fixed frame to provide baseline performance. Since PI can only guarantee

zero steady sate error for constant reference/disturbance, the tracking error is ex-

pected to be significant. In [ZCS02] a D-Q rotating transformation technique is

proposed for single phase power inverter into convert AC variables to DC quanti-

ties. Therefore, PI control in D-Q rotating frame will have zero steady state error

at fundamental frequency. However harmonics other than fundamental are not

being taken care of.

In order to tack given AC voltage waveform and compensate for its harmonics,

repetitive control is further introduced to both fixed frame and rotating frame.

The repetitive control design is straightforward in fixed frame where the prototype

repeititve control [TTC89] can be applied directly. However, in rotating frame,

the original Single-Input Single-Output (SISO) system becomes Mulit-Input and

Multi-Output (MIMO) system coupled by the frequency of the AC variables which

makes the repetitive control design challenging. The Repetitive control for Mulit-

Input and Multi-Output system introduced in Chapter 2 will be applied to design
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the repetitive control in D-Q rotating frame for power inverter.

Different control methods are implemented to the power inverter. The experi-

mental results will be presented to compare the performance of tracking error and

total harmonic distortion (THD) of the output voltage.

3.1 Introduction of Power Inverter

Figure 3.1 shows the typical topology of single phase full bridge voltage source

inverter (VSI). The VSI plays a vital role in microgrid applications, it converts

power from different power generations into AC power that is compatible with grid

power. There are two modes of operation for VSI in microgrid application: Grid-

tied and Off-grid. When the VSI is connected to the grid, the control objective

is to output maximum current while maintain the phase of the output current in

phase with the grid voltage; In off-grid mode, the control object is to maintain

the output voltage at desired magnitude and frequency.

The output AC voltage can be controlled by switching the full-bridge in an

appropriate manner. The Sinusoidal-PWM scheme is used to generate the proper

gating signals for the switches in full-bridge inverter to control the amplitude and

frequency of the output AC voltage. In order to have a clean AC power output,

a control method that can compensate for harmonics is required.

The total harmonic distortion (THD) of a signal is a measurement of the

harmonic distortion present and is defined as the ratio of the sum of the powers

of all harmonic components to the power of the fundamental frequency, as shown

in Equation 3.1. In electrical power systems, lower THD means reduction in peak

currents, heating, emissions, and core loss in motors.

THD =

√

V 2
2 + V 2

3 + · · ·+ V 2
n

V1
(3.1)
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Figure 3.1: Circuit schematic of Singel-Phase Full Bridge PWM Invereter: the ob-

jective is to have the output voltage Vout in phase with given AC voltage waveform

with small total harmonic distortion (THD)

3.2 System Configuration

The switching function of the upper and lower transistor in arm n as shown in

Figure 3.1 are represented by sna and snb respectively. When switch is closed, it

corresponds to sx = 1. And the condition sx = 0 imply open switch. And the

following switching constraint is imposed to avoid short circuit on the DC source,

Sna + Snb = 1 (3.2)

Using the switching function defined in 3.2, the input voltage to the LC filter,

Vin, can be related to the DC link voltage, VDC as,

Vin = (S1a − S2a) VDC (3.3)

The derivative of the inductor current can be written as,

L
dIL

dt
= Vin − Vout (3.4)

The derivative of the capacitor voltage can be represented as,
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C
dVc

dt
= IL − 1

Z
Vout (3.5)

Combining Equation 3.3-3.5, the following state-space model can be obtained,

d

dt




IL

Vout



 =




0 − 1

L

1
C

− 1
ZC



 ·




IL

Vout



+





1
L

0



 · Vin (3.6)

As the switching frequency of the PWM is very fast with respect to the dy-

namic of the electrical system, the converter may be modeled as continuous system

by applying the average operator

x̄(t) =
1

T

∫ t

t−T

x(τ)dτ (3.7)

where T is the period of the PWM carrier signal.

3.2.1 Sinusoidal-Pulse-Width-Modulation

As mentioned in Equation 3.2, the switching constraint is added to the PWM

modulation so that the short circuit on the DC source can be avoided. Figure 3.2

shows the generation of gating pulses for driving the full-bridge switches shown

in Figure 3.1.
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�
Figure 3.2: The gating pulses is generated by comparing the control signal with

the carrier signal.

Figure 3.3 shows an example of a SPWM process while the control signal is

a sinusoidal signal. The third plot is the output from the comparator, and the
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fourth plot is the complement of that. From Equation 3.3, the input voltage to the

LC filter can be constructed by using the gating pulses from third and fourth plot,

and the result is shown as the blue line in the bottom plot. It is evident that while

the output of the comparator changes, all four switches are going to change states

at the same time. Due to the commutation time requires for non-ideal switches, a

proper dead-time is necessary for driving the full-bridge switches. In other words,

a short period of delay has to be added before the switch-on gating signal is being

sent to the gate. Otherwise, this would result into a short circuit across the input

DC source voltage, leading to current circulation through the full-bridge.
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1

0.8 0.85 0.9 0.95 1 1.05 1.1 1.15 1.2
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1

0.8 0.85 0.9 0.95 1 1.05 1.1 1.15 1.2
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0
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1
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0
0.5

1
1.5

0 0.5 1 1.5 2 2.5 3

−100
0
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Figure 3.3: Example of a SPWM process: the control signal (blue in top two

plots) is compared with the carrier signal (black in top two plots), and the gating

pulses are generated (in third and fourth plots). After filtering Vin through the

low-pass LC-filter, the sinusoidal output voltage, Vout, can be expected.

16



In the experiment, both of the comparator circuit and the dead-time are being

implemented on the Field-programmable gate array (FPGA) in a 40 Mhz loop.

The IGBT switches used in this thesis has turn-on time at 420 ns, for extra safety

the dead-time is chosen to be 1 µs

3.2.2 Synchronization of Sampling and PWM

As stated in Section 3.2, the power inverter is controlled by the PWM modula-

tor which will create high frequency ripples on the output power. According to

Nyquist sampling theorem, the sampling rate should be at a frequency that the

spectrum of the signal is negligible at the Nyquist frequency. This would require

a sampling frequency at least a order of magnitude higher than the switching

frequency. But the hardware capability limits the sampling frequency from being

too fast, the Nyquist sampling theorem has to be violated.

�

���
����	
���

�
�

��������������
�
��
	

Figure 3.4: Example shows the effect of sampling timing: If the sampling is

synchronized with PWM, the averaged signal can be reconstructed (purple line).

While the sampling is not properly synchronized with PWM, the sampled data

may be off from the average signal (red line)
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However, if the sampling processes are synchronized with the PWM carrier

signal properly, the effect of aliasing can be attenuated and the sampled data will

be in close proximity to the average value of the actual signal. This effect can

be observed from Figure 3.4, the reconstructed signal will be the average value

of the actual signal if the sampling process takes place in the middle of the on

or off state of the gating pulses. And the on/off state of the gating signal is

either the beginning of the end of each period of the PWM carrier signal. In

other words, the fastest sampling frequency without aliasing effect can only be

as fast as twice the switching frequency. When the sampling rate is slower than

the switching frequency, the sampling frequency has to be chosen such that the

switching frequency is an integer multiple of the sampling frequency.

3.2.3 Real-Time Control System

In the power inverter system shown in Figure 3.1, signals that are being measured

are the input DC voltage, VDC , output AC voltage, Vout, and the inductor current,

IL. Both of the voltage sensors are simple voltage divider that step down the

voltage to the range of the digital input port; a hall effect sensor with gain 1

mA/mV is used for current sensing.

Unlike the conventional double loop control structure with inner current loop

and outer voltage loop, this research only uses the voltage controller to close the

loop. And the control signals are the gating pulses that generated from the PWM

driver.

National Instruments Reconfigurable IO card NI-7833R process both sensor

and control signals, as shown in Figure 3.5. The Field Programmable Gate Array

(FPGA) is used to sample the analog signals and generate the gating signals for

the switches. All the low level control ans sensing utilities are being executed in

the FPGA, including PWM modulator, synchronization between sampling and
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PWM, and the dead time delay. A personal computer serves as the real-time

processor that executes the control algorithm and communicate with the FPGA.

The control software is coded using National Instruments LabVIEW, LabVIEW

FPGA module, and LabVIEW RealTime module.
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Figure 3.5: Block diagram of LabVIEW real-time control system

3.3 AC Voltage Tracking with PI Control

In this section, the Proportional-Integral controller is designed to control the power

inverter to track the 60 Hz sinusoidal AC voltage with small harmonics. Figure 3.6

shows the spectrum of output voltage while the power inverter is operating without

any control action. The spectrum of the output voltage contains components at
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odd harmonics up to 27th order. The control objective is to track the given 60

Hz sinusoidal AC voltage while compensate for the harmonics.
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Figure 3.6: Spectrum of output voltage for open loop system (THD = 7.096 %)

3.3.1 Modeling of power inverter

Although the continuous time model of the power inverter can be derived by

applying the average operator to Equation 3.6, the actual experimental kit is an

out-of-shelf product which has extra components damping out the resonant from

the analytical model.

3.3.1.1 Fixed frame

Using a psuedo-random binary signal (PRBS) excitation on a open-loop system,

a time domain system identification is performed with MATLAB System Identi-

fication Toolbox. Using N4SID model fitting, a second order open-loop system is

identified as shown in Figrue 3.7.
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Figure 3.7: Curve fit of open loop system

3.3.1.2 Rotating frame

One of the control objective of power inverter is maintaining the output voltage

at desired magnitude and phase. Those quantities are sinusoidal waveforms in

fixed frame but DC values in DQ rotating frame. By transforming the averaged

model into DQ rotating frame, a properly designed PI controller can guarantee

zero steady state error on the output current or voltage.

However, the transformation from stationary frame to DQ rotating frame re-

quires two orthogonal quantities. In three phase power systems, the original com-

ponents within ABC frame are first being transformed to the stationary αβ frame

where all the quantities are in pair and orthogonal. Then the DQ transformation

matrix in (3.8) is applied to further transform the orthogonal components into

synchronous DQ rotating frame.




vd

vq



 =




cos θ sin θ

− sin θ cos θ



 ·




vα

vβ



 (3.8)
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In single phase power systems, the AC components do not appear in pairs

which does not satisfy the criteria for applying DQ transformation. However, we

can construct a fictitious circuit that is in parallel with the real circuit, as shown

in Figure 3.8. Assuming all the components in the two circuits are identical

expect that the control command to the fictitious circuit has a 90o phase lag

than the real circuit, then all the variables in the two circuit will be orthogonal

components [ZCS02].
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Figure 3.8: The variables from the fictitious circuit enables the DQ transformation

for single-phase circuit.

Applying the DQ transformation matrix in Equation 3.8 to the fixed frame

model in Equation 3.6, the state-space model in the DQ rotating frame can be

obtained,
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d

dt




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
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
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ZloadC

ω

0 1
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−ω − 1
ZloadC


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






+











VDC

L
0

0 VDC

L

0 0

0 0











·




Dd

Dq



 (3.9)

In the DQ rotating frame, the system becomes a multi-input multi-output

system that coupled by the AC frequency ω. By applying the transformation

matrix to the identified model in Figure 3.7, the frequency response in DQ rotating

frame can be obtained in Figure 3.9.
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Figure 3.9: Curve fit of inverter model data in DQ frame

3.3.2 PI control in Fixed Frame

As the typical inverter control, a non-model based PI control for the power inverter

is designed to guarantee zero steady state error. Since the tracking reference for

power inverter is the output AC voltage, the PI control is not expected to do well.

Figure 3.10 shows the spectrum of the tracking error, it is evident that PI
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Figure 3.10: Spectrum of the tracking error on output voltage Vout

control is not able to track the sinusoidal AC voltage with zero steady state

error. The phase lag in the closed loop system causes a large error at 60 Hz. In

addition, the harmonics are still significant in the output voltage. Although it

does attenuate the 3rd and the 5th harmonics by about 20 dB, the THD only gets

reduced by 0.2% which means the other harmonics are not being affected.

In order to track the 60 Hz AC voltage better, and also increase the bandwidth

of the PI controller, a DQ transformation that converts the AC variables into DC

quantities will be introduced in the next section. By designing the PI control in

the rotating frame, the 60 Hz AC voltage becomes DC variable. Meaning the PI

control in the rotating frame will be able to guarantee zero steady state tracking

error at 60 Hz.

3.3.3 PI control in Rotating Frame

In this section, the same PI control used in the fixed frame is used for both channel

of the MIMO system. Figure 3.12 shows the frequency response of the closed-loop
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Figure 3.11: Spectrum of the output voltage Vout. (THD = 6.82 %)

MIMO system. Although the system is not fully decoupled by the PI control, the

coupling effect at low frequency is pretty weak. The PI control is expected to

have zero steady state error at 0 Hz which corresponds to 60 Hz in fixed frame.

The spectrum of the tracking error on output voltage, shown in Figure 3.13,

validates that PI control in DQ rotating frame provides zero steady state tracking

error as the magnitude of the spectrum at 60 Hz is below -60 dB. However, the

other harmonics, especially odd harmonics, are not being taken care of by PI

control. If we further look at the spectrum of the output voltage in Figure 3.14,

the odd harmonics components are still significant.

The PI control has infinite loop gain at 0 Hz in DQ rotating coordinate which

is 60 Hz in fixed coordinate. Therefore, a PI control in DQ rotating coordinate is

actually an internal model principle (IMP) type controller. Meaning if we use an

IMP type controller that can deal with multiple harmonics, the output voltage is

expected to have better performance with smaller THD.
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Figure 3.12: Frequency response of closed-loop system in DQ frame
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Figure 3.13: Spectrum of tracking error on output voltage Vout

3.4 Harmonic Compensation by Repetitive Control

In this section, the prototype repetitive control introduced in 2.1 will be used

to control the power inverter. Since repetitive control uses a positive feedback

26



0 500 1000 1500 2000
−100

−80

−60

−40

−20

0

20

Freq. (Hz)

Voltage Spectrum

 

 
dq−PI

Figure 3.14: Spectrum of output voltage Vout. (THD = 2.5%)

loop wrapped around a group delay that corresponds to the period of 60 Hz

sinusoidal AC voltage, it can not only provides perfect tracking but also rejects

the disturbances at that frequency or its harmonics.

In 3.4.1, a plug-in repetitive control will be designed for the closed-loop system

in the fixed frame. Since the power inverter is a single-input single-output in

fixed frame, the prototype repetitive control [TTC89] can be applied directly. In

section 3.4.2, we proposed to design the repetitive control in the DQ rotating

coordinate where the power inverter becomes a MIMO system. The repetitive

control for MIMO system design methodology introduced in 2 will be used.

3.4.1 Repetitive Control in Fixed Frame (SISO)

3.4.1.1 Prototype Repetitive Control

The identified model shown in Figure 3.7 is used to design the prototype repeti-

tive controller in equation 2.2. In order to incorporate model uncertainty in the
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control design, a Q-filter is added into the repetitive control structure as shown

in Figure 3.15.

Q z−N+d+Nq F

z−d

e v

CRC

Figure 3.15: Block diagram of plug-in repetitive control

To ensure stability, repetitive control design must satisfy

‖(1− FG)Q‖ < 1 (3.10)

where ‖ · ‖ is abuse of notation and the precise meaning is the magnitudes are

smaller than 1 across all frequencies. And the Q-filter is typically chosen to be

a linear phase low-pass filter for maintaining robust stability and the zero-phase

property [TT94].

Assuming the actual system dynamic is represented by Ga, then the left hand

side of the Equation 3.10 can be written as,

‖(1− FGa)Q‖ = ‖(1− FG+ FG− FGa)Q‖ (3.11)

≈ ‖(FG− FGa)Q‖, where |FG| ≈ 1 (3.12)

= ‖FG

(
G−Ga

G

)

Q‖ (3.13)

≈ ‖G−Ga

G
·Q‖ (3.14)
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Figure 3.16: Magnitude of Q-filter and inverse of multiplicative modeling error for

robust stability of power inverter

Combining Equation 3.10 and 3.14, a sufficient condition for robust stability

is

‖Q‖ < ‖ G

G−Ga
‖ (3.15)

Figure 3.16 shows the magnitude of Q-filter and the inverse of multiplicative

modeling error. The Q-filter is chosen to be

Q =
(
0.25 + 0.5z−1 + 0.25z−2

)n
(3.16)

with n = 4

Figure 3.17 shows the spectrum of the tracking error, repetitive control not

only tracks the 60 Hz AC voltage with error at -65.8 dB but also suppress all

the harmonics below -50 dB. The output voltage spectrum in Figure 3.18 further

shows that the highest component among all harmonics is at 3rd harmonic with

magnitude at -50 dB, and the THD is being reduced to 0.14 %.
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Figure 3.17: Spectrum of the tracking error on the output voltage for Repetitive

control
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Figure 3.18: Spectrum of the output voltage for Repetitive control (THD=0.14%)
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3.4.1.2 Harmonic Resonator

Other than the prototype repetitive control, Wang [WCT09] introduced an intern

model type controller for tracking/rejecting signal at specific interested frequency.

The idea is to replace the group delay in the positive feedback loop of the repetitive

control by peak filter as shown in Figure 3.19. The peak filter in the positive

feedback loop provides high loop gain at the interested frequencies while reject

the components at other frequencies. The detail analysis and derivation of this

IMP type control design is omitted here but can be found in [KT14a, WCT09].

L F
e v

+

CHR

Figure 3.19: Block diagram of the plug-in Harmonic Resonator

One of the advantage of Peak filter design over Repetitive control is that

the location of the peak is a design parameter. One can design the peak filter

according to the output spectrum of the pre-stabilized system. From Figure 3.6,

the output spectrum of the open-loop system shows significant components up to

23th harmonics. We designed the peak filter in this section to have 12 peaks at

the odd harmonics from 1-23. And the frequency response of the peak filter is

shown in Figure 3.20. Therefore, the harmonic resonator is expected to not only

track the 60 Hz AC voltage but also compensate for harmonics from 3rd to 23rd.

Figure 3.21 and 3.22 shows the spectrum of the tracking error and output

voltage respectively. The harmonic resonator effectively compensate for the har-

monics at the designed frequencies. Since no control action was taken for har-

monics higher than 1380 Hz, the THD of the harmonic resonator is not as good
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Figure 3.20: Frequency response of the peak filter with 12 peaks at odd harmonics

from 1 to 23th

as repetitive control who takes care of harmonics up to the bandwidth of Q-filter.

But the harmonic resonator still has THD at 0.15 % which is only 0.01 % higher

than the THD for Repetitive control.

3.4.2 Repetitive Control in Rotating Frame (MIMO)

3.4.2.1 Prototype Repetitive Control

In section 3.3, we showed that the performance of PI control in both tracking

and harmonics compensation can be improved in DQ rotating frame. Although

repetitive control has shown decent performance in fixed frame with THD at

0.14%, the success of PI control in DQ rotating frame gives a motivation for

designing repetitive control in DQ coordinate.

However, the power inverter system becomes a MIMO system after applying

DQ transformation, as shown in Equation 3.9. Figure 3.12 shows the coupling
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Figure 3.21: Spectrum of the tracking error on the output voltage for Harmonic

Resonator
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Figure 3.22: Spectrum of the output voltage for Harmonic Resonator

(THD=0.15%)
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effect for the closed-loop system are too significant to ignore. Therefore, the

design of repetitive control for MIMO system introduced in 2.1 will be utilized in

this section.

Given the closed-loop MIMO system model,

Gdq(z) =





0.0070261(z+12.39)(z2−1.874z+0.8824)
(z−0.9441)(z−0.9243)(z2−1.865z+0.8761)

0.0023657(z−0.9006)(z2−0.2559z+0.4529)
(z−0.9441)(z−0.9243)(z2−1.865z+0.8761)

−0.0026715(z−0.899)(z2−0.3913z+0.4412)
(z−0.9441)(z−0.9243)(z2−1.865z+0.8761)

0.0070261(z+12.39)(z2−1.874z+0.8824)
(z−0.9441)(z−0.9243)(z2−1.865z+0.8761)





(3.17)

by applying the Smith-McMillan decomposition in section 2.1, the equivalent

transfer function matrix of the MIMO system Gdq can be calculated

M(z) =





1
(z−0.9441)(z−0.9243)(z2−1.865z+0.8761)

0

0 (z2−1.861z+0.6861)(z2−1.886z+0.8956)
(z−0.9441)(z−0.9243)(z2−1.865z+0.8761)





(3.18)

and the ZPETC for MIMO system Gdq can be further formulated by using Equa-

tion 2.11 and 2.12. Figure 3.23 shows the frequency response of the compensated

I/O map, FzpGdq. The magnitude of the off-diagonal elements of FzmGdq are small

enough, -110dB and -200 dB respectively, to be ignored.

Since the compensated I/O map is a decoupled MIMO system with same

transfer function at the diagonal terms, we can treat it as two SISO system while

implementing the positive feedback loop in repetitive control structure.

Figure 3.24 and 3.25 shows the spectrum of tracking error and output voltage

for MIMO repetitive control. The performance is similar to repetitive control in

fixed frame, all the harmonics are below -50 dB. But minor improvement can be

shown by looking at the THD, repetitive control in fixed frame has THD at 0.14%

compared to 0.11% in DQ coordinate.

3.4.2.2 Harmonic Resonator

With the design of ZPETC for MIMO system shown in Chapter 2, the peak filter

design for SISO system in [KT14a, WCT09] can also be applied to MIMO system.
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Figure 3.23: Frequency response of compensated I/O map, FzpGdq, for MIMO

system
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Figure 3.24: Spectrum of the tracking error on the output voltage for MIMO

repetitive control
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Figure 3.25: Spectrum of the output voltage for MIMO repetitive control

(THD=0.11%)
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But the frequency gets shifted by 60Hz in rotating frame, the selection on the

interested frequency in peak filter will be different. Instead of choosing all the

odd harmonics from 1st to 23rd harmonic, we should place the peaks at even

harmonics from 2nd to 24th. Although we are using the same number of peaks in

the harmonic resonator design, the PI control in rotating frame already takes care

of the fundamental harmonic which allows the harmonic resonator to compensate

for one more harmonic.

Figure 3.26 and 3.27 shows the spectrum of tracking error and output voltage

for MIMO harmonic resonator. The performance is similar to harmonic resonator

in fixed frame, all the harmonics are below -50 dB. But minor improvement can

be shown by looking at the spectrum at the 25th harmonic. Since the design of

peak filter only takes care of the first 12 odd harmonics, the output spectrum of

harmonic resonator in fixed frame, shown in Figure 3.22, shows an increase in

magnitude from 23rd to 25th harmonic. However, frequency gets shifted by 60Hz

in rotating frame, in other words the same number of peaks in harmonic resonator

in rotating frame will be able to compensate one more harmonic component than

in fixed frame. The experiment results show that harmonic resonator in rotating

frame further reduce the THD to 0.13% compared to 0.15% in fixed coordinate.
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Figure 3.26: Spectrum of the tracking error on the output voltage for MIMO

harmonic resonator
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Figure 3.27: Spectrum of the output voltage for MIMO harmonic resonator

(THD=0.13%)
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3.5 Conclusion

Implementing control within DQ rotating frame is able further improve the over-

all performance, it not only enhances the tracking of 60Hz AC voltage but also

adds more compensation to the harmonics. In either fixed frame or DQ rotating

coordinate, repetitive control is able to compensate the harmonics components to

a very small extent with THD around 0.1%. Although the MIMO repetitive con-

trol does not have significant improvement over SISO repetitive control for power

inverter, it could be beneficial for other applications where the control can only

be design for MIMO system.

In the next chapter, the control of power rectifier will be discussed. Since the

power rectifier is a non-linear system, linearize the system in DQ rotating frame,

where all the variables are DC quantities, is beneficial than in fixed frame. Like

power inverter, the rectifier becomes a MIMO system in DQ rotating frame where

MIMO repetitive control will be applied.
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CHAPTER 4

Repetitive Control of Power Rectifier for

Harmonic Compensation

In this chapter, the Boost Rectifier will be introduced. The power rectifier shares

the same full-bridge switches as shown in 3.1 but the power flows in the opposite

direction. The power rectifier converts the AC voltage to a preset DC voltage

by controlling the switches. Typical double control loop design is used the inner

current loop controls the inductor current in phase with the AC voltage and the

outer voltage loop regulates the DC voltage. In this chapter, the control design

focus on the inner current loop while the outer voltage loop will be regulated by

the same PI control.

A PI control is first used in fixed frame to provide baseline performance. Since

PI can only guarantee zero steady sate error for constant reference/disturbance,

the tracking error is expected to be significant meaning more reactive current will

be circulating through the circuit. Since the power rectifier is a non-linear system,

the model has to be linearized prior the design of repetitive control. Instead of

linearizing the model in fixed frame, we proposed to convert the model to DQ

coordinate before linearization.

In DQ coordinate, the original Single-Input Single-Output (SISO) system be-

comes Mulit-Input and Multi-Output (MIMO) system coupled by the frequency

of the AC voltage. The Repetitive control for Mulit-Input and Multi-Output sys-

tem introduced in Chapter 2 will be applied to design the repetitive control in

D-Q rotating frame for power rectifier.
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Different control methods will be implemented to the power rectifier. The

simulation results will be presented to compare the performance of tracking error

and total harmonic distortion (THD) of the AC current.

4.1 Introduction of Power Rectifier

Traditionally, the rectifiers are developed using diodes to provide DC power. There

are several drawback of these designs including poor power factor at input AC

current, poor power quality due to injected current harmonics, low efficiency, and

large size of AC and DC filters. In several standards [F I93, SSC03], strict require-

ments of power quality have been announced and are being enforced. Because of

all these problems, a new breed of rectifiers using solid state devices such as IGBTs

has been developed.

The high frequency switching in full-bridge rectifier is able to reduce the size

of AC and DC filters. Besides, the harmonics injected to the current can be com-

pensated by controlling the switches properly. Therefore, the full-bridge rectifier

has drawn more and more attentions.

The control objective of the rectifier is to control the inductor current in phase

with the AC voltage at minimal THD while regulating the DC voltage at a given

level. In this section, the double-loop control structure will be employed where

high-bandwidth control of inner current loop and lower bandwidth closed-loop

controller on the outer voltage loop will be discussed.

4.2 Modeling of power rectifier

4.2.1 Average model in fixed frame

Figure 4.1 shows the topology of single phase full-bridge boost rectifier. Using the

switching defined in Equation 3.2, the input voltage to the rectifier bridge Vin is
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Figure 4.1: Topology of single phase full-bridge boost rectifier

related to the output DC-link voltage Vc as,

Vin = s1aVc − s2aVc

= (s1a − s2a)Vc (4.1)

The load current can also be related to the inductor current as,

IC + IRL
= s1aIL − s2aIL

= (s1a − s2a)IL (4.2)

The derivative of the capacitor voltage can be written as,

C
dVc

dt
= IC (4.3)

And the derivative of the inductor current can be written as,

L
dIL

dt
= VAC − Vin (4.4)

Combining Equation 4.1-4.4, the following mathematical model can be obtained,

dIL

dt
=

VAC

L
− (s1a − s2a)

Vc

L
(4.5)

dVc

dt
= − Vc

RLC
+ (s1a − s2a)

IL

C
(4.6)
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By applying the average operator in Equation 3.7 to Equation 4.5 and 4.6, the

average model of single phase boost rectifier can be represented as

d

dt




IL

Vc



 =




0 D

L

D
C

− 1
RLC








IL

Vc



+





VAC

L

0



 (4.7)

where the control input D is coupled with the states.

In order to linearized the model, the equilibrium points have to be chosen.

For the output DC voltage Vc, it is straight forward to choose the desired output

DC voltage as the equilibrium point. As for the input voltage VAC, it varies from

positive peak to negative peak which makes it difficult to choose a reasonable

equilibrium point.

In [SSP03], the equilibrium point of the AC voltage is chosen to be the RMS

value. However, the operation range of AC voltage could be far away from that

point since the voltage can drop down to negative values so the linearized model

will not be accurate in those range. Therefore, we proposed to linearize the model

in the DQ coordinate.

4.2.2 Small-signal model in rotating frame

Instead of linearizing the average model in the fixed frame, we proposed to con-

vert the model into DQ coordinate before linearization. Since all the AC variables

become DC in DQ frame, the chosen of the equilibrium point will be more mean-

ingful than in fixed frame.

A fictitious circuit has to be added in parallel with the real circuit to enable

the DQ transformation for single phase rectifier as shown in Figure 3.8. Assuming

all the components in the real and fictitious circuit are 90o out of phase, then all

the AC variables will be orthogonal pairs. The average model includes the real
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and fictitious circuit can be rewritten as

L
d

dt




IL,a

IL,b



 =




Va

Vb



−




Dan,a

Dan,b



Vc (4.8)

C
dVc

dt
=

1

2

[

Dan,a Dan,b

]




IL,a

IL,b



− Vc

RL
(4.9)

Applying the DQ transformation matrix in Equation 3.8 to Equation 4.8

and 4.9, the average model in DQ coordinate can be derived.

L
d

dt




IL,d

IL,q



 =




Vd

Vq



+ ωL




0 1

−1 0








IL,d

IL,q



−




Dd

Dq



Vc (4.10)

C
dVc

dt
=

1

2

[

Dd Dq

]




IL,d

IL,q



− Vc

RL
(4.11)

Before we linearized the model, we need to find the equilibrium point by letting

d(·)
dt

= 0 in Equation 4.10 and 4.11. Let ĪL,d, ĪL,q, D̄d, D̄q, V̄d, V̄q, and V̄c be the

equilibrium point. We know the output DC voltage is around VDC,ref , so

V̄c = VDC,ref (4.12)

Assuming AC voltage is a pure sinusoidal wave with VAC = Vm cos(ωt), then

Vd = V̄d = Vm (4.13)

Vq = V̄q = 0 (4.14)

since inductor current IL should be in phase with AC voltage VAC , V̄q = 0 implies

ĪL,q = 0 (4.15)

and we have

0 = V̄d + ωLĪL,q − D̄d (4.16)

0 = V̄q − ωLĪL,d − D̄q (4.17)

0 =
1

2

(
D̄dĪL,d + D̄q ĪL,q

)
− V̄c (4.18)
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By solving Equation 4.12- 4.18, we have the equilibrium points

ĪL,d = 2
V̄ 2
c

RLV̄d

(4.19)

D̄d =
V̄d

V̄c

(4.20)

D̄q = −2
ωLV̄c

RLV̄d

(4.21)

Defining

x̃ =








IL,d − IL,d

IL,q − IL,q

Vc − Vc








(4.22)

ũ =




Dd −Dd

Dq −Dq



 (4.23)

The small signal model can be written as follows,

˙̃x = Ax̃+Bũ (4.24)

where

A =








0 ω −Dd

L

−ω 0 −Dq

L

Dd

2C
Dq

2C
− 1

RLC








(4.25)

B =








−Vc

L
0

0 −Vc

L

IL,d

2C

IL,q

2C








(4.26)

4.3 Control Design for Inner Current Loop

Figure 4.2 shows the double loop control structure used in this section, the outer

voltage loop controller, PI control, regulates the DC link voltage by changing the

magnitude of the desired inductor current. The inner loop controller drives the

PWM generator to track the current profile.
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Cv × Ci P

cos(ωt)

VDC,ref

Vc

IL−−

Current control

Figure 4.2: Block diagram of the double loop control structure

The control design in this section focus on the inner loop controller while the

outer loop voltage controller will be PI control for all cases.

4.3.1 AC Current Tracking with PI Control

In this section, different inner loop controller is used in the fixed frame to control

the power rectifier to track AC current with small THD while regulating the DC

voltage at a given reference.

A simulation on the non-linear average model, Equation 4.7, is used to verify

the performance of different controller.

4.3.1.1 Fixed Frame Design

A PI control is first tuned to control the power rectifier to track the AC current

generated from the outer voltage loop as shown in Figure 4.2.

Figure 4.3 and 4.4 shows the spectrum of the tracking error and the AC current

respectively. It is evident that the PI control has error components at 60 Hz,

meaning the phase of the AC current is not in phase with the AC voltage.

In order to ensure the AC current is in phase with the AC voltage, a PI control

in DQ rotating frame will be introduced in the next section.
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Figure 4.3: Spectrum of the tracking error on the AC current for PI control in

fixed frame

0 100 200 300 400 500 600
−100

−80

−60

−40

−20

0

20

Freq (Hz)

M
ag

ni
tu

de
 (

dB
)

Current Spectrum

Figure 4.4: Spectrum of the AC current for PI control in fixed frame(THD=2.61%)

4.3.1.2 Rotating Frame Design

By following the steps in section 4.2.2, the small-signal model in DQ coordinate

can be derived. The operating condition of the power rectifier is chosen to be:
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• VDC,ref = 300 (volt)

• VAC = 120 cos (ωt) (volt)

Figure 4.5 shows the frequency response of the linearized model, it is a MIMO

system with significant coupling dynamics on both states.
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Figure 4.5: Frequency response of the open loop linearized rectifier model in DQ

coordinate

In this section, a PI control is used to form a closed-loop system that provides

zero steady state error so that the AC current will be in phase with AC voltage.

The frequency response of the closed loop system is shown in Figure 4.6.

The simulation results in Figure 4.7 and 4.8 show that the PI control in DQ

coordinate makes the AC current in phase with the AC voltage. Although the
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Figure 4.6: Frequency response of the closed loop linearized rectifier model in DQ

coordinate

3rd, 5th, and 7th harmonics still have significant components, the total harmonic

distortion is reduced to 1.2% compared to 2.4% with PI control in fixed frame.

The PI control has infinite loop gain at 0 Hz in DQ coordinate which cor-

responds to 60 Hz in fixed frame. In the next section, a repetitive control with

infinite loop gain at all harmonics will be introduced to compensate for the odd

harmonics shown in Figure 4.7 and 4.8.

4.3.2 Harmonic Reduction by Repetitive Control in Rotating Frame

As shown in Figure 4.6, the power rectifier becomes a MIMO system in DQ coor-

dinate. Although the coupling effect for the closed-loop system is not significant,
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Figure 4.8: Spectrum of the AC current for PI control in DQ frame(THD=1.2%)

it still needs to be compensated in designing repetitive control. The design of

repetitive control for MIMO system introduced in Chapter 2 will be used in this
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section.

By applying the Smith-McMillan decomposition, the equivalent transfer func-

tion matrix of the MIMO system Grdq can be calculated. And the ZPETC, Frzp,

for MIMO system can be further formulated by using Equation 2.11 and 2.12.

Figure 4.9 shows the frequency response of the compensated I/O map for MIMO

system, the magnitude of the coupling terms are below -100 dB. Therefore, the

compensated I/O map can be treated as a MIMO system with two decoupled

SISO system. According to Equation 2.15, the two decoupled SISO system will

be identical, so the prototype repetitive control can be implemented directly.
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Figure 4.9: Frequency response of the compensated I/O, FrdqGrdq, for MIMO

system

Figure 4.10 shows the spectrum of AC current for MIMO repetitive control.
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The performance is better than PI control in either fixed frame or DQ frame, all

the harmonics are compensated with superior THD = 0.006%.
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Figure 4.10: Spectrum of the AC current for Repetitive control in DQ

frame(THD=0.006%)

4.3.3 Simulation Results

Figure 4.11 shows the simulation results in DC voltage for different inner loop

controllers. The DC voltage of PI control oscillates around the reference DC

voltage in both fixed frame and rotating frame while the oscillation is negligible

for repetitive control.

As shown in Table 4.1, the Repetitive control has superior THD at 0.006%

compared to 2.4% and 1.2% for PI control in fixed frame and DQ frame respec-

tively. As the power factor is defined

PF =
1√

1 + THD2
=

I1,rms

Irms

(4.27)

the efficiency of the power rectifier can be reached to almost 100 % by implement-
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THD

PI in fixed frame 2.4%

PI in DQ frame 1.2%

RC in DQ frame 0.0006%

Table 4.1: Total Harmonic Distortion of different inner currnet loop controller

ing repetitive control in DQ coordinate for the inner current loop.

4.4 Conclusion

The proposed repetitive control for MIMO system in Chapter 2 enables the design

of repetitive control for power converters in DQ coordinate. In this chapter, we

have shown that the Repetitive control in DQ coordinate for power rectifier has

superior performance with THD = 0.006% corresponds to almost 100% in power

conversion without considering switching loss, heat loss, and etc.

53



0 10 20 30 40 50
0

100

200

300

400

500

time (sec)

D
C

 v
ol

ta
ge

 (
vo

lt)
output DC voltage

 

 

PI
PI in dq
RC

29.95 30 30.05

380

390

400

410

420

time (sec)

D
C

 v
ol

ta
ge

 (
vo

lt)

29.95 30 30.05
399.9

399.95

400

400.05

400.1

time (sec)

D
C

 v
ol

ta
ge

 (
vo

lt)

Figure 4.11: DC voltage for PI control in fixed frame, DQ frame, and Repetitive

control in DQ coordinate

54



CHAPTER 5

Inversion Based Iterative Learning Control for

Precision Motion Control

5.1 Introduction

Iterative learning control (ILC) is a commonly used control methodology for ap-

plications that execute the same task multiple times [BTA06, ACM07, KT04]. For

these systems, the tracking reference has the same length and keeps unchanged

from one run to the next. This feature implies that the error signal from the

previous run has rich information. The objective of ILC is to minimize the track-

ing error by taking advantage of the error information from the previous runs

to anticipate the control signal that can provide high-performance tracking re-

sult. In various industrial applications that execute repeated operation, ILC has

shown its effectiveness on improving the performance. This includes industrial

robots [Tay04, GN01], computer numerical control machine [KT04], wafer stage

motion systems [BA08], and chemical processing [CQL04].

The learning filter in ILC determines the performance of the algorithm, it

decides how the past information will be used and which part of the information

will be learned. The proportional type (P-type) and proportional-derivative type

(PD-type) ILC are very popular among other learning filters [CM02], since they

do not require much knowledge about the system. However the tuning process

for these two learning filters could be tedious and the learning process has to

be reset whenever the parameters are adjusted. On the other hand, there are
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several popular model-based ILC algorithms such as model inversion methods, H∞

methods, and quadratically optimal design methods [BTA06]. Model inversion

methods use the inverse of the system dynamic as the learning function. H∞

methods formulate the problem into linear fractional transformation form and

solves the model mismatch problem. In quadratically optimal design methods,

the learning function is defined in the lifted domain that minimizes the quadratic

cost criterion for the next iteration where the estimation is based on the knowledge

of the system model. The above model-based algorithms utilize the system model

in different manner but the performance is mainly determined by the closeness of

the model to the actual system.

For all different types of ILC algorithm, the idea behind designing or tuning

the learning function is to approximate the inverse of the system dynamic so that

the control law can be updated towards the optimal control for a given reference.

In the case of P-type and PD-type ILC, the approximation is made by tuning

proportional and derivative gains which constitutes a first order learning filter. A

first order filter may be able to capture the trend of the system dynamic while

high order dynamics could be missing which limits the convergence rate and the

steady state error for P-type and PD-type ILC.

In model-based ILC algorithms, learning function is obtained from the knowl-

edge of system dynamics. Although different algorithm formulates the learning

function differently, the main idea is to find a learning filter that is closest to

the inverse of the system dynamics. For model inversion based ILC, the learning

function is simply chosen to be the inverse of the system dynamics. If the system

dynamic is invertible, the tracking error should converge to zero within one itera-

tion. While the system has non-minimum phase zero, the inversion of the system

will become an unstable filter. In the literature, there are several methods that

approximate the inversion of non-minimum phase system. In time domain, zero-

phase-error tracking controller (ZPETC) [Tom87, TT87, KT14b], zero-magnitude-
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error tracking controller (ZMETC) [RPL09], and direct inversion [CT14] have

been used to invert non-minimum phase system. In frequency domain, Model-less

Inversion-Based Iterative Control (MIIC) [KZ08] has been applied to inverse the

dynamic of atomic force microscope.

In this chapter, a data-based dynamic inversion method in frequency domain

is proposed to approximate the inverse of system dynamic. It utilizes the infor-

mation from testing data in frequency domain to construct the learning function

which not only reduces the unmodeled dynamics but also gets around the issue

of inverting non-minimum phase system. All the aforementioned inversion meth-

ods are implemented on a linear motor for tracking a 50 Hz triangle wave. The

performance is compared in terms of convergence rate and final converged error.

The remainder of this chapter is organized as follows: In Section 5.2, the

model inversion-based ILC algorithm will be introduced along with the stability

and performance analysis. Section 5.3 studies different types of non-minimum

phase inversion method including model-based and data-based. In section 5.4,

the simulation results are shown to compare the performance of inversion based

iterative learning control algorithm with different inversion method for a 50 Hz

triangle wave and a non-circular piston profile. In addition, all the control al-

gorithms are implemented in real-time to control the linear motor system. The

experimental results are shown in section 5.5. Model-based ILC with ZPETC is

implemented on a CNC lathe to perform real cutting. The cutting results are

presented in section 5.6

5.2 Inversion Based Iterative Learning Control Algorithm

Consider the feedback control system shown in figure 5.1. where P represents

the open-loop plant model and C is a pre-existing stabilizing controller which is

designed based on some predetermined performance criteria.
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−

y

Figure 5.1: Stable Feedback Controlled system

This stable closed-loop system can be represented as G, where

G =
CP

1 + CP
(5.1)

The control objective of G is to follow any given reference input. While the

system operates repeatedly on a finite length of reference input, the tracking error

should remain the same if no disturbances are considered. If the control law can

take advantage of using the information from previous iterations, the tracking

error is expected to converge.

G Te

Tu

Q
uj − uj+1

r

Figure 5.2: General Iterative Learning Control system, where G is the stable

closed-loop plant, Te and Tu are the learning function for error and control respec-

tively, and Q is the low-pass filter

Figure 5.2. shows the block diagram of the generic ILC update law, where r

is the reference input, uj is the control at j
th iteration, G is the stable closed-loop

system, Te and Tu are the learning function for error and control respectively, and
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Q is the low-pass filter. And r, uj, and yj are vectors

r = [r(1) . . . r(N)]T

uj = [u(0) . . . u(N − 1)]T

yj = [y(d) . . . y(d+N − 1)]T

where N is the number of samples in the reference profile; d is the relative order

of the pre-stabilized system G.

Choosing Tu(q) = I, the ILC control update law in Figure 5.2 can be written

as,

uj+1 = Q(q) [uj + Te(q) (r − yj)] (5.2)

where Q(q) and Te(q) are N ×N matrices.

IfN = ∞, we can apply one-sided Z transform to Equation 5.2. Then z-domain

representation of the update law can be obtained,

uj+1(k) = Q(z) [uj(k) + Te(z) (r(k)− yj(k))] (5.3)

the ILC system in Equation 5.3 is asymptotically stable if [NG02],

|Q(z) (1− Te(z)G(z)) | < 1 (5.4)

and the asymptotic error is,

e∞(z) =
1−Q(z)

1−Q(z) [1− Te(z)G(z)]
r(z) (5.5)

One way to satisfy the stability condition in Equation 5.4 is to choose the error

learning function, Te, to be the inverse of G(z). If the exact system inversion can

be obtained such that

Te(z)G(z) = 1 (5.6)

then the error will converge to
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e∞(z) = (1−Q(z)) r(z) (5.7)

meaning that the tracking error of the inversion based ILC algorithm will converge

to zero with Q(z) = 1.

However, the error will not converge to zero because there exists unmodelled

dynamics in the system, a low-pass Q-filter is necessary to enhance the robustness.

Also the dynamic inversion is not realizable if the system have non-minimum phase

zero. The stable closed-loop system G in equation 5.1 can be defined as

G(z−1) =
CP

1 + CP
= z−dB

+(z−1)B−(z−1)

A(z−1)
(5.8)

where d represents a known delay, B+(z−1) includes stable zeros, and B−(z−1)

are unstable zeros. The inversion of the unstable zeros becomes 1
B−(z−1)

which is

a unstable filter. In order to get around this issue, different stable approximate

techniques will be introduced in the next section.

5.3 Non-Minimum Phase Dynamic Inversion

In this section, different stable approximate model inversion methods will be ap-

plied for learning function Te including ZPETC, ZMETC, approximated direct

inversion, Time reversal phase cancellation, and the proposed frequency domain

inversion. In order to enhance the robustness of the leaning function, a linear

phase low-pass Q-filter will be applied with the above stable approximate model-

inversion method. So that the learning function will be,

Te(z) = Q(z)Fx(z) (5.9)

where Fx denotes different stable approximate methods.

The Q-filter is a linear phase low-pass FIR filter. Because of the ILC update

60



law is implemented between iterations, the anti-causal filtering can be realized

by shifting the pre-filtered signal with the group delay of the Q-filter. Also the

preview shift can be utilized to compensate the delay caused by the plant itself. In

this way, the ILC update law can anticipate the high-performance control signal.

5.3.1 Model Based

5.3.1.1 Zero Phase Error Tracking Control (ZPETC)

The ZPETC technique approximates the plant inversion by cancelling the phase

effect from the unstable zeros while shitting the dc gain to unity. When utilizing

ZPETC technique [Tom87] to inverse the non-minimum phase dynamic system as

shown in Eq 5.8, the plant inversion becomes:

Fzp(z) = z−nu
A(z−1)

B+(z−1)

[B−(z−1)]
∗

b
(5.10)

where b maintains the DC-gain of FzpG at 1, nu is the order of B−(z−1), and z−nu

makes Fzp casual.

By taking the complex conjugate of the unstable zeros, it converts the unstable

filter B−(z−1) into a stable filter. Also the multiplication of B−(z−1) and its

complex conjugate cancels out the phase, therefore the overall transfer function,

FzpG, becomes

Fzp(z)G(z) = z−nu−dB
−(z−1) [B−(z−1)]

∗

b
(5.11)

Although the ZPETC uses a constant b to maintain the dc-gain at unity, the

magnitude of the overall transfer function changes with frequency. The loca-

tion of the unstable zeros determine the magnitude of the overall transfer func-

tion [RPL09].

Assume the system has only one unstable zero, and it is at location z = a,
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Figure 5.3: Magnitude of overall transfer function, FzpG, at nyquist frequency

with different NMPZ location

B−(z−1) = 1− az−1, |a| > 1 (5.12)

the overall transfer function can be written as,

Fzp(z)G(z) =
(z − a) (−az + 1)

z2 (1− a)2

=
(ejω − a) (−aejω + 1)

ej2ω (1− a)2

=
cos(ω) (1 + a2 − 2a cos(ω))

(1− a)2

+ j
− sin(ω (1 + a2 − 2a cos(ω)))

(1− a)2

(5.13)

Figure 5.3 shows the magnitude of the overall transfer function, FzpG, at

nyquist frequency for different non-minimum phase zero (NMPZ) locations.

The overall transfer function, FzpG has magnitude approaching to infinity
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while the NMPZ is around 1, and the magnitude converges to unity while the

NMPZ goes farther away from unit circle. Therefore, when the NMPZ is positive

and close to unit circle, the magnitude of the overall transfer function gets larger

at high frequency which degrades the performance and might result in unstable

filter.

5.3.1.2 Zero Magnitude Error Tracking Control (ZMETC)

Instead of cancelling out the phase of the system dynamics, the concept of ZMETC

is to approximate the unstable zeros by its magnitude. The ZMETC of system G

in equation 5.8 can be written as,

Fzm(z) =
A(z−1)

B+(z−1) [B−(z−1)]∗
(5.14)

and the overall transfer function will be,

Fzm(z)G(z) = z−nu
B−(z−1)

[B−(z−1)]∗
(5.15)

Since the complex conjugate of a filter will only change the phase, the mag-

nitude of the overall transfer function across all frequencies will be unity. And

the resulted overall transfer function by applying ZMETC technique [RPL09]

becomes an IIR filter with distorted phase.

Again, assume the system has one unstable zero at z = a as written in Equa-

tion 5.12. The overall transfer function FzmG in Equation 5.15 can be written

as,
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Figure 5.4: Phase of overall transfer function, FzpG, up to nyquist frequency with

different NMPZ location

Fzm(z)G(z) =
z − a

−az + 1

=
ejω − a

−aejω + 1

=
(1 + a2) cos(ω)− 2a

1 + a2 − 2a cos(ω)

+ j
(1− a2) sin(ω)

1 + a2 − 2a cos(ω)

(5.16)

In Figure 5.4, the phase of overall transfer function FzmG with different NMPZ

location is presented. While the NMPZ is far away from the unit circle, as shown

in blue lines, the phase distortion is almost linear with respect to frequency. As

the NMPZ is close to unit circle, the phase becomes more non-linear.

In both cases, a one step look-ahead could be applied to the overall transfer

function to compensate for the phase. The resulted overall transfer function would

have almost zero phase if the NMPZ is far away from the unit circle. For the
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Figure 5.5: Phase of overall transfer function, zqFzpG, up to nyquist frequency

with different NMPZ location; where q is a proper look ahead to compensate for

the phase distortion.

NMPZ close to the unit circle, the resulted phase would still be distorted but the

phase distortion will be bounded within ±90o as shown in Figure 5.5.

5.3.1.3 Direct Inversion

As shown in the previous subsections, ZPETC approximate the inverse of unstable

zeros by sacrificing the magnitude while ZMETC only considers the magnitude

during inversion. In this section, a direct inversion which approximates the inver-

sion of unstable zeros while taking both phase and magnitude into consideration

is introduced.

The inversion of the stable closed-loop system G is not realizable because of

the non-minimum phase zeros become unstable filter after inversion. Therefore,

different methods are used to approximate the dynamic response of the system
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inversion. For any given stable system G, the transfer function can be written as

in Equation 5.8 where non-minimum phase zeros are grouped together as B−(z−1).

The direct inversion filter of system G can be written as,

G−1(z) =
A(z)

B+(z)

1

B−(z)
︸ ︷︷ ︸

unstable filter

(5.17)

which is an unstable filter caused by the inversion of the non-minimum phase

zeros.

Instead of inverting the non-minimum phase zeros directly, the approximated

direct inversion method first uses a Finite Impulse Response(FIR) filter to ap-

proximate the dynamic response of the filter as,

B−

FIR(z
−1) ≈ B−(z−1) (5.18)

Then the approximated direct inversion filter can be denoted as,

Fdi(z) = zd−ndi
A(z−1)

B+(z−1)
︸ ︷︷ ︸

IIR

1

B−

FIR(z
−1)

︸ ︷︷ ︸

FIR

(5.19)

And the overall transfer function will be,

Fdi(z)G(z) = z−ndi
B−(z−1)

B−

FIR(z
−1)

(5.20)

where ndi is the length of the FIR filter.

Both of the phase and magnitude are being taken care of in the approxi-

mated direct inversion method, but B−

FIR(z
−1) is the truncated approximation of

B−(z−1), the overall transfer function is not exactly unity across all frequencies.

The performance of the approximated direct inversion can be improved by in-

creasing the length of the FIR filter. While increasing the filter length will also

increase the necessary preview length of the overall system which could not be
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realizable in some cases. Fortunately, ILC algorithm executes the control update

law off-line which allows very long preview length to the system.

5.3.2 Data Based

5.3.2.1 Time reversal phase cancellation

In section 5.3.1.1, the zero-phase compensation is made by taking the complex

conjugate of the unstable zeros B−(z−1) which mirrors the unstable zeros into

the unit circle. While cascade the filter with it’s own complex conjugate pair,

the resulted phase becomes zero across all frequency. Instead of taking the com-

plex conjugate of the unstable zeros B−(z−1), the same zero phase effect can be

achieved by forward-backward filtering [Gus96].

Consider a bounded signal u(t) with z transform U(z) filtered through a stable

linear system G(z) and define the resulting output y(t) with Y (z),

Y (z) = G(z)U(z) (5.21)

then reverse the output Y (z) and feed it through the linear system again,

Y2(z) = G(z)G∗(z)U∗(z) (5.22)

so if U∗(z) is chosen to be the tracking reference R(z), then zero phase filtering

is achieved.

5.3.2.2 FFT inversion

The proposed frequency inversion method uses the step signal as the input to

excite the system dynamic. Since an impulse may not have enough energy to excite

all the system states, the average step response data will be a better candidate to

approximate the ideal impulse signal. The main idea is to approximate the system

by using a truncated impulse response. And then the inversion is happened in

frequency domain.
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In discrete time domain, the impulse is defined as,

δ[n] =







0, n 6= 0

1, n = 0
(5.23)

and a step function can be represented as,

1[n] =







0, n < 0

1, n ≥ 0
(5.24)

From Equation 5.23 and 5.24, the impulse can be decomposed into the the

combination of two step functions start from different time. And the two step

functions are shifted from another, we can further find the transfer function be-

tween a step function and the impulse as,

δ[n] = 1[n]− 1[n− 1]

=
z − 1

z
1[n] (5.25)

For a linear time invariant system, the approximated impulse response can

be obtained by filtering the step response data through filter z−1
z

as shown in

Equation 5.25.

The resulted impulse response, h(n), characterizes the system dynamic. The

Fast Fourier Transform will be applied to h(n) to obtain the frequency response of

the system. But proper signal processing techniques have to be considered to avoid

the pitfalls in the FFT [GH80]. In order to avoid the spreading of energy from

one frequency into adjacent ones, or leakage, Blackman-Harris window function

is applied to system impulse response as,

hw(n) = h(n)w(n) (5.26)
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and proper length of zero padding is added to the end of hw(n) to increase the

number of points to 2048.

The corresponding frequency domain representation is found using the Fourier

transform of the windowed impulse response

Hw(n) =

N−1∑

k=0

hw(k)e
−j2πnk/N (5.27)

where Hw(n) is the Fourier coefficients of the windowed impulse response.

The evaluation of inverting system frequency response can be obtained by,

H−1
w = (1, . . . , 1)� (Hw(0), . . . , Hw(N − 1)) (5.28)

However, for well-behaved closed-loop system, the frequency response roll-off

above the system bandwidth which makes Hw(n) have components close to 0 at

high frequency. In addition, the non-minimum phase zero in the system will also

cause the magnitude of Hw(n) approaches zero at the frequency of the unstable

zero. The element-wise division will be dividing complex numbers closed to zero

which ends up with a high gain in the inversion filter. In order to get around this

issue, a reference model is used to evaluate the system inversion.

Since the system dynamic roll-off above the system bandwidth, a low-pass

filter with cut-off frequency around system bandwidth is served as the model for

employing inversion. The frequency response of the low-pass filter, Q(n), can be

obtained by following the aforementioned process.

Instead of inverting the system dynamics by itself, the proposed frequency

inversion method obtained the system dynamic inversion with the low-pass filter

as,

Ffi(n) = (Q(0), . . . , Q(N − 1))� (Hw(0), . . . , Hw(N − 1)) (5.29)
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so that the evaluation of the dynamic inversion, Ffi, will not be dividing by

numbers close to zero.

The impulse response of the dynamic inversion filter can be obtained by ap-

plying Inverse Fourier transform

ffi(n) =

N−1∑

k=0

Ffi(k)e
j2πnk/N (5.30)

where ffi(n) is a finite impulse response with number of points at 2048, and the

inversion filter can be constructed as,

Ffi(z
−1) =

n∑

k=0

ffi(k)z
−k (5.31)

The group delay of Ffi is determined by the delay of the low-pass filter. If

the low-pass filter is chosen to be a linear phase filter, the group delay of the

proposed frequency inversion filter, Ffi, can be compensated by adding proper

steps of look-ahead.

5.4 Simulation Results

5.4.1 Modeling of Linear Motor

In order to demonstrate the proposed methods along with other popular inversion

methods, a linear motor was used as the plant for a control experiment. The sys-

tem is composed of a linear motor, an Aerotech BA-50 amplifier with bandwidth

at 2 kHz, and a real-time desktop target equipped with National Instruments

PCIe-7841R FPGA board was serving as the real-time controller.

Figure 5.6 shows the 4th order curve fit of the model compared to the actual

frequency response. The low-order model is obtained by fitting a forth-order

polynomial curve to the frequency response of closed-loop system with sampling
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Figure 5.6: Frequency response of the stable closed-loop system. Blue: 4th order

curve fit model; Red: Frequency response data. The bandwidth of the closed-loop

system is at 500 Hz
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Figure 5.7: Step response of the 4th order model and experimental data. Blue:

4th order model; Red: experimental data.

rate at 10 kHz, and the resulted 4th order model of the discrete time closed-loop

system is

G(z) =
−0.02(z − 1.664)(z − 0.648)(z + 0.036)

(z2 − 1.804z + 0.835)(z2 − 1.599z + 0.764)
(5.32)

and there is one unstable zero at z = 1.664.

Figure 5.7 shows the comparison of step response for the low order model

and experimental data. The low order model captures the trend of the experi-

mental data, but it does not include the high frequency oscillation exists in the

experimental data.

In order to increase the system robustness, a linear phase low-pass Q-filter is

added into the ILC update law as shown in equation 5.3. The cut-off frequency

of the Q-filter is chosen to be the bandwidth of the system dynamic, so that the

learning function can be turned off at high frequency region to avoid picking up
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noise in learning function.

The Q-filter is designed as a linear phase moving average filter

Q(z, z−1) =

∑m
i=0 aiz

i +
∑m

i=1 aiz
−i

2
∑m

i=1 ai + a0
(5.33)

where ai are the filter coefficients to be designed and the filter length is 2m.

5.4.2 ILC with ZPETC

By applying the Zero Phase inversion technique in Equation 5.10 to the 4th order

discrete model in Equation 5.32, the zero phase error tracking controller, Fzp can

be obtained.
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Figure 5.8: Frequency response of the Zero-Phase error tracking controller, Fzp,

pre-stabilized closed system G, and the compensated transfer function znu+dFzpG

Figure 5.8 shows the frequency response of the zero-phase error tracking con-

troller, the closed-loop system dynamics, and the closed-loop system with zero-

phase feed-forward controller. The frequency response of FzpG shows that ZPETC
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is very close to the system inversion at low frequency. But the magnitude increases

as frequency goes higher.

Since the 4th order discrete model has a non-minimum phase zero at z = 1.6,

the zero-phase inversion technique will create magnitude distortion at high fre-

quency region. According to section 5.3.1.1, while the non-minimum phase zero is

at z = 1.6 the magnitude at nyquist frequency would be around 50 dB. Therefore,

the frequency response of the overall system will have magnitude greater than 0

dB at high frequency region which is vulnerable to noise and model uncertainty. In

order to increase the robustness and maintain system stability at high frequency, a

linear phase low -pass filter would be cascaded with the zero-phase error tracking

controller.

5.4.3 ILC with ZMETC

The zero-magnitude error tracking controller can be obtained by applying Equa-

tion 5.14 to the 4th order discrete model. And the frequency response of the zero-

magnitude error tracking controller, closed loop system, and the overall transfer

function is shown in Figure 5.9.

Since the low-order model has a non-minimum phase zero near the unit circle.

According to the analysis in 5.3.1.2, the phase distortion can be attenuated by

applying one-step look ahead to the zero-magnitude error tracking controller.

5.4.4 ILC with Direct Inversion

The direct inversion method approximates the unstable non-minimum phase in-

version by a finite impulse response filter. Therefore, the filter length will affect

the performance of the inversion filter. Although longer filter length can have bet-

ter performance, it also needs more computation power to implement. Besides,

the effectiveness of the improvement in increasing the filter length will be less

74



−50

0

50

M
ag

ni
tu

de
 (

dB
)

10
1

10
2

10
3

10
4

−180

−90

0

90

180

P
ha

se
 (

de
g)

 

 

Bode plot

Frequency  (Hz)

F
zm

G

zNzmF
zm

*G

Figure 5.9: Frequency response of the Zero-Magnitude error tracking controller,

Fzm, G, and the compensated transfer function, zd+1FzmG

significant while the filter length reaches certain number.

While a 45th order finite impulse response filter is used to approximate the

non-minimum phase zero at z = 1.6, the norm of zq − GFdi is at -190 dB which

means the approximated inversion is very close to the inverse of the low-order

model.

Figure 5.10 shows the frequency response of the 45th order approximated direct

inversion filter, the closed-loop system G, and the overall transfer function. Al-

though the filter length is longer than either ZPETC or ZMETC, direct inversion

is able to compensate for magnitude and phase at the same time providing almost

perfect inversion across all frequencies. Since it is an anti-causal filter, proper

preview steps is required in the implementation. It might be applicable for some

cases that preview step is limited, since the ILC update law is executed off-line,

we can always have enough preview steps by padding zeros at the beginning and
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the end of the data vectors.
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Figure 5.10: Frequency response of the Approximated Direct Inversion, Fdi, the

pre-stabilized system G, and the compensated transfer function

5.4.5 ILC with FFT Inversion

Figure 5.11 shows the frequency response of the proposed frequency inversion fil-

ter, the closed-loop system dynamic, and the overall transfer function. Since the

proposed frequency inversion method does not use low-order model to construct

the inversion filter, it does not have either zero phase or zero magnitude com-

pensation to the low order model. In addition, the use of reference model in the

proposed frequency inversion causes the compensated transfer function rolls-off at

500 Hz. However, the low order model does not capture all the system dynamics,

the proposed frequency domain inversion is expected to perform better in imple-

mentation. This can be verified by looking at the evaluation of Equation 5.34

with high order model, and the comparison will be presented in the next section.
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Figure 5.11: Frequency response of the proposed frequency inversion filter, Ffi

and the closed-loop system dynamic

5.4.6 Sufficient Stability Condition

In order to increase robustness and guarantee system stability, the linear phase

low-pass filter, Q which is also the reference model for the proposed frequency

inversion method, is used in the ILC update law as shown in Equation 5.3.

In Equation 5.4, the sufficient stability condition for the inversion based ILC

algorithm is derived as,

|Q(z)−Q(z)Fx(z)G(z)| < 1 (5.34)

where Fx(z) stands for different inversion method.

Figure 5.12 shows the frequency response of Equation 5.34 for different inver-

sion methods with 4th order model. Since direct inversion has almost perfect inver-

sion across all frequencies, |Q(z)−Q(z)Fdi(z)G(z)| = |Q(z)(1− Fdi(z)G(z))| = 0

is expected while G is the low order model in the evaluation.
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Figure 5.12: Magnitude of |Q(z)−Q(z)Fx(z)G(z)| for different inversion methods.
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ods.
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Figure 5.13 shows the frequency response of Equation 5.34 for different inver-

sion methods with high order model. Since the proposed frequency domain in-

version uses the data to construct the inversion filter, |Q(z)−Q(z)Ffi(z)G(z)| =
|Q(z)(1 − Fdi(z)G(z))| ≈ 0 is expected while G is the high order model in the

evaluation.

Because the proposed frequency inversion method is designed based on the

information from experimental data, it does not suffer from unmodelled dynamic.

Other methods may have pretty good approximated inversion with respect to

the low-order model, the unmodelled dynamic introduce some distortion in both

magnitude and phase.

5.4.7 Results Comparison

5.4.7.1 Piston profile

In this section, the simulation result of different inversion method in tracking a

non-circular piston profile is presented. Figure 5.14 shows the tracking reference

used in the simulation.

Figure 5.15 shows the Root-Mean-Square (RMS) error for different inversion

methods while tracking 50 Hz triangular profile. A Q-filter with cut-off frequency

at 500 Hz is used for all inversion methods. The converged error for all methods

are around 0.5 µm, while the FFT inversion method reaches the converged error

within one iteration.

5.4.7.2 Triangular profile

In this section, the simulation result of different inversion method in tracking a 50

Hz triangular profile is presented. Figure 5.16 shows the tracking reference used

in the simulation.
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Figure 5.14: Non-circular piston profile
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Figure 5.15: RMS error at different iteration for tracking non-circular piston pro-

file
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Figure 5.16: 50 Hz triangular profile

Figure 5.17 shows the Root-Mean-Square (RMS) error for different inversion

methods while tracking 50 Hz triangular profile. A Q-filter with cut-off frequency

at 500 Hz is used for all inversion methods. The converged error for all methods

are around 1.4 µm, while the FFT inversion method reaches the converged error

within one iteration.

5.5 Experimental Results

5.5.1 Piston Profile

Figure 5.18 shows the RMS error convergence for different learning functions. The

proposed FFT inversion method has the lowest RMS error at iteration one, mean-

ing the inversion is more accurate than the others. Non-causal phase compensation

seems to suffer from the noise/disturbances in implementation, causing the RMS

error starts to diverge after 6 iterations. According to the stability analysis shown
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Figure 5.17: RMS error at different iteration for tracking 50 Hz triangular profile

in Figure 5.13, ZPETC has two peaks at high frequency region which leads ILC

with ZPETC to be not asymptotically stable. Therefore, we had to lower the

cut-off frequency of the Q-filter from 500Hz to 350Hz to have a asymptotically

stable system. According to Equation 5.5, this will increase the asymptotic error

in the sense that the controller is ”turned off” above 350Hz compared to 500Hz

for other learning functions.

Because of the proposed frequency inversion method uses the experimental

data to construct the inversion filter, it has better knowledge about the actual

system dynamics. A higher bandwidth Q-filter can be used without violating the

sufficient stability condition in Equation 5.34. Therefore, the proposed frequency

inversion filter with Q cuts-off at 1000Hz was implemented and the asymptotic

error is further reduced to 0.18 µm. As for the other learning functions, the final

RMS error converge to around 0.5 µm.

The final converged error and the corresponding iteration of different learning
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function are listed in table 5.1.
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Figure 5.18: Piston profile: RMS error at different iterations.

In Figure 5.20, the linear motor output position of different learning function

at four different location of the non-circular profile is presented. The non-causal

phase compensation method has significant overshoots while the tracking reference

changes direction. The ZMETC, direct inversion, and the proposed frequency

inversion method have the best performance, the linear motor output position is

almost on top of the tracking reference.

5.5.2 Triangular Profile

Figure 5.21 shows the RMS error convergence for different learning functions.

The proposed FFT inversion method has the fastest convergence rate, meaning

the inversion is more accurate than the others. Non-causal phase compensation

seems to suffer from the noise/disturbances in implementation, causing the RMS

error starts to diverge after 7 iterations. According to the stability analysis shown
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RMS error (µm)

ZP (Q@350Hz) 1.1

ZM 0.53

DI 0.54

FI 0.49

FI (Q@1000Hz) 0.18

phase cancel. 2.95

Table 5.1: The converged RMS error of different learning function for non-circular

piston profile
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Figure 5.19: Time trace plot of non-circular piston profile

in Figure 5.13, ZPETC has two peaks at high frequency region which decrease the

tracking performance. As for the other learning functions, the final RMS error

converge to around 1.3 µm.

The final converged error and the corresponding iteration of different learning
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Figure 5.20: Time trace plot of different learning function for 4 different part of

non-circular piston profile;

function are listed in table 5.2.

In Figure 5.22, the linear motor output position of different learning function

within two period of 50Hz triangular profile is presented. The non-causal phase

compensation method has significant overshoots before and after the tracking

reference changes direction. The ZMETC, direct inversion, and the proposed

frequency inversion method have the best performance, the maximum tracking

error is within ± 10 µm.
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Figure 5.21: Triangular profile: RMS tracking error at different iterations.

5.6 Application to Machining

In the previous sections, the performance of different inversion-based ILC algo-

rithm has been presented in simulation and experiment. However, the motivation

of this research is to improve the machining performance by using iterative learn-

ing control.

We implemented the ILC with ZPETC to a Computer-numerical-control lathe

for machining a non-circular piston profile. The piston profile shown in Figure 5.19

is used in the machining process. The machining conditions are:

• Spindle speed: 3000 RPM

• Feedrate: 0.4 mm/rev

Figure 5.23 shows the tracking error of machining a non circular piston profile.

The tacking error is within ± 10µm. It is evident that the tracking error has an

offset towards the negative direction. The negative direction corresponds to the
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RMS error (µm)

ZP (Q@350Hz) 2.29

ZM 1.33

DI 1.29

FI 1.26

phase cancel. 7.64

Table 5.2: The converged RMS error of different learning function for triangular

profile

tool tip on the CNC lathe, meaning the cutting force causes extra error while

actual machining. The RMS value of the tracking error shown in Figure 5.23 is

1.83 µm compared to 1.1 µm without cutting force.
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Figure 5.22: Time trace plot of different learning function for tracking a 50Hz

triangular profile;
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CHAPTER 6

Conclusion

In this dissertation the repetitive and iterative learning control for power con-

verters and precision motion control has bee discussed. The typical PI controlled

power converters can not guarantee zero steady state error while tracking AC

quantities. Although PI control in DQ coordinate provides zero steady state er-

ror, it does not compensate for other harmonics. Because of the power converters

become MIMO system in DQ coordinate, it adds difficulties in designing advanced

controllers to compensate for harmonics.

In Chapter 2, the repetitive control for MIMO system is introduced. By us-

ing the Smith-McMillan decomposition, the ZPETC for MIMO systems can be

formulated. The decoupled compensated I/O map enables the repetitive control

design for MIMO systems.

Implementing control within DQ rotating frame is able further improve the

overall performance, it not only enhances the tracking of 60Hz AC voltage but also

adds more compensation to the harmonics. In either fixed frame or DQ rotating

coordinate, repetitive control is able to compensate the harmonics components

to a very small extent with THD around 0.1%. Although the MIMO repetitive

control does not have significant improvement over SISO repetitive control for

power inverter, it could be beneficial for other applications where the control can

only be design for MIMO system.

The proposed repetitive control for MIMO system in Chapter 2 enables the

design of repetitive control for power converters in DQ coordinate. In chapter 4,
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we have shown that the Repetitive control in DQ coordinate for power rectifier

has superior performance with THD = 0.006% corresponds to almost 100% in

power conversion without considering switching loss, heat loss, and etc.

In chapter 5, a detail analysis and derivation of different non-minimum phase

dynamic inversion methods including ZPETC, ZMETC, direct inversion, and the

proposed data-based frequency domain inversion is presented. Although the pro-

posed data-based frequency inversion method requires the implementation of high

order filter, it is able to provide the exact frequency response as designed. The

simulation and experimental results both show that the proposed frequency in-

version method has the best performance among others. Because of the highly

accurate inversion, it has the fastest convergence rate with the smallest converged

error.
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