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Abstract: Frequency-domain near-infrared spectro-imaging offers 
significant advantages over the continuous-wave method in human brain 
applications. However, the drawback of existing instruments is a low signal-
to-noise ratio for measured phase and modulation depth changes caused by 
cerebral activation. In this paper we show that in the case of the geometry 
specific for the activated area in the human brain, the SNR can be 
significantly improved by increasing the modulation frequency. We present 
the results of two studies: one performed experimentally using a sub-
nanosecond pulsed light source and a spherical absorbing inhomo geneity 
immersed in a highly scattering solution, and the other performed 
numerically using Monte Carlo simulations of light transport in an MRI-
based digital phantom of the adult human head. We show that changes 
caused by the absorbing inhomogeneity in both phase and modulation depth 
increase with frequency and reach maximum values at frequencies between 
400 and 1400 MHz, depending on the particular source-detector distance. 
We also show that for the human head geometry an increase of the 
modulation frequency from 100 to 500 MHz can increase the phase SNR 2-
3 times, and the modulation depth SNR up to 10 times. 

2003 Optical Society of America 
OCIS codes: (170.0170) Medical optics and biotechnology; (170.5280) Photon migration; 
 (170.5270) Photon density waves. 
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1. Introduction 

Near-infrared biomedical spectro-imaging is a rapidly developing method, which offers 
significant advantages such as high biochemical specificity, high temporal resolution, and 
relatively low cost [1]. It has been shown that a particularly advantageous technique for 
imaging functional cerebral activation is frequency-domain spectro-imaging [2-6], which 
employs near-infrared light harmonically modulated at a frequency of 100 MHz or above. The 
reason for such a superiority of the frequency-domain method over the continuous-wave 
method is that it provides much more information, which is encoded in three parameters of the 
photon density wave: the intensity (DC), the modulation amplitude (AC), and the phase. 
However, a significant limitation of the frequency-domain method is a relatively low signal-
to-noise ratio (SNR) of the phase and modulation. 

Most of the current frequency-domain instruments were designed roughly a decade ago 
and operate at relatively low modulation frequencies around 100 MHz.  Such a choice was 
determined not only by the higher cost of higher frequency electronics, but also by the lack of 
evidence that higher modulation frequencies result in significant SNR improvements. For 
example, although some phase SNR improvement at higher frequencies can be seen in Fig. 12 
(f) in Ref. [7], the authors concluded that the highest SNR for detecting absorbing 
inhomogeneities in the slab geometry was at zero frequency.  

However, as it was shown in Ref. [6], in the case of the non-homogeneous semi-infinite 
medium the cw method may be unacceptably inaccurate, and only the frequency-domain 
method provides positive results. The goal of this paper is to examine the frequency 
dependence of the SNR of the frequency-domain method in the geometry of the human head. 
For a geometry that is specific for a particular activated area in the human brain we study the 
dependence on the modulation frequency and source-detector distance of the changes caused 
by the absorbing inhomogeneity in two parameters: the phase and the modulation depth (MD), 
i.e., the ratio DCAC / , of the photon density wave. We present the results of two studies: 
one performed experimentally using a sub-nanosecond pulsed light source and a spherical 
absorbing inhomogeneity immersed in a highly scattering solution, and the other performed 
numerically using Monte Carlo simulations of light transport in the MRI-based digital 
phantom of the adult human head [9] which includes not only highly scattering tissues, but 
also the low-scattering cerebro-spinal fluid.  

We show that changes caused by the absorbing inhomogeneity, in both phase and MD 
increase with frequency and reach their maximum values between 400 and 1400 MHz 
depending on the source-detector distance. We also demonstrate that, for a typical frequency-
domain instrument, the major source of the phase and modulation noise is the quantum shot 
noise. Under this condition, the standard deviations of both phase and modulation noise can 
be analytically related to the modulation frequency through their dependence on the mean 
modulation amplitude (AC). Using these relationships and experimental and simulated data 
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we show that for the human head the SNR, i.e. the ratio of the parameter change caused by the 
inhomogeneity to the standard deviation of the noise in this parameter, for the frequency-
domain measurement can be significantly improved by increasing the modulation frequency.  

2. The noise model and its validation 

As discussed in [7, 9], the sources of noise in biomedical near-infrared spectro-imaging are 
physiological fluctuations unrelated to the changes being studied and instrumental noise. The 
principal instrumental noise components in the detected signal are the quantum fluctuations of 
the number of electrons in the detector current (caused by the combination of the quantum 
noise in the input light and internal fluctuations in the number of generated photoelectrons 
electrons), and specific noise sources in the electronic circuits, such as the thermal noise, 1/f 
noise, etc. In the case where the illumination is sufficiently high, the electronic noise can be 
neglected compared to the quantum noise.  

Fig. 1. Fluctuations in the frequency domain parameters acquired in -vivo using the 110 MHz 
ISS Oximeter. (a) Standard deviation of the phase. (b)  Standard deviation of AC. 

 
Our experience in using frequency domain instruments for biomedical spectroscopy and 

imaging shows that the electronic noise usually is not significant. Therefore, we limited our 
consideration of the instrument noise to the quantum shot noise. As we show in the Appendix 
(see Eqs. (17) and (18)), in this case the standard deviations of fluctuations in the modulation 
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amplitude and in the phase are proportional to DC  and ACDC / , respectively.  Since 
the value of AC decreases with the frequency, the phase noise increases.  

It can be also shown (see Eq. (19) in the Appendix) that the MD standard deviation is 
proportional to DCAC /  This means that the MD noise decreases with the frequency, so that 
the SNR may not decrease with frequency as rapidly as the phase SNR.   

Apart from the quantum noise, in-vivo measurements are affected by physiological 
fluctuations, in particular by hemodynamic fluctuations, respiration and vasomotion. To 
investigate whether the quantum noise is the dominant source of noise affecting 
measurements using the frequency-domain instrument, we used frequency-domain data 
(modulation amplitudes and phases) acquired simultaneously at a number of source-detector 
distances ranging from 0.5 to 4 cm using an ISS tissue Oximeter (ISS, Champaign, Il)  and a 
probe placed on the human forehead during one of our previous studies [4]. Due to tissue 
attenuation, different source-detector distances gave us signals with different mean value of 
DC and AC. Figure (1) shows typical plots of the standard deviations in the phase and AC as 

functions of ACDC /  and DC , respectively. A typical feature illustrated in Fig 1 is 
that the ordinates in both plots exhibit a linear correlation with the abscissas. The linearity is 
particularly high in the phase plot. This indicates that, in spite of the other noise sources, 
quantum noise is the dominant source of noise in these in vivo frequency-domain 
measurements. 

3. Experimental study of changes in frequency-domain parameters caused by an 
absorptive inhomogeneity immersed in a semi-infinite medium 

 

 
Fig. 2.  Schematic of the setup for the pulsed-laser experiment 

 

The experimental set-up (Fig. 2) consisted of a Tsunami sapphire laser system (Spectra 
Physics) in a femtosecond configuration, a tank containing a Liposyn (Abbott Laboratories)--
black India ink solution, a photomultiplier tube (PMT), a motorized positioning system, a 
single photon-counting board (Beckel & Hickel model SPC-830), and a photodiode which 
provides the synchronization signal to the SPC-830 board. 

The laser system provided a 780 nm pulsed light source at a 80 MHz repetition rate. Using 
a 400 µm multimode silica optical fiber the laser pulse was sent into the Liposyn India ink 

solution which simulated human brain in terms of the optical properties ( ≈′sµ  11 cm-1, 

≈′aµ  0.1 cm-1). The half-maximum width of the pulse at the fiber output was roughly 0.5 ns. 
The scattered light was collected at the surface of the medium at a variable distance from the 
source by means of a 3 mm fiber bundle and then sent to the PMT detector (Hammamatsu 
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R5600P). The acquisition system was based on the SPC-830 single photon counting board 
which measured the detected photon arrival times and produced a time histogram representing 
the averaged received pulse.  

In order to model the brain activity, a 2 cm diameter spherical object with the same 

scattering but different absorbing properties ( ≈′sµ  11 cm-1, ≈aµ  0.2 cm-1) was placed at 
15 mm depth between the source and detector as shown in Fig. 3.  

 
Fig. 3.  Position of the object relative to the source and detector in the pulsed-laser experiment. 

 
The distance between the source and the detector fibers was set to 15, 20, 25, or 30 mm. In 

order to perform measurements with and without the object, the object was moved in and out 
of position using a computer-controlled step-moving system which allowed movement of the 
object along three orthogonal axes with an accuracy of up to 5 microns/step.  

In order the to avoid pulse distortions due to the pile-up effect it was important to maintain 
a sufficiently low light intensity at the detector input so that the photon counting rate did not 
exceed 100,000 photons per second. At source-detector distances of 25 and 30 mm the signal 
attenuation due to the medium was sufficient to fulfill this requirement, while at 15 and 20 
mm distances additional attenuation by a neutral density filter was necessary. For this reason 
we were unable to maintain the same source power at all distances. 
     Each photon-counting measurement continued for 600 s. This time duration was selected 
to provide a sufficient ratio of the number of detected photons to the photon noise on the one 
hand, and to avoid significant non-stationary instabilities of the laser output occurring at large 
time intervals. In order to assess the signal variability each measurement was repeated four 
times under identical measuring conditions. The mean time shift between the averaged 
pulses corresponding to different measurements at the same conditions was about 15-
25 ps, which corresponds to the Fourier transform phase slope of about 1-1.5°/GHz. 

Figure 4(a) shows the shapes of the detected pulses: the pulse at the end of the source 
fiber, and pulses measured at 15 and 30 mm from the source with and without the object in 
place. The pulses are normalized to the maximum value of the pulse measured at the given 
distance without the object in place. One can see that the presence of the object decreases the 
pulse amplitude and shifts its maximum to an earlier time. These changes are more significant 
for larger source-detector distances.  

In order to assess the frequency dependence of the changes caused by the object, the time-
domain pulses were Fourier transformed. Since we were interested in the response to an 
infinitely short pulse, we divided the complex Fourier spectra corresponding to the pulses 
passed through the medium by the spectrum of the source pulse.   Figure 4(b) shows the DC- 
normalized power spectra of the pulses shown in Fig. 4(a). The spectral amplitudes of pulses 
acquired with the object in place are normalized to the DC value of the corresponding spectra 
acquired without the object. Figure 4(b) demonstrates two important features. First, even at 
the distance of 30 mm and frequencies over 1 GHz the spectral amplitudes decrease with 
frequency, which indicates that the assumption that the quantum shot noise exceeds the 
electronic noise is valid. Second, one can see that the difference between the spectral 
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amplitudes with and without the object does not increase with frequency, which indicates that 
the signal-to-noise ratio of the AC change caused by the object can not be improved by 
increasing the modulation frequency.  
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Fig. 4. Experimental data from the pulsed-laser experiment: (a) normalized source, 15 mm, and 
30 mm pulses (b) Fourier power spectra of pulses shown in Fig 4(a); (c) changes in phase 
caused by the absorbing inhomogeneity, (d) changes in modulation depth (AC/DC ratio); (e) 
phase SNR as function of modulation frequency;  (f) MD SNR as function of frequency. In 
Figs. 4(e) and (f) the SNR values are computed using the analytical noise model. Values 
corresponding to each curve are normalized to the value for the same curve at 100 MHz 

 
The situation is qualitatively different in the case of changes in the phase and in the MD 

(see Figs. 4(c) and 4(d), respectively). Changes in these parameters increase significantly with 
frequency and show maxima at frequencies from 600 to 1200 MHz (depending on the source-
detector distance) in case of the phase change, and from 500 to 700 MHz in case of  the ratio 
AC/DC. The error bars in Figs. 4(c) and (d) show average errors corresponding to 
measurements repeated four times. In Fig. 4(c) one can see that the phase error increases with 
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frequency according to the model based on quantum noise. In case of the MD signal (Fig. 
4(d)) the error does not increase with frequency, which also agrees with the quantum noise 
model. The fact that the MD error in Fig. 4(d) does not generally decrease with frequency is 
due to the small long-term instabilities in the laser pulse, which slightly modify its shape 
during different photon-counting measurements. These instabilities are specific for the pulsed 
laser used in this study, but not for a well designed frequency-domain instruments utilizing 
intensity-modulated light sources. Also, only four measurements at each condition could not 
provide sufficient statistical power for the direct experimental noise assessment.  Therefore, to 
access the SNR frequency dependence (Figs. 4(e) and (f)) for the signals shown in Figs. 4(c) 
and (d) we used Eqs. (18) and (19) from the Appendix rather than the experimental errors.  

Since the photon counting method required using additional light attenuation at smaller 
distances, we could not normalize the SNR obtained at different distances. Therefore, in both 
Figs. 4(e) and (f) all curves are normalized to the corresponding SNR values at 100 MHz. 
Thus, Figs. 4(e) and (f) do not compare the SNRs for signals at different distances, but rather 
show the SNR changes from their respective values at 100 MHz. Fig. 4(e) shows that, 
depending on the distance, the phase SNR reaches its maximum in the range of 300-500 MHz. 
In this frequency range the improvement compared to 100 MHz is quite significant (2.5-3 
times). According to Fig. 4(e) the maximum improvement is reached at source-detector 
distances of about 20-25 mm. At smaller distances the phase signal is too small, while at a 
larger distance the phase noise becomes too large. 

The main difference between the phase and MD SNRs is that the phase SNR peaks 
between 300 and 500 MHz, while the AC/DC SNR grows monotonically until about 1200 
MHz. This happens because, in the case of the MD SNR, the values corresponding to the 
signal curves in Fig. 4(d) are divided by the AC values, which decline monotonically with 
frequency. It is interesting to note that in the range of 300-500 MHz where the phase SNR 
reaches maximum, the MD SNR at different distances increases about 5-10 times compared to 
its value at 100 MHz. 

 

Fig. 5. Changes in AC SNR caused by the absorbing object. Data is normalized to the DC SNR 
at 15 mm. 

 

It is important to compare the frequency dependence of the phase and MD SNR with the 
AC one. The AC SNR at 15 mm and 25 mm source-detector distance are shown in Fig. 5. 
Both curves are normalized to the DC SNR (zero frequency) at 15 mm. One can see that at 
500 MHz both distances the signals (and the SNRs) decrease by about 50 % of the 100 MHz 
value. This decrease is less than the maximal phase SNR improvement and significantly less 
than the MD SNR improvement at 500 MHz. 
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4. Monte Carlo simulations of changes in phase and modulation depth caused by 
cerebral activation 

We used the Monte Carlo code described in Ref. [10]. which models propagation of light 
beams (“photons”) in a volume specified as a collection of voxels with specific optical 
properties. We derived our digital phantom of the adult human head (see Fig. 6) from the 
high-resolution, MRI-based, segmented, computerized head phantom [8]. 

 
Fig. 6. MRI -based digital phantom of the adult head used in Monte Carlo simulations 

The size of each voxel was 1x1x1 mm. Although the original phantom included more than 
100 tissues, we simplified it by unifying various tissues into four layers: the external layer 
(scalp and skull), the cerebro-spinal fluid (CSF), the non-activated brain, and the activated 
brain (see Fig. 6). The absorption coefficients of these layers were 0.1 cm-1, 0.01 cm-1, 0.1 cm-

1, and 0.13-0.26 cm-1 (since no absolute values for the optical properties of the activated brain 
tissue have yet been published, in our simulations we used various values of µa in the range 
0.13-0.26 cm-1.), respectively. The reduced scattering coefficients were 10 cm-1, 1.0 cm-1, 10 
cm-1, and 10 cm-1, respectively. The values of absorption and reduced scattering coefficients 
for the outer layer and the brain correspond approximately to those we obtained in our 
experimental study [11]. The values of the optical properties for the low-scattering and low-
absorbing CSF layer (µa=0.01 cm-1 and µ's=1 cm-1) were taken from the literature [10]. The 
activated area of diameter about 1.5 cm was selected in the primary motor cortex (see Fig. 6). 

In the simulations the light source was positioned on the surface of the phantom above the 
activated area. The detectors were positioned at various surface locations at distances of 15, 
20, 30, and 40 mm from the source. We recorded changes in the light energy fluence during 
an interval of 6-8 ns with a temporal resolution of 200 ps. The code stored the travel history 
and the energy of the light rays acquired by the detectors. In each simulation 108 rays were 
propagated. These data were used to calculate the phase and the MD of the detected photon-
density waves with and without activation, and the SNR for the changes in these parameters 
caused by activation (see [10] for details). 

Figures 7(a-d) show the simulated changes in the phase and MD, and the corresponding 
SNRs as functions of the modulation frequency. As in Figs. 4 (e) and (f), the curves in Figs. 
7(c) and (d) compare the SNR for each distance with their respective values at 100 MHz. One 
can see that  the behavior of the curves in all Figs. 7(a -d) is quantitatively  very similar to the 
corresponding curves obtained experimentally using the pulsed laser (see Figs. 4(c -f)). Similar 
to Figs. 4(e) and (f), Figs. 7(c) and (d) demonstrate significant SNR increase at higher 
frequencies. An interesting feature seen in Fig. 7 (c) is that at frequencies higher than 300 
MHz the SNR increase with frequency at the 35 mm source-detector distance is smaller than 
at 30 mm. This phase SNR saturation effect at larger source-detector distances can be also 
seen in the experimental data shown in Fig. 4(e). Saturation occurs due to the higher phase 
noise at larger distances. In Fig. 7 (d) one can see that at the source-detector distance about 30 
mm the increase of the MD SNR also reaches saturations. Unlike the phase SNR, this happens 
not due to the higher noise, but because the MD signals are smaller at distances  larger than 30 
mm (see Fig. 7(b)). 
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Fig. 7. Monte Carlo simulated Data: ): (a) changes in phase caused by the absorbing 
inhomogeneity, (b) changes in modulation depth; (c) phase SNR as function of modulation 
frequency normalized to the 100 MHz value for the same distance;  (d) MD SNR as function of 
frequency normalized to the 100 MHz value for the same distance; (e) phase SNR as function of 
modulation frequency normalized to the 100 MHz value for the 15 mm curve;  (f) MD SNR as 
function of frequency normalized to the 100 MHz value for the 15 mm curve. 

 
In Figs. 7(e) and (f) the SNR curves for simulated phase and MD changes are normalized 

to the values corresponding to 100 MHz and a source-detector distance of 15 mm. Thus, these 
figures compare the SNR behavior at different frequencies and at different distances with that 
at 100 MHz and 15 mm. In Fig. 7(e) one can see that the phase SNR significantly decreases at 
distances larger than 25 mm. Fig. 7(f) shows that, although at larger distances and higher 
frequencies the MD SNR very significantly exceeds its value at 15 mm and 100 MHz, the 
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curves for 30 and 35 mm are very similar. These features indicate that while an increase in the 
modulation frequency leads to a significant SNR improvement, the optimal source-detector 
distance does not exceed 30 mm. 

5. Discussion 

For the geometry of the human head we have found, both experimentally and using the 
Monte-Carlo simulation, that the changes caused by an absorbing inhomogeneity to the 
modulation depth and phase of the photon density wave exhibit a non-monotonics dependence 
on the modulation frequency. The change in phase reaches maximum between 400 and 1400 
MHz, and the MD change achieves its maximum value in the 500-600 MHz frequency range 
depending on the source-detector distance. Such a resonance-like dependence of signals 
caused by inhomogeneity is specific for the situation when a relatively small object is 
immersed in a semi -infinite medium at the depth about 15 mm. Such a non-monotonic 
behavior of optical signals was not found in the case of the slab geometry [7]. 

We have experimentally demonstrated that for a typical frequency-domain instrument, 
such as the ISS Oximeter, the noise in the AC and phase data acquired in vivo corresponds to 
the quantum shot noise model, for which the dependence of the phase and MD noise on the 
frequency can be obtained analytically.  

The most important result of our study is that for the specified geometry the SNR of the 
frequency-domain instrument can be significantly improved by increasing the modulation 
frequency. The phase SNR can be increased 2-3 times compared to the value at 100 MHz, 
which is comparable with the improvement demonstrated for the slab geometry in [7]. The 
MD SNR can be theoretically increased more than 10 times, provided that the modulation 
frequency is sufficiently high. Current electronics allows modulation of light sources at 
frequencies up to 400-500 MHz with a modulation depth of more than 30 %.  Therefore, the 
discussed significant SNR improvement is now achievable in practice. 

The amplitude SNR decreases with the frequency slower than the phase and the 
modulation SNR increase. Also, in our instrument the amplitude SNR at 100 MHz is quite 
high, and, besides, can be improved by increasing the DC. Therefore at frequencies below 500 
Hz the increase in the phase SNR will not be obtained for the price of unacceptably low 
amplitude SNR. 

We have also found that for the specified geometry both phase and  MD SNR are 
optimized at source-detector distances of about 20-30 mm. Increasing source-detector 
distances to greater than 30 mm causes the phase SNR to decrease due to the higher noise, and 
the lower signal. This conclusion agrees with the one of [12]. However, unlike Firbank et al 
[12], we did not observe saturation of the phase change at larger distances, and the SNR 
decrease we found is due to the higher noise. 

The results of both studies are close not only qualitatively, but also quantitatively. This 
indicates that the demonstrated influence of the modulation frequency and source-detector 
distance on the phase and MD SNR is related to the common features of both models, such as 
the geometry and the values of the optical properties of layers, which play the most important 
role in the light transport.  Thus we should conclude that including the CSF layer intohe 
digital model does not cause significant effect on the phase and modulation depth. 

The superiority of the frequency-domain method over the cw one has been demonstrated 
in a number of studies [2-6], and now is accepted by the near-infrared community. The most 
fundamental advantage of the frequency-domain method over the cw one is the increased 
amount of quantitative information about the optical properties of the medium encoded into 
the phase and the amplitude data. This information increase is, first, due to the different 
influence of the absorption and scattering on the DC, AC, and on the phase, and, second, due 
to the differences in the volumetric photon measurement density functions corresponding to 
the amplitude and the phase. Therefore, measurements of various parameters, such as the 
phase and the MD should increase the resolving capability of the method. For example, in the 
case of a homogeneous medium the frequency-domain method provides a very accurate 
separation of the absorptive and scattering properties [5]. For the non-homogeneous layered 
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semi -infinite medium it was shown in [6] that the cw method does not work, and only using 
both amplitude and phase measurements one can correctly reconstruct the optical properties of 
the internal layers. These examples suggest that the improvement of the phase and MD SNR 
should also improve the overall accuracy of the reconstruction of the tissue optical properties. 
To further investigate this issue we plan to perform the frequency-domain imaging 
experiments at different modulation frequencies. 

6. Conclusion 

In phantom experiments with sub-nanosecond light pulses, and using numerical Monte-Carlo 
simulations we have found that changes in the phase and modulation depth of a photon-
density wave caused by local functional activation in human brain exhibit non-monotonic 
dependence on frequency, with a maximum value corresponding to frequencies between 400 
and 1400 MHz depending on the source-detector distance. We have experimentally 
demonstrated that for a typical frequency-domain instrument the noise in the AC and phase 
data acquired in vivo corresponds to the quantum shot noise model. We have shown that the 
SNR for these changes can be very significantly improved compared to its value at 100 MHz 
by increasing the modulation frequency to 400-500 MHz. The source-detector distance which 
optimizes the SNR for both phase and modulation depth signals is about 20-25 mm. 
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Appendix 

In order to estimate the noise in the phase and MD consider the transformations of the signal 
and noise in a frequency domain instrument. The light intensity at the detector input is  

btatI ++= )cos()( φω                                                    (1), 

where a, b, ω and φ are the modulation amplitude, the intensity, the modulation frequency, 
and the phase of the photon density wave, respectively  The detector anode current is 
proportional to the number of photo-electrons Npe induced by light per unit of time: 

 peNtfgqti )()( ∆=                                                                (2) 

where q is the electron charge, ∆f is the bandwidth, and g(t) is the gain. Alternatively, i(t) can 
be represented as a sum of the average value and the fluctuation 

)()()( ttiti ξ+= ,                                                             (3) 

where  denotes an ensemble average, and )(tξ  is a non-stationary random process with 

the zero average. The ensemble average value )(ti  at each moment of time can be obtained 

by averaging the right hand side of Eq. (2), which is proportional to peN  (assuming that 

the gain noise is small compared to the variation in the number of photoelectrons). Since  

)()( tI
fh

S
tN pe ∆

=
ν
η

,                                                   (4) 

where η  and S are the quantum efficiency and the detecting area of the detector, and ν is the 

frequency of light, )(ti  can be written as 
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)()()( tItGti = ,                                                            (5) 

where )()( tg
h

Sq
tG

ν
η

= . The gain of the detector is modulated at a 

frequency Ω+= ωω' , where the cross-correlation frequency Ω  is very small compared 

toω : ))'cos(1()( 0 φω ++= tmgtg , 1≤m . Therefore, Eq. (5) can be rewritten as 

))'cos(1)()cos(()( tmBtAti ωφω +++= ,                       (6) 

where A and B are the constants proportional to a and b, respectively.The cross-correlation 
waveforms of the detector signal (i.e., waveforms of period T=2π/Ω) are then Fourier 
transformed to obtain the complex value X: 

ψφ +== ∫
−

Ω− i
T

T

ti Aedteti
T

X
2/

2/

)(
4

,                                        (7) 

where ∫
−

Ω−=
2/

2/

)(
4 T

T

ti dtet
T

ξψ  is the complex random error. The AC and phase are then 

obtained as  

( ) ( )22 "' XXAC += , )
'
"

arctan(
X
X

=Φ  with mean values equal to A and φ, 

respectively. The variances in the corresponding errors are 

"')2sin(2")(sin')(cos 22222 ψψφψφψφσ ++=AC                    (8) 

and  

2

2222
2

"')2sin(2")(cos')(sin

A

ψψφψφψφ
σ

−+
=Φ ,                   (9) 

respectively. The DC value  is obtained using the Fourier transform at zero frequency, i.e.  

 

ζ+== ∫
−

DCdtti
T

DC
T

T

2/

2/

)(
4

,                                   (10) 

where BDC 4= , and ζ is the random DC error equal to  

∫
−

2/

2/

)(
4 T

T

dtt
T

ξ .                                                 (11) 

To estimate the error in AC, DC, and phase one should consider the statistical properties 
of the random process )(tξ . We assume that the gain noise is small, and the light intensity is 
high enough to neglect the thermal noise and other sources of electronic noise. Then, the only 
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source of noise in i(t)  is the fluctuation of the number of photoelectrons, i.e., the shot noise, 
and the cross-correlation function for )(tξ is  

)"'()'()"()'( 2 ttttt i −= δσξξ ,                              (12) 

where )'(2 tiσ is the variance. Assuming that the mean squared fluctuation in the number of 

photoelectrons is equal to peN ,  from Eq. (2) one can derive   

22 ))'cos(1)()cos(()()()( tmBtAtitfgqti ωφωασ +++=∆= ,            (13) 

where α is a constant. Using Eqs. (11), (12) and (13) one obtains  

DC
T

m
B

T
m )2()2(4

"' 22 +
=

+
== ααψψ  ,                     (14) 

"'ψψ =0,                                                              (15) 

and 

DCDC γζσ == 2  ,                                                (16) 

where Tm /)2(2 2+= αγ . By substituting (14) and (15) into (8) and (9) we arrive 
at: 

DCAC βσ = ,                                                                 (17) 

and 

AC

DCβ
σ =Φ ,                                                                  (18) 

where Tm /)2(2 += αβ .   
In practice the detector signal is digitized with a sampling rate which is a multiple of the 

cross-correlation frequency Ω , and the integrals in Eqs. (7), (10), and (11) are approximated 
by finite fast Fourier transforms. However, one can show that Eqs. (14)-(18) are valid both for 
both discrete and continuous Fourier transforms. It is important to note that, as follows from 

Eqs. (17) and (18), ACσ does not depend on the modulation frequency ω, and Φσ  depends on 

ω  through AC  in the denominator.  

By propagating the noise through the ratio DCAC /  one can show that the 

corresponding standard deviation is  
222

/ // DCDCAC DCACDCAC σσσ += ,                              (19) 

Equation (19) shows that, since 2
ACσ  and 2

DCσ   do not depend on the modulation 

frequency, the dependence of the MD noise on frequency is given by the ratio 

of DCAC / . 
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