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As technology scales, signals may reach proportionally less and less chip area 

within a single clock cycle, resulting in multi-cycle paths.  One solution is to pipeline 

such signals, being mindful of pipeline throughput.  However, pipeline structures can 

consume substantial energy.  The problem is finding the optimal tradeoff between 

energy and throughput in determining pipeline architecture.  We derive a set of pipeline 

performance metrics, discover that the optimal energy/throughput tradeoff is determined 

by the pipeline depth, and obtain that depth as technology scales.
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1.  Introduction 

Since Gordon Moore drew a curve on a sheet of graph paper over 40 years ago 

[1], engineers have worked feverishly to achieve his prophecy.  Today, as ultra-deep-

submicron semiconductor process technology marches yet deeper beyond the sub-

wavelength barrier, and engineers delve yet further beyond the threshold of a billion 

discrete devices on a single die, increasingly great challenges to continued advancement 

form on the horizon.  One of those challenges relates to global interconnect. 

CMOS process scaling has enabled ever-greater integration density and higher 

clock frequencies.  Simultaneously, the complexity of system-on-chip (SOC) designs 

has enjoyed a corresponding increase.  Yet while process scaling has reduced transistor 

delays, RC wire delays have not seen a corresponding improvement because, unlike 

transistors, the miniaturization of wires does not improve their performance.  The 

composite result is that as process technology scales, global signals have a shorter time 

in which to traverse relatively larger digital systems, using relatively slower wires.  

Still, in a synchronous design, each signal must arrive at its destination within the clock 

period.  While inserted repeaters in the form of inverters or buffers have traditionally 

been used to meet timing constraints in long wired paths, the improvement in delay 

offered by this approach is finite because each repeater necessarily adds some delay.  

Consequently, modern designs have grown to the point where a global signal may 

require multiple clock cycles to propagate the length of the path. 

The data throughput, or bandwidth, of a non-pipelined global signal wire with a 

multi-cycle path is reduced compared to a single-cycle path because the data must 
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occupy the multi-cycle path for multiple clock cycles.  To improve the bandwidth of 

multi-cycle global wires, some have proposed wave pipelining of long global signal 

wires.  Others have proposed the more traditional approach of synchronous pipelining 

using repeaters, such as buffers or inverters, interleaved with sequential elements, such 

as latches or flip-flops.  As it has the most practical application, the traditional 

synchronous pipelining approach using flip-flops is the focus of our work here. 

While the insertion of flip-flops in a multi-cycle path improves bandwidth and 

may improve operating frequency, it comes at a cost.  Flip-flops require energy to 

operate.  Interconnect power already comprises the majority of dynamic power 

consumption in some modern microprocessors [6].  Power consumption is emerging as 

the greatest problem in chip design, with some recent high-power processor designs 

already having become power-limited [14], [15].  Further, such pipelines can be 

extensive.  For example, some predicted that at the 35nm node, the latency to propagate 

a signal across a chip would be as much as 32 clock cycles, a number that will only 

increase with further process scaling [7].  The energy required to pipeline such multi-

cycle signals is significant and thus cannot be ignored.  A practical, efficient pipelined 

interconnect architecture should attempt to achieve the highest throughput for the least 

amount of energy. 
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2.  Previous Work 

Researchers have studied pipelined interconnect extensively.  A great deal of 

recent research on pipelined interconnect focuses on minimization of pipeline latency.  

Cocchini proposed a methodology for optimal repeater insertion in pipelined 

interconnects [9], [10].  The methodology inserts flip-flops and repeaters to meet one of 

two performance goal options.  The first option is to minimize the overall interconnect 

latency.  The second option is to meet a target latency specification.  With the second 

option, Cocchini uses a secondary cost function to minimize allocated routing resource 

utilization. 

Xu and Choudhury developed a set of models to study transparent latch-based 

interconnect pipelining [11].  Their study explored the implications of pipelined global 

interconnect at the architecture level, on CAD tool development, and at the circuit level.  

Ultimately, their algorithms yield a latch-based pipeline featuring the minimum number 

of sequential elements.  Seth, et al. also advocate a latch-based approach to pipelining, 

exploiting retiming principles to meet delay constraints [13].  Like Cocchini, their work 

emphasizes latency minimization. 

Other recent research considers tradeoffs between energy consumption and 

throughput in pipeline design.  Deodhar and Davis contributed a technique reducing 

power dissipation through supply voltage scaling, increasing the number of repeaters 

within pipelined stages to offset increased delays due to reduced supply voltage [4], [5].  

They recognized that inserting flip-flops to pipeline long global signals with multi-cycle 

paths could improve communication throughput on such paths.  However, their 
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approach sought to improve the throughput/energy tradeoff by manipulating only the 

energy side of the ratio, without degrading latency, and did not explore ways to enhance 

throughput. 

In a precursor to this study, Zhang, et al. extensively analyzed the electrical 

properties of repeated RC wires under various design goals [12].  Important for this 

study is the contribution of a set of metrics for delay and energy measurement for 

repeated interconnect.  Among the metrics that will prove useful for our study are 

expressions for delay and energy for repeated RC wire normalized to wire length. 
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3.  Problem Statement 

Advances in CMOS process technology have led to increases in the operating 

frequency, integration density and overall complexity of integrated circuits.  With larger 

dies and faster clocks, the proportion of die area reachable by a global signal within a 

single clock period is rapidly diminishing.  Further advances mean such signals will 

require increasingly more clock cycles to traverse the modern digital system. 

One practical solution for the resulting sequential synchronization issue is to 

pipeline such multi-cycle global interconnect paths by interleaving routed wire 

segments with repeaters and flip-flops.  As we will see, pipeline insertion on multi-

cycle paths also improves data throughput on that path.  However, with many large-

scale, high performance devices becoming power limited [14], [15], a practical pipeline 

solution must also consider energy consumption.  The goal of this study is to optimize 

pipelined interconnect simultaneously for energy and throughput to ensure a workable 

solution in an environment where routing resources and available power are scarce.  

Most prior work in this area focuses on latency minimization of pipelined 

interconnect.  For instance, [9]-[11] and [13] offer algorithms that yield pipelines that 

minimize the latency of pipelined interconnect at the most latent receiver.  These 

approaches guarantee that pipelined data is received as quickly as possible.  However, 

these approaches fail to exploit a key property of a pipeline that enables a dramatic 

increase in signal throughput without substantially degrading latency. 

To understand this property, consider a pipelined signal with minimum latency.  

Here, each register-to-register path in the pipeline necessarily has zero timing slack.  
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The signal throughput of the pipelined interconnect is the pipeline clock frequency 

because a bit of data exits the pipeline each clock cycle.  An increase in pipeline clock 

frequency would yield a like increase in throughput, but it is not possible to increase 

pipeline clock frequency here because each pipeline stage is a critical timing path.  

Now, what the previous work did not consider is that the individual pipeline stages can 

be made faster by making them shorter.  Since the distance between the beginning and 

end of the pipeline is fixed, pipeline wire segments can be made shorter by inserting 

additional flip-flops in the pipeline.  Therefore, by adjusting the pipeline depth to add 

flip-flops to the pipeline, individual pipeline segments can be made shorter and thus 

faster, allowing an increase in clock frequency and a corresponding increase in 

throughput.  Latency will increase, but this may be inconsequential. 

The latency minimization focus of the prior work may be misdirected.  With 

repeated RC wire, the throughput of a signal is the inverse of its latency, and a reduction 

in critical path latency enhances throughput because the system clock can be run faster.  

This explains the emphasis on latency reduction in the study of RC wires.  However, 

with a pipelined signal, an increase in pipeline latency alone has no effect on signal 

throughput.  The reason is that the pipeline removes the long wire from the critical path, 

allowing the system clock to run independent of the multi-cycle delay.  Pipeline 

insertion causes the pipelined data to be time shifted.  If the system can be modified to 

be made functionally tolerant of the time shift, then pipelining is a practical solution to 

the multi-cycle delay issue.  If the system can not be made to function properly with the 

time shift, then pipelining is not a feasible solution to the issue.  Therefore, pipelining is 
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only applicable to systems where the added pipeline latency is irrelevant to the overall 

function of the system.  We only consider systems in which the addition of a pipeline in 

a signal does not destroy the system’s functionality.  Latency minimization in such 

circuits has no practical significance. 

Instead, the figure of merit worthy of our research is pipeline throughput.  

Throughput is worthy of study because improvement of throughput allows the system to 

process data faster.  Additionally, with global routing resources in scarce supply, 

maximizing the throughput of global signals could prove highly beneficial in reducing 

global routing congestion.  For example, consider the effect of modifying a pipeline by 

inserting an additional flip-flop at the midpoint of each repeated wire segment.  The 

delay of each resulting segment would be halved, allowing the pipeline clock rate to 

rise, roughly doubling the pipeline throughput.  By multiplexing the signal so that two 

signals travel on the same physical path, an entire global signal wire could be made 

redundant, preserving a valuable resource. 

Perhaps counter-intuitively, none of the latency-optimization strategies 

discussed above addresses pipelined signal throughput.  Moreover, the studies ignore 

energy consumption.  For pipelining to be a practical solution to the multi-cycle 

interconnect issue, we must look beyond latency minimization and optimize the pipeline 

architecture for throughput with the simultaneous objective of minimizing energy 

consumption. 

Deodhar and Davis recognized the potential to increase data throughput of a 

pipelined global signal without degrading latency [4], [5].  Their approach maximized 
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throughput per bit energy of a pipelined signal for a given pipeline architecture.  

However, they saved power by lowering the supply voltage, while recovering the 

resulting delay penalties, and sharpening degraded transition times, by increasing the 

number of repeaters per unit length of interconnect.  Using their approach, net energy 

decreased because, as energy scales with the square of the voltage, energy savings 

resulting from reducing the source voltage outpaced the added power consumed by the 

additional repeaters.  However, they failed to consider the effect that simply 

manipulating pipeline depth and clock frequency has on throughput and energy. 

This study seeks to offer practical solutions for pipeline architectures that ensure 

minimum energy per unit of throughput.  Improved throughput in global signal channels 

that traverse long distances can be used to alleviate congestion in global routing layers.  

The contribution of an energy efficient method to achieve such improved throughput is 

a worthwhile endeavor. 
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4.  Presentation of Research 

Our objective requires that we construct mathematical models of our pipeline 

elements (wire, repeaters, and flip-flops - see Figure 1) and analyze their behavior.  We 

will analyze our pipeline’s behavior across several process technology nodes.  

 

Variables, parameters, and functions used in this study are defined below to clarify 

further expression. 

4.1  Definitions and Technology Data 

• N is the pipeline depth, or alternately, the number of flip-flops in the pipeline. 

• L is the total wire length of a multi-cycle signal. 

• TFF is the total latency of single flip-flop (sum of Tsetup and Tclk→q). 

• Ceff is the effective capacitance (sum of the gate capacitances) of a flip-flop. 

• tRC is the length-normalized delay for repeated RC wire. 

• eRC is the length-normalized energy for repeated RC wire. 

To determine TFF, a basic D flip-flop is modeled and HSPICE simulations are 

run to find Tsetup and Tclk→q.  Figure 2 shows a schematic of the DFF simulated.  The 

DFF incorporates 8X minimum sized inverters and 4X transmission gates.  The Q 

Figure 1.  Pipeline Elements 
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output is loaded with a 50X inverter.  Setup and clock-to-q times are obtained by first 

finding the clock-to-q delay for the ideal case, where the D input arrival time is large, 

and then reducing the D input arrival time with respect to the clock such that the clock-

to-q time is degraded by ten percent.  Tclk→q is then the ten percent degraded clock-to-q 

value, and Tsetup is the associated D input arrival time.  Ceff is calculated by simulating 

the DFF with a clock frequency of 2.1GHz, a D input toggle rate of 100%, and using the 

formula P = fCVDD
2.  Simulations were run for 90nm, 65nm, 45nm, 32nm, and 22nm 

devices, using Predictive Technology Models [2].  Simulation results can be found in 

Table 1. 

Table 1.  D Flip-Flop Simulation Results 

 90nm 65nm 45nm 32nm 22nm 

Tsetup  (ps) 34 24 13 8 4 

Tclk→q  (ps) 22 15 10 6 3 

Ceff  (fF) 34.3 23.8 17.0 9.0 4.3 
 

In [12], we derived expressions for delay (tRC) and energy and (eRC) of a 

minimum-delay-optimized repeated RC wire segment, normalized to wire length.  

Figure 2.  D Flip-Flop 
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Using these expressions and ITRS predictions [3], values for length-normalized delay 

and energy of a repeated RC wire segment were calculated for each technology node in 

our study.  These values can be found in Table 2.  Table 3 shows VDD for each process 

node [3]. 

Table 2.  Wire Length-Normalized Delay and Energy of Repeated RC Wire 

 90nm 65nm 45nm 32nm 22nm 

tRC  (ps/mm) 33.9 42.9 45.9 54.6 54 

eRC  (fJ/mm) 154.4 135.2 120.6 97.3 97.5 
 

Table 3.  VDD by Process Technology 

 90nm 65nm 45nm 32nm 22nm 

VDD 1.2 1.1 1.0 0.9 0.8 
 

4.2  Pipeline Metrics 

Several fundamental performance metrics are essential for our analysis.  Those 

are the pipeline’s latency, power, throughput, and energy.  Expressions for each are 

given below. 

4.2.1  Latency 

Pipeline latency is the total time required for a bit of data to traverse the 

pipeline.  While optimization of pipeline latency is not our ultimate goal, it remains an 

important metric in our analysis.  Pipeline latency can be expressed as the sum of the 

pipeline stage delays multiplied by the total number of pipeline stages.  Alternately, 
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latency can be written using the length-normalized repeated RC wire delay, as shown in 

Equation (1). 

 

€ 

Latency = N(Tclk→q + Tsetup + TRC
seg ) = NTFF + tRCL  (1) 

Observing Equation (1), the relationship between latency and pipeline depth 

becomes apparent.  The expression shows that modifying the pipeline depth adjusts 

latency by the aggregate delay of the flip-flops added or subtracted from the pipeline.  

However, in a system where pipeline latency only shifts the system output in time, 

latency has no effect on system throughput, and latency is moot. 

4.2.2  Power 

We define pipeline power as the total power required to shift a bit of data 

through the pipeline.  Pipeline power can be expressed as is the sum of the repeated RC 

wire segment power and flip-flop power for a pipeline stage multiplied by the number 

of such pipeline stages.  As shown in Equation (2), total pipeline power can also be 

written in terms of the energy consumed in the flip-flops and repeated RC wire 

segments. 

 

€ 

Power = N(PFF
seg + PRC

seg ) = fBW (NCeffVDD
2 + eRCL)  (2) 

Equation (2) confirms the intuitive conception that increasing pipeline depth 

increases pipeline power. 

4.2.3  Throughput 

The signal throughput of a repeated RC wire is the inverse of its latency.  

However, since a bit of data exits a pipeline each clock cycle, the throughput of a 

pipelined repeated RC wire is the pipeline clock rate.  Throughput can also be written in 
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terms of the length-normalized repeated RC wire delay, as shown in Equation (3).  Note 

that pipeline throughput can also be thought of as the pipelined signal’s bandwidth. 

 

€ 

Throughput =
1

Tcycle
=

1
TFF + tRC (L /N)

 (3) 

Table 2 shows that as technology scales, wire-length normalized delay of 

repeated RC wire actually grows.  Additionally, transistor devices are getting faster at a 

rate greater than that at which wires are becoming shorter [16].  The resulting increase 

in the dominance of wire delay in Equation (3) suggests that the technique of increasing 

pipeline depth to improve throughput will become increasingly effective as technology 

scales. 

4.2.4  Energy 

Pipeline energy can be expressed as the sum of the energy required to charge the 

gate capacitances of each pipeline flip-flop’s transistors and the total energy dissipated 

in the repeated RC wire segments for one bit of data, as shown in Equation (4). 

 

€ 

Energy =
Power

Throughput
= NCeffVDD

2 + eRCL  (4) 

We know that both power and throughput increase with pipeline depth N.  

Equation (4) tells us that energy, as well, increases with pipeline depth N, leading to the 

conclusion that power grows with pipeline depth at a greater rate than does throughput. 

A comparison of Equations (3) and (4) reveals a tradeoff between throughput 

and energy with varying pipeline depth because throughput improves with longer 

pipeline depth at the expense of energy consumption.  Our goal of optimizing pipelined 
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interconnect simultaneously for energy and throughput can thus be realized by 

determining the optimal pipeline depth to balance energy and throughput. 

4.3  Optimal Pipeline Depth 

To balance energy and throughput, we take the ratio of the metrics.  The 

energy/throughput ratio becomes our objective function for optimization.  To find the 

optimal pipeline depth N given our objective function, we take the partial derivative of 

our objective function with respect to N, set the result to zero, and solve for N, as shown 

in Equation (5). 

 

€ 

∂
∂N

Energy(N)
Throughput(N)
 

 
 

 

 
 =

∂
∂N
(NCeffVDD

2 + eRCL)(TFF + tRC
L
N
)

= CeffVDD
2 TFF −

1
N 2 eRC tRCL

2 = 0

Nopt =
eRC tRC

CeffVDD
2 TFF

L

 (5) 

Equation (5) shows us that optimal pipeline depth for our objective function is 

directly proportional to wire length.  Due to the relatively rapid reduction in transistor 

delay compared to wire delay as technology scales, (5) also suggests that optimal 

pipeline depth increases as technology scales. 
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Figure 3 shows a plot of the ratio of energy and throughput as a function of 

pipeline depth for the process technology nodes under study.  The figure shows the  

optimal pipeline depths, occurring at the function minima, for our objective function as 

technology scales.  The figure confirms our prediction that the technique of increasing 

pipeline depth to improve throughput becomes increasingly effective as technology 

scales. 

Rearrangement of Nopt, shown in Equation (6), reveals the physical implications 

of the optimization.  (6) shows that at the optimal pipeline depth, the energy-delay 

product of the repeated RC wire segments is balanced with that of the flip-flops. 

Figure 3.  Optimal Pipeline Depth 
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€ 

eRC
L
Nopt

 

 
  

 

 
  tRC

L
Nopt

 

 
  

 

 
  = CeffVDD

2 TFF  (6) 

The ratio of energy to throughput of a repeated RC wire can also be expressed as 

delay2×power.  The equivalence holds true for repeated wire because throughput is the 

inverse of latency.  In a pipelined repeated RC wire, where throughput is not the inverse 

of latency, the equivalence does not hold.  Nonetheless, an analogy can be drawn 

between our optimization of pipeline energy-throughput ratio to optimization of the 

delay2×power objective function. 

4.4  Evaluation of Latency at Optimal Pipeline Depth 

Plugging Nopt back into our expression for latency yields Equation (7). 

 

€ 

Latency
PRC

= NoptTFF + tRCL

=
eRC tRCTFF
CeffVDD

2 + tRC
 

 
  

 

 
  L = tPRCL

 (7) 

We know that as technology scales, delay is increasingly dominated by RC wire 

delay over device delay [16].  We also know from [12] that the length-normalized delay 

of RC wire increases as technology scales.  With this knowledge, Equation (7) suggests 

that for a given wire length, latency of pipelined RC wires increases as technology 

scales.  Figure 4 confirms this hypothesis. 

Note that (7) also reveals the length-normalized latency for pipelined repeated 

RC wire optimized to our min-energy/throughput objective function.  This is a natural 

extension of our work in [12], where we found length-normalized delay of repeated RC 

wire optimized to the analogous delay2×power objective function. 
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4.5  Evaluation of Power at Optimal Pipeline Depth 

Plugging Nopt into our power expression yields Equation (8).  A comparison of 

Table 1 to Table 2 reveals that flip-flop delay decreases with technology scaling quicker 

than does the length-normalized repeated RC wire energy.  Thus, for a given wire 

length, power tends to increase as technology scales.  Figure 5 gives us confirmation. 

 

€ 

Power PRC = fBW (NoptCeffVdd
2 + eRCL) =

eRCL
TFF

pPRCL  (8) 

 

 

Figure 2.  Latency at Min-Energy/Throughput Objective 
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4.6  Evaluation of Throughput at Optimal Pipeline Depth 

Substituting Nopt into our expression for throughput yields Equation (9).  We 

learn from (9) that throughput is independent of wire length.  Throughput is instead 

technology dependent.  Equation (9) suggests an increase in throughput as technology 

scales.  A plot of throughput versus wire length for different technologies can be found 

in Figure 6. 

 

€ 

Throughput PRC =
1

TFF + tRC (L /Nopt )
=

1
TFF + tRC CeffVDD

2 TFF /eRC tRC
 (9) 

 

Figure 5.  Power at Min-Energy/Throughput Objective 
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4.7  Evaluation of Energy at Optimal Pipeline Depth 

Substitution of Nopt in our bit energy expression yields Equation (10).  Since 

length-normalized repeated RC wire energy decreases as technology scales, given a 

wire length, optimized pipeline energy decreases as technology scales.  Note that (10) 

also reveals an expression for the length-normalized energy of pipelined repeated RC 

wire optimized to our min-energy/throughput objective function.  Figure 7 shows 

pipeline energy per bit versus wire length as technology scales. 

 

€ 

Energy PRC = NoptCeffVDD
2 + eRLL =

eRC tRCCeffVDD
2

TFF
+ eRC

 

 
 
 

 

 
 
 L = ePRCL  (10) 

Figure 6.  Throughput at Min-Energy/Throughput Objective 
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Figure 7.  Pipeline Energy/Bit at Min-Energy/Throughput Objective 
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5.  Conclusion 

This study presents a new optimization strategy for pipelining long global 

interconnects comprising repeated RC wire.  Pipelined interconnects are designed to 

remove such interconnect paths from the critical path.  Systems tolerant of inserted 

pipeline latency can benefit from improved throughput and reduced energy.  Pipeline 

depth may be modified to achieve an optimal tradeoff between energy and throughput.  

Optimal pipeline depth is proportional to wire length, and increases as technology 

scales.  At the point of optimal pipeline depth, the energy-delay product consumed on 

repeated RC wire segments and the pipeline flip-flops is equal. 

This study has practical implications, including the potential to make more 

energy-efficient use of costly pipeline structures.  Additionally, the increased pipeline 

throughput made possible by flip-flop insertion can be used to reduce global routing 

congestion.  Since optimal pipeline depth grows rapidly as technology scales, this 

technique will become increasingly practical and important. 
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