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Abstract

How can we quantify the degree to which a piece of evidence
affects a person’s belief? Philosophers investigating theories
of Bayesian Confirmation have identified a plurality of poten-
tial measures, each with their own virtues and shortcomings.
Psychologists meanwhile have largely neglected this question,
which has limited their ability to understand differential belief
updating, cases where certain individuals or groups respond
to the same evidence in different ways. In this study, we ex-
amine how competing Bayesian confirmation measures track
commonsense notions of evidential strength. We demonstrate
how these measures can be computed from participants’ be-
lief reports, and identify cases where the measures come apart
in their characterization of participants’ belief updating. In so
doing, this project seeks to build connections between investi-
gations of psychological belief updating processes and formal
epistemic theories of confirmation.
Keywords: Belief updating; Bayesian confirmation

Introduction
Suppose across some shared moment, a child pushes a cup
from a table and watches it fall to the floor, a physics student
watches a counterintuitive demonstration, a scientist com-
pares the fit of two statistical models, and a philosopher
weighs the force of an argument. When each observes their
evidence, how much do those observations change their be-
liefs? How can this change be quantified, in principle and in
practice?

On the principled front, epistemologists investigated meth-
ods for quantifying how evidence impacts beliefs by consid-
ering different theories of Bayesian Confirmation. These the-
orists have sought to define measures of the degree to which
some evidence E confirms a hypothesis H relative to back-
ground knowledge K. Within this literature there is no strong
consensus as to a particular “best” measure, as several com-
peting measures are recognized as offering different virtues.

On the practical front, psychologists are often interested in
testing how beliefs change given different forms of evidence.
Most investigations focus on testing for the existence of be-
lief effects: does a piece of evidence produce a change in peo-
ples’ beliefs? But other investigations seek to uncover more
nuanced patterns of belief updating. In particular, many in-
sights stand to be gained in examinations of differential belief
updating, cases where certain individuals or groups respond
to the same evidence in different ways. For example: Do
Democrats and Republicans respond to scientific arguments
in the same way? Are emotional appeals persuasive, and for

whom? Do people more readily update their beliefs for good
news than for bad?

Examinations of differential responding will generally
need to quantify degrees of belief change in a way that com-
mits to a particular measure that quantifies that degree of
confirmation.1 As mentioned, the theoretical literature has
proposed many such measures, each with their own virtues.
Though rightly constrained by epistemic principles, a psy-
chological theory of confirmation has its own priorities and
desiderata that might help to narrow the field.

In this paper, we consider some of the most important con-
firmation measures in the theoretical literature and which of
them might best fulfill the desiderata for a psychological the-
ory of evidential confirmation. We then present a study exam-
ining how competing Bayesian confirmation measures track
commonsense notions of evidential strength. We demonstrate
how these measures can be computed from participants’ be-
lief reports, and identify cases where the measures come apart
in their characterization of participants’ belief updating.

Confirmation measures
Theorists have proposed dozens of different incremental con-
firmation measures. Some popular measures are the follow-
ing:

• Difference Measure (Carnap, 1962; Earman, 1992):

d(H,E) = P(H | E)−P(H)

• Log Ratio Measure (Milne, 1996):

r(H,E) = log
(

P(H | E)
P(H)

)
• Log likelihood Measure (Fitelson, 1999; Good, 1983):

l(H,E) = log
(

P(E | H)

P(E | ¬H)

)
• Z-measure (Crupi, Tentori, & Gonzalez, 2007):

z(H,E) =

{P(H|E)−P(H)
1−P(H) P(H | E)≥ P(H)

P(H|E)−P(H)
P(H) P(H | E)< P(H)

1One exception could be extreme cases like “backfire,” where
evidence has the opposite of its intended effect for some subset of
people. Such cases are likely quite rare (Wood & Porter, 2019),
though they are at least theoretically possible (Jern et al., 2014).
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• Normalized Difference Measure (Christensen, 1999;
Joyce, 1999):

s(H,E) = P(H | E)−P(H | ¬E)

These measures all have attractive features and agree in
many cases. Still, there are important (ordinal) differences
between them, and each has been subject to serious criticism.
Here, we highlight three main areas of theoretical concern.

To begin, Eells and Fitelson (2002) use symmetries related
to confirmation to evaluate measures. Taking c to be an arbi-
trary confirmation measure, they consider the following sym-
metry conditions:

• Evidence Symmetry (ES): c(H,E) =−c(H,¬E)

• Communitivity Symmetry (CS): c(H,E) = c(E,H)

• Hypothesis Symmetry (HS): c(H,E) =−c(¬H,E)

Eells and Fitelson argue ES and CS are not generally valid
or desirable while HS is. To see this, they consider an exam-
ple in which a card is drawn from a fair deck. Let H be the
claim that the card is black and E be the claim that the card
is a seven of spades. That the card is a seven of spades (E) is
decisive evidence that the card is black (H). But that the card
is not a seven of spades (¬E) is not decisive evidence against
the claim that the card is black (H). This falsifies ES, which
claims that the degree to which E confirms H is equal to the
degree to which ¬E disconfirms.

Additionally, that the card is black (H) is relatively weak
evidence that it is a seven of spades (E). This falsifies CS
which claim the degree to which E confirms H is the degree
to which H confirms E.

On the other hand, the card being a seven of spades (E)
maximally disconfirms that claim that the card is not black
(¬H). So this suggests HS is true. Indeed, other authors (Ten-
tori, Crupi, Bonini, & Osherson, 2007) concur with Eells and
Fitelson that HS is not subject to counterexample.

Based on this, Eells and Fitelson conclude the correct con-
firmation measure will validate HS, but not ES or CS. They
show that d and l do this. But r fails to validate HS and in-
correctly validates CS. And s incorrectly validates ES and CS
and fails to validate HS. More recently, (Crupi et al., 2007)
have shown z correctly validates HS, but not ES or CS.

Crupi, Tentori, and Gonzales (2007) have argued that there
is a more general family of desirable symmetry conditions.
This larger family includes the condition HS as one of its
members, but it also includes some more subtle conditions
such as:

if P(H | E)< P(H), c(H,E) = c(E,H)

The argument in favor of this more general family of symme-
tries is sufficiently complex so as to be beyond the scope of
this paper. Nevertheless, what is important is that the authors
show that only z satisfies these more general symmetries.

Next, Tentori, Crupi, Bonini, and Oshershon (2007)
present problems for d and l related to whether they are natu-
ral generalizations of logical entailment. If E entails H, then
plausibly confirmation for H by E is maximal. But this does
not hold for d. To see this, let H1 be the claim that the card
is a seven, H2 be the claim that the card is a spade, and E be
the claim that the card is a seven of spades. Here E provides
maximal support for both H1 and H2, but d(H1,E)> d(H2,E)
due to the different prior expectations P(H1) and P(H2).

l also faces trouble with generalizing logical entailment.
This is because it is undefined in cases where E entails H or
entails ¬H (because it involves division by 0 in the first case
and log(0) in the second case).

Finally, Fitelson (2001) observes that it is desirable for con-
firmation measures to have an additive feature in cases where
pieces of evidence are independent. To state Fitelson’s claim,
it helps to introduce some terminology. Given a probabil-
ity distribution P, let PE be defined as PE(·) = P(· | E). And
given a confirmation measure c defined by P, let cE be exactly
like c except defined by PE . Finally let us say:

E1 and E2 are confirmationally independent regarding
H according to c exactly if c(H,E1) = cE2(H,E1) and
c(H,E2) = cE1(H,E2)

When E1 and E2 are confirmationally independent regard-
ing H, the confirmation measure says that updating on one
piece of evidence makes no difference to the degree of con-
firmation provided to H by the other piece of evidence.

Fitelson claims that the following is desideratum for a con-
firmation measure:

If E1 and E2 are confirmationally independent regard-
ing H according to c, then c(H,E1 ∧E2) = c(H,E1)+
c(H,E2)

It can be shown that d, r, and l satisfy this condition. But
it can be shown that nothing like this holds for s.

z also does not satisfy this condition. However, it can be
shown for z, that the relevant conditions holds wherever E1
and E2 both individually confirm H or E1 and E2 both indi-
vidually disconfirm H. But in cases where E1 and E2 “point
in different directions”, the additivity condition does not hold
(Fitelson, 2021).

Overall, criteria related to symmetries, generalizing of en-
tailment, and additivity of independent evidence provide sup-
port for certain measures and count against others. We believe
that l and z fare best based on these principled considerations,
though the arguments are not entirely decisive.

Desiderata for a psychological theory of
confirmation
The foregoing principled considerations define desiderata for
an epistemological confirmation measure. What then for a
psychological theory of confirmation? A psychological the-
ory ought to be based upon these epistemological princi-
ples, but has its own considerations that will lead them to be
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weighted differently. We will argue that l provides the most
satisfying criteria for a psychological theory of confirmation.

First, psychological studies using self reports and exam-
ining naturalistic sources of evidence (i.e. beyond the realm
of balls and urns) can derive measures for prior and poste-
rior beliefs for some hypothesis H, but it is typically not ob-
vious how to identify other evidential or intermediate belief
values, such as P(H|¬E). Thus, it is more or less a prerequi-
site that the measures be estimable only from these measures
(obviating measures like s). d, r, and z are quite obvious to
estimate from their definitions. l can also be directly esti-
mated from prior and posterior belief reports, leveraging the
log-odds form of Bayes’ Rule:

logO(H|E) = logO(H)+ log
(

P(E | H)

P(E | ¬H)

)
So that l can be estimated as:

l(H,E) = logO(H|E)− logO(H)

Second, certain principled desiderata seem less important
for a psychological theory. One criticism against l (and d) is
that it does not naturally generalize logical entailment. How-
ever, this concern is of substantially less importance for psy-
chological theory, where we might more reasonably hypothe-
size there is a discontinuity between inductive and deductive
modes of reasoning.2

Finally, a psychological theory of confirmation should
serve a meaningful role in the larger program of Bayesian
cognitive science and psychology. Bayesian cognitive scien-
tists have argued that much of higher-order reasoning is sub-
served by generative probabilistic mental models (Battaglia,
Hamrick, & Tenenbaum, 2013; Chater et al., 2020; Tenen-
baum, Kemp, Griffiths, & Goodman, 2011). These men-
tal models represent people’s understanding of a domain, al-
lowing them to make inferences and predictions and to rea-
son about new evidence. For psychologists working in this
paradigm, describing these mental models is a chief concern
and examining differential belief updating is one potentially
powerful lens through which they might be better understood.

2It is also worth noting that the failures of l to generalize logical
entailment can be quite naturally alleviated by defining l in terms of
its limits of +∞ or −∞ wherever it would otherwise be undefined.

Branden Fitelson suggests to us a more principled way of achiev-
ing the same result that is based on a correction of an observation
made by I.J. Good (1975). It is known that the following measure is
ordinally equivalent to l:

K(H,E) =
Pr(E | H)−Pr(E | ¬H)

Pr(E | H)+Pr(E | ¬H)

Further, it is known that putting the extreme cases aside:

l(H,E) = 2×ArcTanh(K(H,E))

But since according to the standard definition ArcTanh(1) =+∞ and
ArcTanh(−1) = −∞. We may take the above to be a fully general
new definition of l that is defined in the extreme cases.

In some cases we might be interested in whether certain in-
dividuals update their beliefs more or less rationally, e.g. by
examining whether motivational factors influence the degree
to which people revise their beliefs (e.g. Hahn & Harris,
2014; Möbius, Niederle, Niehaus, & Rosenblat, 2022; Pow-
ell, 2022; Sharot, Korn, & Dolan, 2011). In other cases, we
might use differential belief updating to test whether people
have different intuitive theories or auxiliary beliefs regarding
the evidence (Gershman, 2019; Jern, Chang, & Kemp, 2014).
Identifying such cases could offer important clues to the
larger mental models people use to reason about evidence in
important domains such as vaccination decisions (e.g. Pow-
ell, Weisman, & Markman, 2023), climate change (e.g. Cook
& Lewandowsky, 2016; Schotsch & Powell, 2022), and other
major issues.

First, evaluations of the rationality of human belief updat-
ing must be made with respect to some normative standard.
Typically, these concern simple cases where the observed evi-
dence has a known impact, described by Bayes’ Rule in terms
of the likelihood of the data given the hypotheses in con-
tention (e.g. Edwards, 1968). A question is whether people
update their beliefs according to this likelihood. Here, com-
parisons according to l will typically offer the most direct an-
swer, as this measure is derived entirely from the likelihoods.

Second, psychologists investigating people’s mental mod-
els of a domain, or otherwise seeking to compare human be-
havior against a rational Bayesian standard, ought to be espe-
cially interested in examining when mental models or auxil-
iary beliefs specify different theories of the evidence (Gersh-
man, 2019).

Consider Alice and Bob, a doctor and patient awaiting the
results of a diagnostic test for an uncommon medical condi-
tion (H). The patient, Bob, is quite nervous, and holds a prior
belief that he has the condition PB(H) = .50. In contrast, Al-
ice knows that the condition is really quite rare and so holds a
much more skeptical prior, PA(H) = .10. However, both doc-
tor and patient agree perfectly in their understanding of the
diagnostic test, understanding it to have specificity and sen-
sitivity of .90, i.e. P(E|H) = .90 and P(E|¬H) = .10. Fortu-
nately for Bob, the test returns negative. Both Alice and Bob
revise their beliefs rationally according to Bayes’ Rule. Bob’s
posterior belief he has the condition is now .10 and Alice’s is
approximately .01.

Psychologically, we might ask whether Alice and Bob re-
sponded to the evidence in different ways? That is, we might
ask for a comparison of their confirmation under some mea-
sure, confirmation simply being the degree to which a belief
was updated by evidence. Within the Bayesian program how-
ever, this psychological question might also be seen as ask-
ing whether Alice and Bob differ in their mental models of
the evidence (M ), i.e. whether their likelihood distribution
PMa(E|H) = PMb

(E|H) (where here we use E and H to indi-
cate R.V.). Comparisons of l will most directly answer this
psychological question.
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Figure 1: Beliefs before and after exposure to evidence across topics for all participants. Each participants’ pretest and posttest
belief reports are represented with two points connected by a line.

The present study
To demonstrate how different confirmation measures can
come apart and therefore the need to commit to such a mea-
sure to make meaningful claims about differential belief up-
dating, we examined how these measures map on to common-
sense notions of evidential strength. Just as people readily
deploy commonsense or folk-psychological notions of psy-
chological concepts like “belief” or “desire”, they are like-
wise perfectly willing to discuss the persuasiveness of dif-
ferent sources of evidence. By measuring how people’s be-
liefs changed in light of several pieces of evidence, and how
those individuals rated the persuasiveness of that evidence,
we sought to identify the measure of confirmation to which
these ordinary language ascriptions best correspond.

To our knowledge, research from Crupi, Tentori and col-
leagues (Crupi et al., 2007; Tentori et al., 2007) has produced
the only empirical data addressing this type of question pre-
viously. Using an abstract “urns” task, they compared partic-
ipant’s probability judgments and their ratings of evidential
impact following their observations of ball draws. Translat-
ing participants’ probability judgments into various measures
of confirmation. Analyses of their data found that l and z
(Crupi et al., 2007) were the measures most strongly cor-
related with participants’ impact judgments, with some evi-
dence that z provided the strongest correlation.

Our study explores this question in a naturalistic rather than
artificial context, exploring these relationships among beliefs
and evidence related to consequential real-world domains.3

Methods
Participants
A total of 217 participants were recruited from Amazon Me-
chanical Turk (mTurk) through CloudResearch. These par-

3All materials and analysis code are available at https://
github.com/derekpowell/bayes-conf.

ticipants were all from the U.S. and were at least 18 years
of age. Participants who failed a basic attention check ques-
tion (17) were excluded from analysis. The final sample in
the analyses reported below was 200 (80 female, 118 male,
median age 36 years).

Materials and procedures
Four brief educational vignettes were created to correct com-
mon misconceptions about four different topics. The four
topics were 1) the anthropogenic nature of climate change,
2) the dangers of skin contact with Fentanyl, 3) the effective-
ness of education tailored to individual “learning styles,” and
4) the economic impacts of major sports stadium construc-
tion.

Each of these vignettes were designed to provide evidence
for or against a more specific belief. Participants were asked
to report their beliefs in terms of probabilities. For instance,
evidence about the economic impacts of sports stadiums was
paired with a question asking participants to judge the proba-
bility that a new sports stadium being built in Buffalo would
generate enough tax revenue to pay a return on the public in-
vestment.

Participants were asked about the topics in a randomized
order. For each topic, participants made an initial probabil-
ity judgment (pretest), then read the brief educational inter-
vention, and then were asked to make a second probability
judgment in light of what they had read (posttest). Then, in a
second phase of the study, participants were asked to rate how
persuasive they had found the evidence to be. These ratings
were made on a Likert scale from “Not at all persuasive” to
“Extremely persuasive”.

Results
Figure 1 shows participants’ probability judgments before
and after reading information about each of the four topics.
As intended, each piece of evidence had a substantial impact
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Figure 2: Average confirmation across persuasiveness ratings for each confirmation measure (facets) and topic (line colors).
Error bars represent one standard error. Persuasiveness ratings concern confirmatory evidence for the climate topic and discon-
firmatory evidence for all others. Thus, a well-behaved measure would be indicated by a monotonically increasing trend for
climate and monotonically decreasing trends for all other topics.

on beliefs, though the magnitude of this effect appears to vary
across topics.

Several different measures can be used to quantify the de-
gree to which participants’ beliefs were affected. We focus on
four indices that have been advocated for in the literature on
Bayesian Confirmation measures and that can be computed
from measures of belief before and after observation of evi-
dence: Probability differences (d), log probability ratios (r),
log likelihood ratios (l), and the Z-measure (z).

For each participant, each of these belief updating mea-
sures was computed for each topic. Figure 2 shows the av-
erage of these measures against participants’ ratings of the
persuasiveness of the evidence. By comparing different mea-
sures of participant’s belief updating against their persua-
siveness ratings, we can probe which confirmation measure
best corresponds with common-sense notions of evidential
strength.

Given that our persuasiveness scale provides a face-valid
ordinal measure of persuasiveness, we should expect to ob-
serve a monotonic association between confirmation and per-
suasiveness ratings. Particularly damning for such a corre-
spondence would be population-level reversals, cases where
average confirmation values reliably reversed their ordering
across levels of the ordinal scale. As shown in Figure 2, this
clearly occurs for d, r, and z measures in the case of the ev-
idence about climate change. Wilcoxon rank sum tests com-
paring measures for confirmation ratings at the midpoint (3)
versus the high endpoint (5) reveal these differences are reli-
able (all Ps < .05)—in each case the degree of confirmation
among participants rating the evidence “Extremely Persua-
sive” was significantly weaker than for those rating it “Mod-

erately Persuasive”. In contrast, l shows no reliable reversals
for any of the topics (all Ps > .20). Although values of l do
appear to plateau across persuasiveness levels for the climate
change topic, monotonicty is not violated.

It is likely that the reversals observed for d, r, and z in
the case of climate change beliefs owe to the strong correla-
tion between persuasiveness ratings and prior beliefs (Figure
3). l is unaffected by this correlation as it is independent of
prior beliefs p(H|K) (though it may be somewhat affected
by rounding or other measurement error, especially near the
bounds of the probability scale). Since z is scaled by the prior
we might have expected it to be been less affected by this
correlation than d, yet it was nevertheless observed to exhibit
reversals.

Discussion
Of the four Bayesian confirmation measures we examined,
we found that l best tracked common sense notions of evi-
dential strength. We assessed the viability of each of these
measures by examining how they correspond with ratings of
the persuasiveness of evidence. All three other measures, d,
r, and z failed to consistently track persuasive ratings in a
monotonic fashion. Instead, each of these measures exhibited
at least one population-level reversal, where higher persua-
siveness ratings were associated with reliably lower values
on the confirmation measure.

Prior findings by Crupi, Tentori, and colleagues found l and
z to best track human judgments of evidential impact (Crupi et
al., 2007; Tentori et al., 2007) . These researchers examined
the correlation between impact judgments and belief updates
across many instances of evidence in a simple ball-and-urn
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Figure 3: Scatterplots showing correlations between prior
beliefs and persuasiveness ratings. To improve readability,
points have been jittered along their persuasiveness ratings.

task, finding that l and z better correlated than did other mea-
sures like d and r. Our work both expands upon and refine
prior findings. First, our findings extend the psychological
investigation of confirmation measures to more naturalistic
contexts, concerning the sort of evidence that might influence
real-world decisions. Second, our findings provide empirical
support for l exclusively, while more sharply demonstrating
the shortcomings of d, r, and z. Our findings reveal clear
failures of these measures, showing that they violate basic
measurement constraints on the relationship between persua-
siveness judgments and belief updating.

How do these empirical findings relate back to the two the-
oretical projects we considered at the outset, epistemologi-
cal and psychological theories of confirmation? Although
these theoretical concerns motivate our interest in this em-
pirical psychological question, we see this empirical project
as largely descriptive. We saw that l fares well according to
a variety of principled epistemological criteria and that there
are often independent reasons for psychologists to prefer l as
a measure of confirmation. Our finding that l also comports
with common sense notion does not address any outstanding
theoretical criticisms, though we do see it as another virtue in
its favor.

Finally, we consider some potential limitations and direc-
tions for future explorations. First, there are some issues re-
lated to our measure of persuasiveness that may warrant fur-
ther investigation. We measured participants’ assessments of
evidential strength by asking them to rate how “persuasive”
the evidence was. However, there could be some concerns
about how participants answer this question—whether they
do so as immediately (i.e., how persuasive was it to them in
this instance?) or broadly (e.g. how persuasive would it be

to some one else?) or counterfactually (e.g. if you were just
hearing this for the first time, how persuasive would it be?).

These interpretations may raise questions related to the
philosophical problem of old evidence. The problem arises
in cases where one already regards P(E) to be close to 1
but nonetheless sees E as important evidence for H. It may
be that some subjects already know about the evidence pro-
vided by the vignette, so they can be thought of as having
P(E) close to 1—though E might not shift their beliefs in H
in this moment, they might still regard it as highly persua-
sive. To be sure, cases like this are not unique to our exper-
imental context: Glymour (1980) has argued that there are a
number of prominent cases like this in the history of science.
Many confirmation measures struggle to adequately deal with
these kinds of examples (Christensen, 1999; Glymour, 1980),
though it has been argued that l fares well with certain aspects
of this problems (Eells & Fitelson, 2000).

Second, there are some potentially interesting cases our
empirical study has not examined. One set of cases would
be strong evidence for highly implausible or against nearly
certain claims. For instance, the kind of evidence that could
move someone from P(H) = .01 to P(H|E) = .1. Such a
case of evidence would score a relatively large value for l
(approximately equivalent to moving from P(H) = .50 to
P(H|E) = .90), but would still leave a reasoner quite skep-
tical. It is not intuitive to imagine how people would rate
such evidence, and these sorts of cases may pose problems
for intuitions about l not identified here.

Finally, there are persistent biases in human probability
judgments that pose a general challenge to measurement in
this arena (Kahneman, 2011; e.g. Kahneman, Slovic, &
Tversky, 1982). Two recent theories of probability judg-
ments have explained a host of observed biases by propos-
ing that people’s probability judgments are shrunk toward .50
by varying degrees (Costello & Watts, 2014; Zhu, Sanborn,
& Chater, 2020). This scaling could potentially induce non-
monotonicity in observed updates despite equivalent “true”
updates for the measures l, r, and z, so it is possible the short-
comings of r and z may be partially explained by these bi-
ases. Nevertheless, as calculated from observed probability
judgments, l provides a measure of confirmation that reliably
comports with commonsense notions.

Conclusions
Rigorous investigations into differential belief updating de-
mand a psychological theory of confirmation. Drawing on
measures of confirmation identified in the epistemological lit-
erature, we identified l as the measure that most directly ad-
dresses the concerns of psychologists investigating Bayesian
and non-Bayesian belief updating. In an experimental study,
we demonstrated how this and other measures can be com-
puted from participants’ belief reports, and identify cases
where the measures come apart in tracking participants’ in-
dependent assessments of evidence Our findings indicate that,
in addition to its theoretical virtues, l is also the measure that
best characterizes commonsense notions of belief updating.
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