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Simulation of e-cloud driven instability and its attenuation using a simulated feedback
system in the CERN SPS∗

J.-L. Vay† and M. A. Furman
Lawrence Berkeley National Laboratory, USA

Electron clouds have been shown to trigger fast growing instabilities on proton beams circulating in
the SPS, and a feedback system to control the single-bunch instabilities is under active development.
We present the latest improvements to the WARP-POSINST simulation framework and feedback
model, and its application to the self-consistent simulations of two consecutive bunches interacting
with an electron cloud in the SPS. Simulations using an idealized feedback system exhibit adequate
mitigation of the instability providing that the cutoff of the feedback bandwidth is at or above
450 MHz. Artifacts from numerical noise of the injected distribution of electrons in the modeling
of portions of bunch trains are discussed, and benchmarking of WARP against POSINST and
HEADTAIL are presented.

I. INTRODUCTION

Various methods are being employed to prevent the
buildup of electron clouds in particle beam accelerators
from reaching critical densities above which they can af-
fect the beam quality, such as surface scrubbing, coating,
grooving, etc. [1] However, these methods may be time
consuming and expensive, and it is unclear if they can
be sufficient for all the configurations that are planned
for the near-future. As a complement (or eventually re-
placement) to the abovementioned techniques for buildup
reduction, it has been proposed recently to mitigate the
coherent effect of electron clouds on the bunches by using
feedback systems [2, 3].

Preliminary simulations of an idealized feedback model
for controlling electron cloud driven single bunch instabil-
ities in the SPS [4] have been reported in [5, 6], where the
dynamic of a single bunch interacting with a prescribed
electron cloud was considered. In this paper, we extend
the investigation using computer simulations of electron
cloud buildup in the SPS, its effect on two consecutive
bunches, and its mitigation using idealized feedback mod-
els, considering beams at injection energy of 26 GeV.

The paper is organized as follows: the different modes
of operation of the package WARP-POSINST are pre-
sented, as well as the latest improvements, in Section II.
An idealized feedback system that was implemented in
the package is discussed in Section III and is applied to
the damping of an ecloud driven instability in Section
IV. Section V discusses the influence of numerical noise
in the injected distribution of electrons.
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SciDAC/ComPASS project. Used resources of NERSC and the
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II. THE WARP-POSINST PACKAGE

At PAC05 [7] and PAC07 [8], we presented the pack-
age WARP-POSINST for the modeling of the effect of
electron clouds on high-energy beams. We present here
the latest developments in the package. Three new
modes of operations were implemented: 1) a build-up
mode where, similarly to POSINST [9–12], ECLOUD
(CERN) or Cloudland (SLAC), the build-up of electron
clouds driven by a legislated bunch train is modeled in
one region of an accelerator; 2) a quasi-static mode [13]
where, similarly to HEADTAIL (CERN) [14], Quick-
PIC (USC/UCLA) [15], PEHTS (KEK) [17] or CMAD
(SLAC) [18], the frozen beam approximation is used to
split the modeling of the beam and the electrons into
two components evolving on their respective time scales;
and 3) a “Lorentz boosted mode” where the simulation
is performed in a moving frame where the space and time
scales related to the beam and electron dynamics fall in
the same range. The implementation of mode (1) was
primary motivated by the need for benchmarking with
other codes, while the implementation of modes (2) and
(3) fulfill the drive toward fully self-consistent simula-
tions of e-cloud effects on the beam including the build-
up phase. The three modes are described in more de-
tails below. Benchmarking of modes (1) and (2) against
POSINST and HEADTAIL are given in Appendix.

A. Build-up mode

In the build-up mode, the dynamics of electrons is fol-
lowed for a thin (2-D) or thick (3-D) slice located at a
given location in the lattice, under the influence of a
legislated particle beam passing through the slice (Fig.
1). The electrons are described by a collection of macro-
particles evolving under the influence of their own space
charge, plus the field of an external beam, following the
standard Particle-In-Cell (PIC) technique. The electron
electric field is obtained in the static approximation from
solving the Poisson equation. The field from the external
(positively charged) beam is either prescribed analyti-
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FIG. 1. Sketch of the build-up mode. The dynamics of elec-
trons is followed for a thin (2-D) or thick (3-D) slice located
at a given location in the lattice, under the influence of a
legislated particle beam passing through the slice.

cally (using the Bassetti-Erskine formula) or given from
solving the Poisson equation over a prescribed charge dis-
tribution. Benchmarking of the build-up mode against
POSINST is given in Appendix A.

B. Quasistatic mode

FIG. 2. Sketch of the quasistatic mode. A 2-D slab of electron
macroparticles is stepped backward (with small time steps)
through the beam field. The 2-D electron fields (solved at
each step) are stacked in a 3-D array, that is used to give a kick
to the beam. Finally, the beam particles are pushed forward
(with larger time steps) to the next station of electrons.

FIG. 3. Sketch of the parallel decomposition for the qua-
sistatic mode. The beam is distributed among n slices, that
are uniformly spread among N processors. Using a pipelin-
ing algorithm, slices on a given processor are pushed from
one station to the next, without waiting for the slices of the
previous processors to reach the same station.

In the quasistatic mode, a 2-D slab of electron
macroparticles is stepped backward (with small time
steps) through the beam field (see Fig. 2). The 2-D elec-
tron fields (solved at each step) are stacked in a 3-D array,
that is used to give a kick to the beam. Finally, the beam
particles are pushed forward (with larger time steps) to
the next station of electrons, using either maps or a Leap-
Frog pusher. The first implementation was for acceler-

ator lattices treated in the smooth approximation. A
more detailed lattice description was implemented later
(to be described elsewhere). This mode allows for direct
comparison with the quasistatic codes HEADTAIL [14],
QuickPIC [15], PEHTS [17] or CMAD [18]. The paral-
lelization is mono-dimensional (along s) using pipelining,
similarly to QuickPIC [16]. Assuming that the beam is
distributed among n slices of equal thickness along the
longitudinal dimension, and that N processors are used
for a run, n/N consecutive slices are assigned to each pro-
cessor, as sketched in Fig. 3. During the first iteration,
the electron distribution from the first station in the ring
is evolved through the slices of processor N while proces-
sors 1 through N − 1 stay idle. The electron distribution
is then passed to processor N − 1 and evolves through
the slices that it contains, while processor N pushes the
beam to station 2 and starts evolving the corresponding
distribution of electrons. After N steps, all processors
are active and the procedure is repeated until the beam
slices on processor 1 reach the desired number of turns.

FIG. 4. (top) Snapshot of grid lines (black) using two levels of
mesh refinement. The coarse mesh covers the entire SPS pipe
cross section, providing adequate boundary conditions for the
refined patches covering the area surrounding the electrons
(red) and proton beam (blue); (bottom) beam potential in
Volts.

Recently, improvements to the quasistatic model
have been made toward higher efficiency, enabling self-
consistent modeling of multi-bunch effects. Several fea-
tures that exist in the WARP [19] or POSINST core capa-
bility have been made accessible to the WARP-POSINST
quasistatic model: mesh refinement, enabling more effi-
cient field solving by concentrating the resolution where
it is most needed (See Fig. 4); secondary emission of
electrons at the walls; background gas ionization; and the
option for using either POSINST or WARP routines for
pushing electrons and detecting collisions at the cham-
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ber wall. In addition, multi-bunch simulations were en-
abled with minimal modification of the quasistatic com-
puter code, by taking advantage of MPI groups and com-
municators features, allowing the diagnostics message-
passing routines to handle separate bunches indepen-
dently. Benchmarking of the quasistatic mode against
HEADTAIL on the modeling of single bunch instability
is given in Appendix B.

C. Boosted frame approach

It was shown in [20] that it was possible to perform sim-
ulations of electron-driven instabilities from first princi-
ples (e.g. using standard Particle-In-Cell methods with-
out using the quasistatic approximation), at much re-
duced computing cost than using “standard” PIC simu-
lations using the laboratory frame as the frame of cal-
culation, by performing the calculation in a suitable
Lorentz boosted frame. Numerical developments that
were needed have been implemented, including a new
particle pusher and field solver, and are described in
[21]. Special handling of inputs and outputs between the
boosted frame and the laboratory frame are described
in [22]. The quasistatic and the boosted frame meth-
ods are expected to give similar performances for given
resolutions, macroparticles statistics and number of sta-
tions per turns, provided that the betatron motion is
resolved. This was verified in [21] where two WARP cal-
culations of an electron cloud driven instability showed
very good agreement [21] between a full PIC calculation
in a boosted frame and a calculation using the quasistatic
mode, for similar computational cost. When the betatron
motion is not resolved, as has often been the case in past
electron cloud driven instability simulations where as lit-
tle as 1 station per turn has sometimes been used, the
quasistatic approach offers no restriction on the choice of
number of stations for a given lattice, while the boosted
frame approach imposes to adjust either the number of
stations or the integer and/or fractional part of the be-
tatron tune. Because of this restriction, coupled to the
fact that the quasistatic approach has been used univer-
sally by other codes for electron cloud driven instability
simulations thus offering more direct benchmarking op-
portunities, and also because the level of effort alloted for
code development did not permit to follow both tracks
at the same level, it was chosen to apply only the qua-
sistatic mode for the studies that are reported in this
paper. As simulations progress toward higher fidelity by
resolving the betatron motion adequately, the boosted
frame approach is expected to become a very attractive
alternative to the quasistatic approach.

III. FEEDBACK MODEL

The feedback model is a generalization of the model
presented in [24], allowing the placement of the feedback

kicker at any location in the ring, and the kick to be
applied an arbitrary number of turns following the lat-
est measurements. Assuming two measurements of the
average transverse displacement yi−1 and yi for a given
slice of the bunch at two consecutive turns i − 1 and i,
the predicted average velocity offset of the slice at turn
i+ ξ (the prediction is made at a different location when
ξ is not an integer) is given, using the smooth focusing
approximation, by

y′i+ξ =
(ccξ − ssξ) yi − cyi−1

βys
(1)

where c = cos(2πQy), s = sin(2πQy), cξ = cos(2πξQy),
sξ = sin(2πξQy), and Qy and βy are respectively the ver-
tical tune and the beta function. A gain g is assumed and
the correction applied at ξ on the bunch slice is given by
∆y′i+ξ = −gy′i+ξ. For ξ = 0, the correction is applied at
the same location and time of the second measurement
and reduces to the formula given in [24]. ξ = 1 was used
in the calculations presented in this paper, meaning that
the correction was applied at the location of the mea-
surements, with one turn delay. A wideband digital filter
is optionally used for emulating the finite bandwidth re-
sponse of a real system.

IV. APPLICATION TO THE STUDY OF
E-CLOUD EFFECTS IN THE SPS

TABLE I. Parameters Used for WARP-POSINST Simulations
of Ecloud Driven Instability in the SPS

beam energy Eb 26 GeV
bunch population Nb 1.1× 1011

rms bunch length σz 0.23 m
rms transverse emittance εx,y 2.8, 2.8 mm.mrad
rms momentum spread δrms 2× 10−3

bunch spacing ∆b 25 ns
beta functions βx,y 33.85, 71.87 m
betatron tunes Qx,y 26.13, 26.185
chromaticities Q′

x,y 0, 0
Cavity voltage V 2 MV
momentum compact. factor α 1.92× 10−3

circumference C 6.911 km
# of bunch slices/bucket Nslices 64
# of stations/turn Ns 10

The beam-electron-cloud interaction is simulated using
the quasistatic model by a succession of Ns discrete inter-
actions around the ring (“ecloud stations”) and a smooth
approximation for the external focusing from the lattice.
The modeling of two consecutive bunches propagating in
the SPS at injection was performed using the parame-
ters from Table 1. In order to provide a consistent initial
electron distribution, a prior build-up simulation using
the code POSINST [25] was performed for a full train
of bunches (assuming a secondary electron yield of 1.2
at the walls), and the electron distribution was dumped
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FIG. 5. Number density (in m−3) in the central vertical
plane for the bunches (top) and the electrons (bottom). The
bunches move from left to right, i.e. bunch 35 is on the right
and bunch 36 is on the left.

FIG. 6. Number density (in m−3) averaged over the pipe
section.

after the passage of bunch 34, chosen so that the elec-
tron induced tune shift of the subsequent bunches was
commensurate with experimental data [3]. This particle
dump was then used to initialize the WARP-POSINST
simulation of bunches 35 through 36 (i.e. 6 buckets of 25
ns).

Figure 5 shows a snapshot of the bunches and electron
densities in the vertical plane, right after the passage of
the bunches through the first station. The electron wake
exhibits the focusing of the electrons by the bunches, pro-
ducing high density spikes which result in jets of electrons
impacting the walls and generating secondaries, eventu-
ally relaxing to a nearly uniform background. A plot
of the electron density averaged over the pipe section is
given in Fig. 6, revealing that the average electron den-
sity rises by about 8% from bunch 35 to 36.

Simulations were performed with the feedback turned
OFF or ON, with gains g=0.1 and g=0.2. The relative
vertical emittance growth is shown in Fig. 7 (top) for the
two simulated bunches. Both bunches experience a very

FIG. 7. Relative emittance growth vs turn for: (top) bunches
35 (black) and 36 (red) with feedback OFF (solid) and ON
with gain g=0.1 (dash) and g=0.2 (dot); (bottom) bunch 36
with full dynamics for bunch 35 (red) or a non-dynamical
(“frozen”) bunch 35 (blue) with feedback OFF (solid) and
ON (dash) with gain g=0.1.

rapid emittance growth when the feedback is off, which
is heavily damped by the simulated feedback. Simula-
tions with the feedback OFF and the feedback ON with
g=0.1 were repeated with bunch 35 being frozen. The
resulting emittance growth of bunch 36 are contrasted in
Fig. 7 (bottom) with the ones obtained previously, show-
ing similar emittance growth, and thus a weak influence
of bunch 35 on 36.

FIG. 8. Frequency response of filters used in simulations with
cutoffs (at -3dB) ranging from 250 MHz to 575 MHz.

In the simulations presented so far, the full bandwidth
of the measured transverse displacement along the bunch
slices was used to predict the feedback correction, with-
out any filtering. However, a real feedback system will
have a finite bandwidth. The simulations with the feed-
back turned ON with g=0.1 were repeated using five fil-
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FIG. 9. Relative emittance growth vs turn for bunches 35
(top) and 36 (bottom) with feedback OFF (solid) and ON
(dash) with gain g=0.1 and various filters.

ters with cutoffs (set at filter gain ≈-3 dB) around 250,
300, 350, 450 and 575 MHz (see Fig. 8). The emittance
growths are shown in Fig. 9 revealing that, for the filters
that were used, a cutoff above 450 MHz was needed to
provide efficient damping of the instability.

V. INFLUENCE OF NUMERICAL NOISE

To check the consistency of the calculations, simu-
lations of bunches 36 and 37 were performed, initial-
ized with a dump of the electron distribution from a
POSINST run after the passage of bunch 35. If all is
consistent, the emittance growth of bunch 36 from such a
simulation should match the emittance growth predicted
for the same bunch 36 by the simulation of the (35,36)
pair that is reported in the previous section. However,
the emittance growth of bunches 36 and 37 from the
(36,37) run did match closely the ones from bunches 35
and 36 from the (35,36) run. Examination of the average
electron density confirmed however that it was overall
higher in the simulation of bunches (36,37) than in the
one of bunches (35,36) as expected. This suggests that
the higher growth observed in vertical emittance of the
second bunch is not due to the 8% increase in electron
density between the two bunches.

To investigate this apparent paradox, single bunch sim-
ulations were conducted with a bunch with four-fold sym-
metry, and initial electron macro-electrons (assumed to
fill a uniform density ne = 1012 m−3) being initialized
(a) on a uniform grid; (b) randomly refreshed at each
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! y
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1

5004003002001000

Turn
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FIG. 10. Relative emittance growth for single bunch simula-
tions with various methods for injecting electrons.

station; (c) using at each station the same random dis-
tribution generated at the first station; (d) same as (c)
and adding at each station random, one cell wide vertical
displacements; (e) same as (d), and flipping randomly at
each station the sign of the electrons horizontal and ver-
tical positions. Finally, (b) and (d) were repeated with
additional smoothing of the electron charge density, ef-
fectively filtering short range noise.

The emittance growth obtained for each of theses cases
is given in Fig. 10. With uniform loading (a), no seed is
available for the vertical instability to develop and the
small emittance growth is solely due to non-linear forces
(note that the amount of growth may not be physical
since the number of stations Ns = 10 is not sufficient to
resolve the betatron motion, in addition to other approx-
imation like macro-particle statistics and field discretiza-
tion). With random loading, the vertical instability de-
velops immediately if the distribution is refreshed with a
different random load at each time step (b), but develops
only around turn 300 if the same random distribution is
used for the entire simulation (c). Adding short range
randomness to the initial distribution (d) still results in
an onset around turn 300. Randomly flipping the sign of
the electrons horizontal and vertical positions (e), which
generates randomness at longer ranges, is more potent at
provoking a much earlier onset. Smoothing short range
noise in the deposited electron density does not signifi-
cantly modify the emittance growth, confirming that long
range rather than short range noise is most effective at
triggering the instability.

By comparing the results obtained in this section with
the ones obtained in the preceding one, we conclude that
the lower emittance growth observed on bunch 35 was
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mostly due to injecting the same electron distribution at
each time step (from a POSINST dump), resulting in
vanishing long range shot-to-shot numerical noise, con-
trary to what was experienced by bunch 36 which was
subject to a different distribution of electrons at each
time step, due to the random nature of the gas ioniza-
tion and secondary emission events which occur between
the two bunches.

We note that while numerical statistical noise is lead-
ing to variable onset of the instability in the simulations,
it does not alter the leading order of the growth rate,
which is observed to be the same after the onset of the
instability for the simulations with no feedback that were
presented in this section. If it is important nonetheless
that both bunches be put on an equal footing with regard
to numerical noise, results from Fig. 10 suggest that a
technique based on random flipping of transverse posi-
tions of the injected electrons may be applicable. How-
ever, our more recent work (to be presented elsewhere)
shows that it is possible to perform on present parallel
computers simulations of a full batch of bunches, which
thus do not suffer from the artifact linked to numerical
noise described in this section, as the build-up of the
electrons is computed self-consistently together with the
bunches dynamics, and thus each bunch sees a statisti-
cally different electron distribution at each ecloud sta-
tion.

VI. CONCLUSION

The WARP-POSINST framework has been augmented
to allow for self-consistent multi-bunch simulations of the
interaction of beams with electron clouds. New features
include mesh refinement, parallelization, secondary emis-
sion of electrons, background gas ionization, and an ide-
alized feedback model. Simulations of two consecutive
bunches circulating in the SPS showed effective damping
of electron-cloud induced transverse instability, provided
that the bandwidth of the feedback has a cutoff at or
above 450 MHz.

No multi-bunch effects were detected for the parame-
ters that were considered here, and analysis of the sen-
sitivity of the onset of the instability to numerical noise
reveals that care must be exercised in the initialization
of electrons and/or the analysis of emittance growth of a
succession of bunches. In more recent work (to be pre-
sented elsewhere), simulations of a full batch of bunches
have been performed which do not suffer from the artifact
linked to numerical noise described in this paper, as the
build-up of the electrons is computed self-consistently to-
gether with the bunches dynamics, and thus each bunch
sees a statistically different electron distribution at each
ecloud station.

Initial comparisons with experiment show good qual-
itative and some quantitative agreement on key aspects
of the observed instability [3]. Work is underway for im-
plementing a more realistic feedback model in WARP-

POSINST using the same prediction algorithm that is to
be used in the actual hardware, as well as perform thor-
ough comparisons between experimental data and fully
self-consistent modeling of entire bunch trains.
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VIII. APPENDIX A - BENCHMARKING OF
WARP VS POSINST

Runs were performed with WARP and POSINST for
the evolution of an electron cloud slice in the middle of
a dipole. The average electron density history is given
in Fig. 15 for a POSINST run and three WARP runs
in: (a) 2-D, (b) 3-D with 4 cells longitudinally and a
length of 0.2σz, and (c) 3-D with 16 cells longitudinally
and a length of 0.8σz, where σz is the beam RMS length.
For the 3-D runs, periodic boundary conditions were ap-
plied longitudinally for fields and particles. Snapshots
of colored electron density plots and vertical phase space
are given in Fig. 12, taken at t = 130ns. These results
demonstrate a very good degree of agreement for elec-
tron cloud build simulations between POSINST, WARP
in 2-D, and WARP in 3-D.

FIG. 11. Average electron density versus time from POSINST
and WARP in build-up mode simulations.

IX. APPENDIX B - BENCHMARKING OF
WARP VS HEADTAIL

An e-cloud driven instability was simulated in an LHC-
like ring with WARP in a quasistatic mode, and the
CERN code HEADTAIL using the parameters from ta-
ble II in a drift (Fig. 13) and in a dipole (Fig. 14). Some
of the parameters were purposely chosen to be unphysi-
cally large, so as to magnify their effects. The two codes



7

FIG. 12. Snapshots of electron density and vertical phase
space from build-up simulations using (left) POSINST, (mid-
dle) WARP in 2-D, (right) WARP in 3-D.

TABLE II. Parameters used for simulations of e-cloud driven
instability studies in the LHC.

circumference C 26.659 km
beam energy Eb 450 GeV
bunch population Nb 1.1× 1011

rms bunch length σz 0.13 m
rms beam sizes σx,y 0.884, 0.884 mm
beta functions βx,y 66., 71.54 m
betatron tunes Qx,y 64.28, 59.31
chromaticities Q′

x,y 1000., 1000.
synchrotron tune ν 0.59
momentum compaction factor α 0.347× 10−3

rms momentum spread δrms 4.68× 10−2

predict similar emittance growth under the various con-
ditions, with excellent qualitative agreement and good to
very good quantitative agreement. Onset of instabilities
are notoriously sensitive to small variations, and we ten-
tatively attribute the quantitative discrepancies to dif-
ferences in implementations including: adaptive (HEAD-
TAIL) versus fixed (WARP) longitudinal grid sizes, dif-
ferent field solvers and particle pushers, different field in-
terpolation procedures near internal conductors, slightly
different values of physical constants, etc.

TABLE III. Parameters used for simulations of e-cloud effects
study in the SPS.

circumference C 6.911 km
beam energy Eb 120 GeV
bunch population Nb 1.1× 1011

rms bunch length σz 0.184 m
rms beam sizes σx,y 0.905, 1.32 mm
rms momentum spread δrms 0.43× 10−3

beta functions βx,y 33.85, 71.87 m
betatron tunes Qx,y 26.13, 26.185
chromaticities Q′

x,y 0.1, 0.1
synchrotron tune ν 3.23× 10−3

momentum compaction factor α 1.2566× 10−3

FIG. 13. Fractional emittance growth from WARP (red) and
HEADTAIL (black) simulations of an e-cloud driven instabil-
ity in drifts of an LHC-like ring for an electron background
density of 1014m−3 for (top) ν = α = δrms = Q′

x = Q′
y = 0,

(middle) Q′
x = Q′

y = 0, (bottom) parameters from table II.

Finally, WARP and HEADTAIL were used to simu-
late an electron cloud driven transverse instability in the
SPS for a bunch at intermediate energy of 120 GeV, us-
ing the parameters given in table III. Both codes used a
continuous focusing model for the transverse and longi-
tudinal dynamics of the beam in the lattice. In addition,
HEADTAIL had the option to apply a longitudinal fo-
cusing using a smooth function having the periodicity of
the ring circumference, offering a more realistic localized
focusing. The continuous versus localized longitudinal
focusing in HEADTAIL are controlled by the input pa-
rameter“isyn”, taking the values 1 and 4 respectively. For
these runs, there was 10 electron cloud stations per turn,
and the transverse simulation box size was 20σx × 20σy.

Fig. 15 shows the beam fractional emittance growth
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FIG. 14. Fractional vertical emittance growth from WARP
and HEADTAIL simulations in dipoles of an LHC-like ring
for three assumed initial electron densities.

FIG. 15. Beam emittance versus turn number (top) and nor-
malized power versus fractional tune (bottom) from computer
simulations of electron cloud driven instability using the codes
WARP and HEADTAIL. On the bottom plot, a dotted line
indicates the location of the nominal vertical fractional beta-
tron tune (0.185).

versus turn number and the normalized power versus
fractional tune for simulations using a uniform electron
density of ne = 1× 1012 m−3. There is significant emit-
tance growth, due to a transverse instability seeded by
random particle noise. The three runs are in good agree-
ment on the amount of emittance growth as well as on
the average tune shift.
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