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Abstract— We introduce FLAMA (FLow-Aware Medium Ac- In this paper, we introduce the FLow-Aware Medium Access

cess), an energy-efficient medium-access control (MAC) prmcol  (FLAMA) protocol, a schedule-based MAC protocol that
designed for wireless sensor networks. FLAMA achieves engy leverages traffic predictability in sensor network apyilimas.

efficiency by preventing idle listening, data collisions ad trans- .= - ) . .
missions to a node that is not ready to receive packets. It agas | 'aic information can be determined by having the applica-

medium access schedules to the traffic flows exhibited by the tion explicitly specify its traffic characteristics, or bying
application. FLAMA is simple enough so that it can be run traffic prediction techniques at each node. Depending on the
by nodes with limited processing, memory, communication, ad  application at hand, traffic prediction can be relativelysie.
power capabilities. We evaluate the performance of FLAMA For instance, periodic data gathering (e.g., environnemnta-

through simulations and test-bed experimentation. Simultion itori tes data st lection t
results indicate that, in terms of reliability, queuing delay and itoring) generates data streams over a collection treedoat

energy savings, FLAMA outperforms TRAMA, the first traffic- ~ the information sink and spanning all relevant nodes. When
adaptive, schedule-based MAC proposed for sensor networks sending data, each node transmits to the upstream next-hop
and S-MAC, a contention-based energy-efficient MAC. FLAMA  towards the sink. This information could be used to deteemin
achieves significantly smaller delays (up to 75 times) wherom- the next-hop node for a node’s transmission.

pared to TRAMA with significant improvement in energy savings . . . .
and reliability, demonstrating the importance of application- Section 1l describes FLAMA in detail. FLAMA uses the

awareness in medium access scheduling. Our simulation and concept offlows to characterize application traffic patterns.
test-bed results show that FLAMA achieves better end-to-eth Flows represent one-hop traffic information and specify the

reliability with significant energy savings compared to S-MAC.  transmitter, the receiver(s), and the rate at which packeds
I. INTRODUCTION sent. FLAMA uses flow-based traffic information to determine

: N transmission schedules, as well as when nodes should be
Sensor networks typically refer to arbitrarily large ensem

: ; . e ) in receive mode or can switch to low-power sleep state. Its
bles of interconnected sensing devices with limited prsices : i o .
. i L main features are: (a) the distributed maintenance of gnerg
communication, and power capabilities. Self-organizgtio-

- , . efficient, collision-free transmission schedules basedwm
bustness, and energy efficiency are important goals in these

networks because the deplovment is often done in an ad op neighborhood information and implicit traffic inforraat,
manner. nodes are batterp )(;wered (re-charging them ma'l low transmission delays with limited processing and-sto

. - . yp . ging yage requirements, and (c) robust operation that accome®dat
either impossible or not cost-effective), and topologynties tapology changes

(e.g., additional nodes may be deployed or nodes may fal We evaluate the performance of FLAMA through sim-

are likely to occur. . : . .
y Platlons and test-bed experimentation. Section IV prasent

Most existing energy-efficient MAC protocols for Sensostmulation results comparing the performance of FLAMA
networks have employed a contention-based approach. Gainst two other MAC protocols. We uses the QualNet

notable example is the Sensor-MAC (or S-MAC) protocol [1 jetwork simulator [2] for our simulation experiments, and

The main drawback of contention-based MAC protocols | .
that the probability of collisions increases with the offer compared the performance of FLAMA against TRAMA [3], an

. o xisting schedule-based MAC, and S-MAC. The results from
load, which degrades channel utilization and wastes ener . . ' . o
This motivates our research into distributed schedul«edbaﬁ§¥r S|rr:jullat|on SttUd%’Ss ?OW thathFLAMA aCh'ZVteSTSI'?%\';ﬁam%
medium access methods. Section Il summarizes prior work ser delay (up to imes) when compared to W

energy-efficient channel access based on contention sshe%\%mf'cam Improvement in energy savings and Te“ab""ﬁ”
and scheduling schemes. compared to TRAMA and S-MAC, demonstrating the impor-

tance of application-awareness in medium access schgdulin
1This work was supported in part by the UCOP CLC under gran0SC-  Section IV-D describes our implementation of FLAMA on
33, by the Army Research Office under grant No. W911NF-02460 and TinyOS [4] for the Mica2 Motes pIatform [5] and presents
by the Baskin Chair of Computer Engineering at the UnivgrsftCalifornia, . . .
Santa Cruz. Any opinions, findings, and conclusions areetlidshe authors eXpe”mental results comparing FLAMA and S-MAC in a
and do not necessarily reflect the views of the funding agsnci sensor network test-bed. The results of our experiments sho



that FLAMA achieves 100% delivery compared to 75% foHowever, TRAMA's adaptiveness comes at a price, namely the
S-MAC at low offered loads (which are scenarios that favamomplexity of its election algorithm and scheduling ovextie
contention-based MACs) and the average service time flor announcing traffic information. Schedule-based prof®c
FLAMA is an order of magnitude less than that of S-MACexhibit inherently higher delivery delays when compared to
Finally, Section V concludes the paper with directions fozontention-based approaches. In TRAMA, this is exacetbate
future work. by the need to propagate schedule information. FLAMA
avoids explicit traffic information exchange and employs a
much simpler election algorithm than TRAMA.

PAMAS [6] is one of the earliest contention-based proposals
to address power efficiency in channel access. PAMAS saves
energy by attempting to avoid over-hearing among neighigori FLAMA uses a simple traffic adaptive, distributed election
nodes. To achieve this, PAMAS uses out-of channel signalirggheme for energy-efficient channel access. It requires two
Woo and Culler [7] address variations of CSMA tailorediop neighborhood and flow information in the neighborhood
for sensor networks, and propose an adaptive rate conti@/perform the election. Using only two-hop neighborhood
mechanism to achieve fair bandwidth allocation among sendaformation makes FLAMA scalable. Time is organized in
network nodes. In the power save (PS) mode in IEEE 802.periods of random- and scheduled-access intervals as shown
DCF, nodes sleep periodically. Tserg al. [8] investigated Figure 1. We assume a single channel for data and signaling;
three sleep modalities in 802.11 DCF in multi-hop network§owever, FLAMA can be easily extended to handle multiple
The sensor-MAC protocol [1], or S-MAC, exhibits similarchannels. Channel access is contention-based duringmando
functionality to that of PAMAS and the protocol by Tsengiccess and time-slotted during scheduled-access peDods.
et al. Like the other approaches, S-MAC avoids overhearirigd random access, neighbor discovery, time synchrooizati
and nodes periodically sleep. However, unlike PAMAS, sind implicit traffic information exchange are performedtda
MAC uses in-line signaling, and unlike modalities of thdransmission happens during scheduled access. Usingljgerio
PC mode in 802.11 DCF, neighboring nodes can synchronizadom-access periods allows FLAMA to adapt to topology
their sleep schedules. T-MAC [9] is an improvement over $nd traffic changes in the network.

MAC that adapts the duty cycle based on the traffic. However,Unlike previous attempts at achieving adaptive scheduting
synchronized listen periods increases the channel contentsensor networks (e.g., TRAMA [3]), FLAMA does not require
significantly for S-MAC and T-MAC and also increases thexplicit schedule announcements during scheduled aceess p
overall noise floor during transmissions leading to degiiada riods. Alternatively, application-specific traffic infoation is

in link quality. D-MAC [10] is a medium access protocolexchanged among nodes during random access to reflect the
designed specifically for data gathering applications gisiiriving application’s specific traffic patterns, dlows This
unidirectional trees. It schedules transmissions at eagh rallows FLAMA to still adapt to changes in traffic behavior and
so that the latency in data collection is reduced. Howevd@pology (e.g., node failure). FLAMA uses flow informatian t
D-MAC assumes fixed topology and does not allow multiplestablish transmission schedules for each node. Additjona
data gathering trees. It cannot adapt to other sensor nietwbEAMA achieves traffic adaptiveness by assigning slots to
applications. a node depending on the amount of traffic generated by

The transmission schedule established in a wireless nietw#ftat node. This is accomplished by assignimgde weights
can be topology independent or topology dependent [11pased on the incoming and outgoing flows. Nodes with more
[14]. The schedule-access MAC protocol described by Sohraitgoing flows are given higher weights (i.e., more slotsg; t
and Pottie [15] uses a combination of TDMA and FDMA onet effect is that nodes that produce/forward more traffec ar
CDMA for accessing the channel. The main drawback of th&ssigned more slots.
scheme is that, like most fixed scheduling mechanisms, timeThe implementation of FLAMA we showcase in this paper
slots are wasted if a node does not have any data to sendst@¢ustomized for data gathering applications, an impoértan
the intended receiver. class of sensor network applications. In data gathering sce

The Traffic-Adaptive Medium Access (TRAMA) proto-narios, the information sink(s) sends out a query for a given
col [3] was the first proposal to implement energy-awa®ensor reading. When relevant sensors reply, a tree rodted a
schedule-based medium access. TRAMA addresses energyifeg-sink is established. FLAMA uses this tree to define the
ficiency by having nodes going into sleep mode if they are ngerresponding flows. We discuss FLAMAS flow discovery
selected to transmit and are not the intended receiveraffittr mechanism in detail (and illustrate it with examples) in the
during a particular time slot. TRAMA uses traffic informatio remainder of this section.
to establish transmission schedules which are propagated t
one-hop neighbors. This information is then used to define
when nodes need to be in receive mode and when they &
can switch to low-power sleep mode. Besides its energy
efficiency benefits, the use of traffic information also makes
TRAMA adaptive to the sensor network application at hand. Fig. 1. FLAMAS time organization.

Il. RELATED WORK

Ill. FLow-AWARE MEDIUM ACCESS

(Con




A. Application Overview the source and destination information, the control frafe a

We assume that in data gathering applications, the siffiludes the node’s outgoing flow weight , the node’s parent,
initially sends out a query requesting data from sensingeaodtimestamp and a neighbor update list. The neighbor update
As the replies from the sensors are forwarded back, a ¢ contains node identifiers for one-hop neighbors, their
rooted at the sink spanning all relevant nodes is estallish@nounced weights, and receive timestamps. In the case of

Sensor nodes then sample readings periodically and semd i@ gathering applications, each node has only one oggoin

to the sink over the collection tree. On its way to the sinkadalloW towards the parent. Hence, it suffices to announce a

might be aggregated [16] to minimize energy consumption. Vid'9le weight for the node. Other applications might need
use the sink as the synchronization point for the other nod@s@nnounce multiple node weights based on the number of

(e.g., the sink may be connected to a backbone network #Hgoing flows. L

is synchronized to it). FLAMA requires time synchronization between two-hop
For this type of data gathering scenarios, traffic is pré}_elghbors. Th_ere_ are a number of known algorithms for

dictable and exhibit regular patterns, which can be exgdbitime Synchronization in ad hoc networks [17]-[20] that can

when designing MAC layer protocols tailored for these arp_rO\_/lde accuracy in th_e ordgr o_f mlcrosec_onds. The base ide

plication scenarios. Since data is sent back to the sinkgalok?ﬁehInOI all th_ese algorithms IS time-stamping the packeheat t

the forwarding tree, nodes can easily determine incomimg a west possible level and using these timestamps to caicula

outgoing flows. More specifically, a node has incoming ﬂov\&lock drifts. We follow a similar approach to achieve time

from all its children in the tree and it has only one outgoinaynChron'zf‘t'on' der-initiated ti hronizati h
flow to its parent. The sink does not have any outgoing flows, VW& employ a sender-initiated time synchronization mech-

If Ris the rate at which sensed data is generated at sen%'airsm where a node can sendSYNC frame only after

nodes, all the nodes in the network except for the sink ha%nchronizing the clock with its parent. Otherwise, nodes

an originating flow with data rate d® that exists for a period sendSYNCREerames to disrtl:ove_r pgren;s. Thzseg\lecr: (o
specified by the sink. A node has to either forward or aggeeg If'e parent) initiates time synchronization by sending

flows that are incoming from its children. The outgoing flo ame WiFh its IOC".’" timestampT(l). The receiver receiyes the
rate is the sum of the incoming flow rates from the childre ame at its local im@2. Now, T2=T1+3+1, whered is the

and the originating flow rateR (if no data aggregation is clock drift andt is the propagation delay. The receiver replies

employed!). FLAMA assigns node weights based on th(\-‘:\’ith SYNCREQto the parent with its I(_)cal timestamp &)
resulting flow rates and performs traffic-adaptive scheduli and the sender receives the packet at its local fiMeNow,

Section I11-B describes how FLAMA acquires this informatio g4: -:—3|_ 6;1 Usinng,T.Z,T?{ andT.4, bothégndT.canl K
during the random access period. e calculated. As we require the receiver to adjust its cloc

based on the sender, the sender sends baSk l[dCframe
B. Random-Access Period announcing the timestamp4 to the receiver. The receiver

In FLAMA, random access is used for time synchroniza{:ompmes the clock drif using the following expression and

tion, exchanging neighbor information, and establishimgvfl adjusts its clock:
information. In the specific case of data gathering appticat 0= (T2-T1+T3-T4)/2 1)
establishing flow information is essentially forming thetala

forwarding tree. The data gathering node, or sink, initate Onct:e ta nc:j(_je :)(e’\Tg]rcnes synchomzehd W_'th c'jts pa:ent, It
tree formation and time synchronization. Every node in e start sen g rames and synchronize downstream
odes. This process eventually synchronizes the entire net

tree synchronizes with its parent using a pair-wise time sy KTl h ted at the phvsical | ‘
chronization algorithm based on timestamps. work. -Timestamps are generated at ihe physical fayer 1o

Hence, during the random access period the following tasi prove the accuracy. A node updates its child information
' enever it receiveSY NCframes with its node identifier as

that are necessary for FLAMAS operation are performe je parent. The length of the random access period is fixed
(1) network-wide time synchronization, (2) data forwaglin pd ;[h i gth © d1 lete th P hronizati

tree formation, (3) traffic flow information exchange angaze onf € ime required 1o complete the synchronization
weight computation for traffic-adaptive election, and (#p+ anDJ;ﬁ]e Orgzgg(r)r? gLOcZZisesério ds. sianalin ackets ma
hop neighborhood information and corresponding node Weig[pe Iostgdue to collisions T—|ence’ thg inte(\rgvaﬁJ should bey

exchange. Igng enough to accommodate signaling retransmissions
Nodes running FLAMA start in random access mode ar]a 9 9 9 9 ; -
n general, the length of the random access period is

ey e o NUNLRETS < SYNGINTERVAL NETWORKRADIUS
g yp whereNUM_RET Xis the desired number of retransmissions

frames BY NCandSY NCREQ are exchanged during random {dNETWORKRADIUSis the network radius.

access gnd channel access is based on carrier sensing. 0 Sur ELAMA implementation, we try to minimize state in-

ure 2(a) illustrates FLAMA's control frame format. Otheath formation exchanged and kept by nodes. Each node maintains
1if data aggregation is used, then the outgoing flow rate nesnednstant the followmg ne_zlghborhoo_d information: parent 'dentlf(@

atR. bytes), clock drift informationT1, T2, T3, T4, andof fset



‘PHY HDR‘ MAC Control Frame Header ‘ PHY CRC ‘

1 2

‘ Type ‘ Dest ID ‘ Src ID ‘ MyWeight Parent ID ‘ TimeStamp ‘ Nl‘ Nbr Info
1 2 2 2 2 4 L

‘Nbr ID ‘Nbr Wt‘ Nbr  Timestamp ‘Nbr ID ‘Nbr Wt‘ Nbr  Timestamp

7 bytes 7 bytes

(a) MAC control frame

‘PHY HD# Type ‘ Dest ID Src ID Slot ID Data Payload PHY CRC

1 1 2 2 2 2

\ \
| |
MAC Data Frame Header (7 bytes)

(b) MAC data frame

Fig. 2. Frame formats.

C. Scheduled-Access Period

A, Setting the Slot SizeDuring scheduled-access, channel
/@ access is time-slotted. The slot interval is fixed based on a

s 5 () r, maximum physical layer frame size. In our implementation
@ © @ \@ we used a packet size of 128 bytes which is the maximum

physical layer packet size for TinyOS’s CC1000 physicaload
Fig. 3. Topology. Fig. 4. Traffic Flows. module. A guard interval is added to the time slot duration to

account for synchronization errors and radio mode switghin

and is set to a multiple of the maximum possible clock drift.
for a total of 20 bytes), one-hop neighbor table where eadie data frame format is shown in Figure 2(b). The number
entry has 8 bytes of information (namely, node identifieff slots in the scheduled-access period is decided based on
isChild flag, receive timestamp, node weight), and two-hdpe duty cycle for scheduled access. The distributed electi
neighbor table (hamely, node identifier, and node weight wialgorithm described below is used to decide the state of each
each entry having 3 bytes of information. node at every slot.

FLAMA uses node weights to adjust transmission schedulesPistributed Election Algorithm:FLAMA uses a distributed
based on how much traffic individual nodes generate. Nogkction algorithm to schedule collision-free transnuasi
weight calculation is illustrated using the example shown iThe design of the election algorithm is driven by the as-
Figure 4, where arrows represent traffic flows with certaiimption that sensing nodes are typically limited in terrhs o
rates. For example, nod® has three incoming flows (from Processing and memory resources. Essentially, for eac, nod
nodesC, D, andE with ratesF;, Fy, andFe, respectively) and the election algorithm decides which radio mode to use in
a single outgoing flow to noda with a rateR,. The outgoing the current slot. The choices are transmit, receive, ompslee
flow rate R, is a function of incoming flow rates and is givenrLAMA ensures that there is only one transmitter in the two-
by: hop neighborhood and thus avoids hidden-terminal cofisio

FLAMA's election algorithm requires that each node mainsai
Fo = Forigin+ € x Fe-+d x Fy+ex Fe 2 @ Ii_st of one- and twq—hop ne_ighbors and their corresponding
weights, and parent information.

where c, d and e denote the fraction of the flow that is A node can transmit if it has the highest two-hop priority for
forwarded. If the flows are “terminal flows” thar) d ande the given time slot and it has data to send. A node should be in
are 0.Forigin denotes the rate of the originating flow (if anyyeceive mode if it is not the highest two-hop priority nodelan
from nodeB. Node weights are directly proportional to theats highest one-hop priority node is a child. Otherwise, dao
outgoing flow rate. Hence, nod&s weight is decided basedcan go to sleep. While in receive mode waiting for data, the
on F, and is announced during random access. node can switch to sleep mode if it does not start receiving



data for PREAMBLEINTERVAL Node weights computed time-slot identifier. Multiple flows can be elected withineth
during the random access period are incorporated into ttveo-hop neighborhood without collisions if they use diffat
election algorithm to provide more channel access for nodegerating channel. These optimizations are planned asefutu
with higher traffic rate. This makes FLAMA traffic-adaptivework items.
while maintaining the simplicity of the election algorithm

Node priorities are calculated based on a pseudo-random
function using the node identifien), time-slot identifier {) FLAMA's performance is evaluated both by simulation and
and node weightweighf) as shown below: test-bed experimentation. The main goal of the simulation
experiments is to highlight the importance of application-
awareness in channel access scheduling. TRAMA is designed
whereC is a constant multiplier. The pseudo-random functiolor general applications and hence, has to propagate traffic
could be implemented using linear shift registers éand-t) information explicitly and periodically. FLAMA, on the o
determines the initial state of the register. hand, establishes flows based on traffic patterns exhibifed b

FLAMA achieves collision-freedom by allowing only onesensor network applications and need not propagate traffic
transmitter in the two-hop neighborhood. Due to limite¢ghformation explicitly. S-MAC is also designed for general
neighborhood information and the distributed nature of ti&pplications and does not account for application-specific
algorithm, special care should be taken to prevent a node fréraffic patterns. The main goal of our test-bed experiments
sleeping when a neighbor is transmitting a data packetroibti is to establish the feasibility of implementing a TDMA-
to this node. based, application-aware MAC protocols on sensor nodes and

For example, consider the network shown in Figure 3. Ti&so to establish the advantages of FLAMA over traditional
priority values computed for the nodes are shown next to taentention-based channel access protocols.
node. According the nodél it has the highest priority in .
two-hop neighborhood and will transmit to node However, A. Performance Metrics
highest priority two-hop node in nod&'s neighborhood is ~ The following metrics are used to assess the performance
nodeC. If nodeA decides to switch its radio to stand-by modeQf the protocols:
it will miss the data transmission from notte This leads to  « Average Packet Delivery Ratiois the ratio of number

IV. PERFORMANCE EVALUATION

prio(n,t,weight) = pseudorandotim+t) + weightx C (3)

transmission to a sleeping node. of packets received at the sink to the number of packets
To prevent this, the election algorithm can identify highes  sent by all sensor nodes. For broadcast traffic, a packet
priority one-hop flows that are hidden from the highest piyor is counted to be received only if it is received by all the

two-hop flow and listen if needed. However, to identify hidde ~ one-hop neighbors.
flows, a node should maintain complete topology information « Percentage Sleep Timas the ratio of the time spent in
for the two-hop neighborhood. This is expensive when the low-power sleep mode to the total experiment run time.
available processing and memory resources are low. Alkerna. Latency is computed as the average per-hop latency for
tively, a node can just listen for a short interval during the the network.
start of the time slot to determine whether the highest fiyior « Average Queue Dropsprovides the average number of
one-hop flow is an incoming flow. If the node receives a start packets dropped at the MAC-layer queue.
symbol during this period, it continues to listen and reesiv , )
the packet. Otherwise, the node switches it radio to sleBp Simulation Setup
mode. This method is easily implementable in today’s radiosTo establish the importance of application-awareness,
and does not require maintenance of complex state infornkd-AMA's performance is compared against that of TRAMA
tion. In our implementation of FLAMA for MICA2 Motes and S-MAC. Qualnet [2] is used as the simulation platform. A
we use this optimization. In case of powerful nodes (mogghysical layer model based on Mica2 motes’ Chipcon CC1000
processing power and memory) one can improve the efficien@agdio is implemented to accurately model the operating-envi
of scheduling by maintaining more state information. ronment. The radio’s data rate is.2Bbpsand its range is

In the absence of flow information, the election could baround 300 feet.
carried out with one- and two-hop node identifiers. In this Sensor network deployments for data gathering are often
case, the receiver for the elected transmission is not knoWwierarchical, where there are some more capable data gagher
as the nodes do not have flow information. Energy-efficiencypdes, each of which collect data from a subset of sensor
could be still achieved by using the technique mentioned modes. We try to mimic this kind of deployment by using a grid
the previous paragraph. topology with 16 nodes with the sink in the corner periodical

There are many other optimizations that are possible basssuing queries to the network to gather requested infoomat
on the available flow- and topology information to improvéodes in the grid are separated by a distance ah.7All
channel utilization. The election process can also be egn sensor nodes participating in the network report to the sink
to take advantage of multichannel radios without much modiending the requested information at the rate specifiedan th
cations. A flow’s transmission channel could be calculated aquery. In our simulations, sensor nodes generate peri@fie 1
random-hash function using the transmitter’s identified #re  byte packets after an initial warmup time. This initial wanmn
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Fig. 5. Data Gathering Application ) ) )
Fig. 6. Average delivery ratio.

period is needed to allow for neighbor discovery and is fixadents leads to higher queueing delay at intermediate nodes
at 505. The data generation rate is varied over multiple trialsunning TRAMA. The queueing delay for FLAMA is signif-

In FLAMA, flow discovery is done during the randome-icantly lesser than that of TRAMA (up to 75 times). S-MAC
access period and this effectively establishes the data gatchieves lesser delay than FLAMA in this topology. This is
ering tree. Since TRAMA and S-MAC do not perform flomdue to the delay involved in the election algorithm, which
discovery, we hard-coded the data collection tree (shown ighndependent of the two-hop neighborhood size. However, it
Figure 5) for the simulation experiments involving TRAMAshould be noted that FLAMA achieves much higher reliability
and S-MAC. The duty cycle for S-MAC is fixed at 10% andhan S-MAC. Hence, end-to-end application perceived delay
nodes are allowed to do adaptive listen at end of data tramsimuch higher for S-MAC due to retransmissions.
mission. S-MAC'’s synchronization interval is set toSlénd Energy efficiency for FLAMA, TRAMA, and S-MAC are
the contention window for data and synchronization packetkown in Figure 7. We observe that FLAMA achieves signifi-
are set to 31 and 15 slots, respectively. The simulationns raant energy savings when compared to TRAMA and S-MAC.
for 2000 seconds and results are averaged over multiple rufkis is because FLAMA exchanges lesser information than

) ) TRAMA during scheduled access periods. For both FLAMA
C. Simulation Results and TRAMA the energy savings are proportional to the offered

Figure 6 shows the average packet delivery ratio at thgad as expected. For S-MAC, energy savings depends on the
sink for different traffic generation intervals. FLAMA aelvies fixed duty cycle.
better delivery ratio than TRAMA and S-MAC. This is due .
to the fact that FLAMA performs traffic adaptive schedulin@- Test-bed Experiments
without incurring much overhead. Nodes that are near theWe implement FLAMA on TinyOS for Mica2 motes and
sink have a larger outgoing flow-rate and these nodes dt® performance is compared with that of S-MAC. Similarly
favored in the election process. Whereas, TRAMA needs S-MAC, FLAMA is implemented on top of ISI's radio
to propagate traffic information periodically and this is @ommunication stack [21] for the Mica2 platform. ISI's S-
significant overhead during scheduled access period. Hend®C implementation is used for the experiments. Both for
for the given simulation duration, FLAMA is able to serviceS-MAC and FLAMA, there is no MAC layer buffer to queue
more packets than TRAMA. up frames. Hence, a frame from the application is dropped if

We observed that the synchronized listen- and sleep cycthe send buffer is full.
of S-MAC affect neighbor discovery and data throughput in In the topology chosen for initial evaluation, a sink cottec
multi-hop forwarding. This is because of the fact that S-MA@eriodic data generated by sensor nodes and all the nodes
restricts transmitting or receiving packets to a specificalf) are directly connected to the sink and the placements are
window of time. Depending on the contention window sizeuch that hidden terminals exist. The main goals of the
for transmitting data and synchronization packets, dolis test-bed experiments are: to showcase that FLAMA can be
occur due to hidden terminals. This affects neighbor disppv implemented on sensor network platforms and also compare
significantly as the synchronization packets are sent bgliinr FLAMA's performance with S-MAC in a sensor network test-
able broadcasts. Hence, the average delivery ratio atnkessi bed (instead of just through simulations).
significantly less for S-MAC when compared with scheduling- During the experiments, each node maintains statisticatabo
based protocols. the number of data packets generated, number of data packets

Figure 8 presents the average per-hop delay for FLAMAgrwarded, number of data packets dropped due to buffer
TRAMA, and S-MAC. Overhead in periodic traffic announceeverflow, average service time for the packets, and radio
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Fig. 7. Energy savings. Fig. 8. Average queueing delay.
Packet generation Rate (seconds)Average Delivery Ratio (FLAMA)| Average Delivery Ratio (S-MAC)
2 94 % 74.19 %
4 99.6 % 74.13 %
6 100 % 75.81 %
TABLE |

AVERAGE DELIVERY RATIO.

Packet generation Rate (secondsEnergy savings (FLAMA)[ Energy savings (S-MAC)
2 74.6 % 729 %
4 78.4 % 79.3 %
6 86.9 % 80.6 %
TABLE 1l

PERCENTAGE SLEEP TIME

Packet generation Rate (seconds)Average Drops (FLAMA) | Average Drops (S-MAC)
2 0 13.66
4 0 9
6 0 0.33
TABLE Il
AVERAGE DROPS

statistics (i.e., time spent in transmit, receive, and dibgn S-MAC in terms of delivery ratio, drop rate, and energy
mode). Statistics information is sent to the sink perioliica efficiency. For this topology, the average service time for S
along with the data. The sink is connected to an end hoBtAC is on the order of 70815 while for FLAMA the service
and forwards all packets received to the host. Statisties dime is around 100s Hence, the number of packets dropped
collected and processed by the host computer for every packe S-MAC is significantly higher than that of FLAMA. This
received at the sink. affects the end-to-end reliability measured at the singhdtuld

We considered 128 bytes of data payload for both S-MAEE noted that FLAMA's delay is dependent on the number of
two-hop nodes.

and FLAMA. The routing information is hard-coded for S-
MAC and the experiments are run multiple times to averageFor low data rates, FLAMA achieves perfect reliability
the results. Identical operating environments are ensfoed while S-MAC's reliability is 75%. This is because FLAMA
both S-MAC and FLAMA to avoid measurement errors. Foavoids collision and transmissions to sleeping node. Also i
S-MAC we considered 90% duty cycle for sleeping and fatoes not exchange any control packets during the scheduled
FLAMA we used 90% duty cycle for the scheduled accesgcess period and hence the channel contention level is less
period. The length of the random-access period is fixed @n the other hand, even though S-MAC uses RTS/CTS
55s. The experiments are run for 4980 that there is enoughhandshakes to avoid hidden-terminal collisions, it losat&ad
time spent in scheduled access for FLAMA. packets due to increased service time and also due to RTS/CTS

We consider different data rates for traffic generation aMn:jsrlgkegallurdes. l\!{ote ;chat low offered loads tend to fitene
the results of our experiments are summarized in Tables, |, tPpntention-based protocols.

and l1ll. As we can observe, FLAMA significantly outperforms The average number of drops reported in the Table Il re-



flects the number of packets dropped at the network layer (i.g9]
the buffer is full when a new packet arrives). In addition to
these losses, there can be losses due to collisions, tregiemi

errors, and RTS/CTS handshake failures. Hence, there is[m)

direct correlation between the number of losses reported in
Table Il and the end-to-end delivery ratio. The resultoals
indicate that FLAMA achieves energy savings comparable ]
S-MAC. This is in spite of the fact that FLAMA has the
radio on during the entire random access period. This gAealﬂz]
demonstrates the importance of using an adaptive schedulin
approach for channel access in sensor networks. In ourefutur,
experiments, we will be testing more complicated topolsgi
with more nodes and multiple hops.

V. CONCLUSIONS

T. van Dam and K. Langendoen, “An adaptive energy-efficienac
protocol for wireless sensor networks,” iRAroceedings of the first
international conference on Embedded networked sensterags ACM
Press, 2003, pp. 171-180.

G. Lu, B. Krishnamachari, and C. Raghavendra, “An aitepénergy-
efficient and low-latency MAC for data gathering in sensdwaeks,” in
Int. Workshop on Algorithms for Wireless, Mobile, Ad Hoc &ehsor
Networks (WMAN)Santa Fe, NM, Apr. 2004.

I. Chlamtac and A. Farago, “Making transmission scheslimmune
to topology changes in multi-hop packet radio networdEEE/ACM
Transactions on Networkingol. 2, no. 1, pp. 23-29, February 1994.
J. Ju and V. Li, “An optimal topology-transparent schizaly method in
multihop packet radio networks|EEE/ACM Transactions on Network-
ing, vol. 6, no. 3, pp. 298-306, June 1998.

13] S. Ramanathan, “A unified framework and algorithm foarchel assign-

[14]

This paper introduced an energy-efficient, scheduledebaSﬁS]
application-aware medium access control protocol spediific
designed with sensor network applications in mind. The pro-
posed protocol is named FLAMA for FLow-Aware Medium{16!
Access and uses application-specific traffic information to
adapt to the sensor network scenario at hand. Using traf-
fic information, FLAMA is able to establish transmissiorf}’]
schedules as well as determine which nodes should be in
transmit or receive mode, or can switch their radios to lovit8]
power sleep state. This feature is instrumental in achgvin
energy efficiency without compromising the simplicity okth [19;
protocol.

Using simulations and tested experimentation we evaluated
the performance of FLAMA and demonstrated the importangg)

of application-awareness in medium access. Simulatiartses

indicate that FLAMA outperforms TRAMA and S-MAC in

terms of reliability, and energy savings. FLAMA achieve
significant improvement in delay performance for schedlin

21

based protocols. Our test-bed experiments showcase FLAMA
deployment on MICA2 Motes. They also show that FLAMA
can achieve better end-to-end reliability with significanergy

savings when compared to a contention-based protocol such

as S-MAC.
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