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Abstract 

This paper describes the computer simulation of two cycles of a 

seasonal aquifer thermal energy storage experiment recently carried out 

by Auburn University. The simulated production temperatures and energy 

recovery factors agree very well with the field data. A general descrip~ 

tion of the experiments and the numerical model used are given. Discus

sions are also given on the determination and choice of various para~ 

meters used in the simulations. These are followed by a detailed com~ 

parison of simulated and observed temperature distributions. 





AQUIFER THERMAL ENERGY STORAGE 
A NUMERICAL SIMULATION OF AUBURN UNIVERSITY FIELD EXPERIMENTS 

Chin Fu Tsang, Thomas Buscheck and Christine Doughty 
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For many years confined aquifers have been used for storing fresh water, 

oil products, and gas, as well as for the disposal of liquid wastes. A vast 

literature has resulted, primarily dealing with well hydraulics in 

isothermal systems (Esmail and Kimbler, 1967; Katz and Tek, 1970; Kimbler, 

1970; Kumar and Kimbler, 1970; Moulder, 1970; Kazmann, 1971, 1974; Kazmann, 

Kimbler, and Whitehead, 1974; Smith and Hanor, 1975). However, the concept of 

storing hot water in aquifers for later use was suggested by several authors 

only about ten years ago (e.g., Rabbimov, Umarov and Zakhidov, 1971; Meyer 

and Todd, 1973). Various generic and feasibility studies have since been made 

(Hausz and Meyer, 1975; Warman, Molz and Jones, 1976; Tsang, Lippmann, Goranson 

and Witherspoon, 77; Larson, 1976; Papadopulos and Larson, 1978; Molz, 1978; 

Tsang, Buscheck, Mangold and Lippmann, 1978; and others). These mostly 

considered storage of low or moderate temperature water; several focused on 

economic and institutional considerations as well. The year 1978 saw the 

first International Aquifer Thermal Energy Storage (ATES) Workshop, held at 

the Lawrence Berkeley Laborr.tory (Proceedings, 1978). Current aquifer thermal 

storage projects are summarized in a periodic Newsletter (ATES Newsletter, 

1978, 1979) and two recent review articles (Tsang, 1979; and Tsang, Hopkins 

and Hellstrom, 1980). 
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Knowledge gained in previous studies of aquifer storage problems is 

applicable primarily to isothermal conditions. A successful study of the 

viability of the ATES concept depends on the development of an adequate 

understanding of heat, mass, and momentum transport processes under non

isothermal conditions within an aquifer/aquitard system during injection, 
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, and production cycles. Because these processes are highly coupled, 

understanding is most readily achieved using numerical models. Field exper

iments must also be carried out to measure heat and fluid flow patterns 

and to detect problems. 

In Auburn University completed a first set of field experiments 

storing cooling water from a steam power (Molz et al., 1978). The 

experiments were analyzed in a numerical simulation study by Papadopulos and 

Larson (1978), who employed a finite difference model developed for the 

U.S. Geological Survey (U.S.G.S.) by INTERCOMP (1976). Molz et al. (1979) 

subsequently completed a second set of field experiments, which included two 

injection/storage/production cycles. From difficulties experienced in their 

first experiment, Molz et al. were able to improve significantly on their 

experimental techniques, thereby achieving a substantial increase in the net 

quantity of hot water injected into the storage aquifer during both cycles. 

This report describes the numerical simulation of the second set of 

Auburn University field experiments. The simulation was carried out at the 

Lawrence Berkeley Laboratory (LBL) us three-dimensional models developed 

at LBL over the several years. The next section of this report is a 

brief description of the two injection/storage/production cycles, followed 
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by a qualitative description of the semi-analytic model used to evaluate 

hydraulic parameters and of the numerical model used to simulate the experiment. 

The following section describes (1) the determination of the hydraulic and 

thermal parameters~ (2) the design of the various computer meshes used in the 

simulation, (3) the simulation of the injection and production-rate histories, 

and (4) the rationale behind various simplifications that were made in 

carrying out the simulation. This is followed by a detailed comparison of the 

simulated thermal field with the experimental data. The report concludes with 

a summary and some remarks. 

Details of the experiments recently performed by the Water Resources 

Research Institute of Auburn University are described in a companion paper by 

Molz, Parr and Anderson. The test facility and well field shown in Figure 1 

were constructed on land provided by the Alabama Power Company in northeastern 

Mobile County~ Alabama. The injection/production well was screened in the 

upper half of a uniform confined aquifer, approximately 21m thick. The 

aquifer matrix consists primarily of medium to fine sand, with approximately 

15 weight interstitial silt and clay. The aquifer occurs from about 

40 m to 61 m below the land surface and is capped by a 9 m thick clay sequence; 

it is bounded below by another clay sequence of undetermined thickness. Above 

the upper clay unit lies another aquifer, which provided the injection water. 
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The first six-month injection/storage/production cycle involved the 

injection and recovery of about 55,000 m3 of water, heated to an average 

temperature of 55.2°C. The ambient water temperature of the supply and 

storage aquifers was 20°C. After 79.2 days of injection at an average flow 

rate of 7.89 kg/sec 25 gpm), the warm water was stored for 52.5 days and 

then pumped out at an average flow rate of 15.65 kg/sec (245.6 gpm) until the 

temperature of the recovered water fell to 32.8°C. By that time, 66% of the 

injected energy had been recovered. The injection, storage, and production 

were 1900, 1213, and 987 hours, respectively. 

The second six~month cycle was carried out in essentially the same manner 

as the first. About 58,000 of water, heated to an average temperature of 

55.4°C. was injected, stored for 62.5 days, and then produced. By the time 

the production temperature had fallen to 32.8°C, 76% of the energy injected 

during the second injection period had been recovered; the total volume 

recovered was 67,000 m3. For the second cycle, the injection, storage, and 

recovery periods were 1521, 1502, and 1 hours, respectively. 

The first of the simulation study involved the determination of the 

hydraulic of the aquifer---the transmissivity, T, storativity, S, 

and the location and type (barrier or leaky) of a linear hydrologic boundary--

through well test analysis. Conventional type-curve analysis techniques re

quire constant flow rates. To get around this limitation, LBL has recently 

developed a computer-assisted well test analysis method, program "ANALYZE" 

(Tsang et al., 1977; McEdwards, 1979), that accounts for the variable flow 

rates of several production or injection wells. 
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Briefly, the computational basis of ANALYZE is a least squares minimiza

tion routine that uses parameters T, S, and the angle and distance to a 

hydrologic boundary to calculate the pressure change at locations and times 

corresponding to observed pressure data. It then adjusts the values of the 

parameters so that the difference between calculated and observed pressure 

changes is a minimum. The set of parameters associated with the minimum is 

then accepted as representative of the aquifer and well system. Further 

details are described by Doughty, McEdwards, and Tsang 979). 

Once the hydraulic were determined, all of the numerical 

simulation was carried out using the model "CCC," which stands for conduction, 

convection, and consolidation. This program was developed at LBL (Lippmann, 

Tsang and Witherspoon, 1977) to simulate heat and momentum transport in one-, 

two-, or three-dimensional heterogeneous, anisotropic, nonisothermal porous 

systems. If required it can also compute the vertical deformation of the 

porous matrix using the one-dimensional consolidation theory of Terzaghi. 

This program is based on the so-called Integrated Finite Difference Method; it 

uses an explicit-implicit iterative procedure to advance in time. Details of 

the algorithms are given by Edwards (1972); Sorey (1976); Narasimhan and 

Witherspoon (1976); and Lippmann, Tsang, and Witherspoon (1977). The following 

properties and physical effects are simultaneously considered in the calcula

tions: (a) the temperature dependence of the heat capacity, viscosity, and 

density of the fluid; (b) heat convection and conduction in the aquifer/aqui-

tard system; ) heterogeneity of the aquifer properties; (d) anisotropy of 

permeability and effective thermal conductivity; (e) regional groundwater 



6 

(f) presence of hydrologic barriers; and (g) gravitational effects. 

As discussed in detail by Doughty et al. (1979), ANALYZE was used to 

analyze multi-well pressure data from a 36-hour pumping test as well as from 

the entire injection period of the first Auburn experiment. Results for 

radial transmissivity and storativity, as well as distance and orientation of 

the closest barrier, were thus obtained (Table 1). The transmissivity, 

, and distance values confirm earlier results obtained by the 

U.S.G.S. (Papadopulos and Larson~ 1978). 

A linear barrier was located approximately 300 meters away from the 

injection well at an angle of 315° counterclockwise from a line joining well 

1 to well 14 (i.e., lying to the NW of the well field). Since~ as shown 

later, the radius of the hot water storage region in the aquifer extends only 

45 m from the injection well, a barrier 300m away should have had only a 

small effect and was neglected in the smulation. Possible minor effects of 

the barrier are noted in the next section. 

Molz et al. 978), also tried to determine the regional groundwater 

gradient. Although differences in pressure head were close to instrument 

error, their measurements indicated that the groundwater gradient should be 

less than 2.96 X 10-4 m/m in the northeast direction. The orientation of 

the barrier NW of the well field is also northeasterly, consistent with the 

direction of the regional flow. A gradient of 2.96 X 10 -4 

m/m~ together with a porosity of 0.25 and transmissivity values as given in 

Table 1, yields a pore velocity of 0.052 m/day. After the first cycle 
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injection and storage of approximately 130 days, the ected water 

would have been displaced 6.8 meters relative to the well, but the hot water 

region would have been displaced only 2.9 meters. In comparison with the 

radius of the thermal (- 45 , this displacement was thought not to 

be significant. Thus idealizations were made to represent the storage 

aquifer as an axisymmetric 

areal extent. 

/aquitard/well system of effectively infinite 

The remaining hydraulic parameter values necessary for the simulation 

could not be obtained directly from the well test analysis: vertical 

permeability~ ky, radial and vertical aquitard permeability, krt and kyt; and 

aquitard storativity, st. Because the aquitard is a moderately stiff clay 

and the earlier experiment showed no pressure response in the upper aquifer 

during injection (until the aquitard ruptured), the aquitard was considered to 

be relatively impermeable. The hydrologic literature indicates that a permea

bility ratio of 105 between aquifer and aquitard is representative of 

shallow alluvial clay/sand sequences. A parametric study (Buscheck, Doughty, 

and Tsang, 1980) has since shown the thermal response in the aquifer to be 

relatively insensitive to variations of a factor of 10 in this parameter. The 

literature also indicates that setting the storativity value in the aquitard 

equal to that in the aquifer is reasonable. 

The other major hydrologic to be determined, the radial to 

vertical permeability ratio, also had to be inferred from experience in the 

hydrologic literature and from indirect geologic evidence. For the purposes 

of their study, Papadopulos and Larson (1978) used kr/kv = 10. This value 

was also used in the present study. A later study (Buscheck 

et al., 1980) showed this to be a very critical parameter, with kr /kv 10 

giving the closest correspondence between the simulated and observed 



fields. This value was also used for the permeability ratio 

:i.n the aquitards 9 but, as with the magnitude of krt, this is felt to be a 

less critical parameter with to the thermal field. 

The thermal conductivity of the and upper aquitard were taken 
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from laboratory values and are listed in Table 2. The porosity of the aquifer 

and aquitard were assumed to be 0.25 and 0.15, respectively. A recent commu

nication with Fred Molz has indicted that .35 is a better value for aquitard 

porosity than is .15; a parameter study (Buscheck et al., 1980) has shown 

that the use of .15 rather than .35 for the aquitard porosity has a negligible 

effect on the thermal field. The density, heat capacity, and viscosity of the 

fluid were varied as functions of temperature by from values 

given in Table 3, which were taken from Kappelmeyer and Haerel (1974) and 

Helgeson and Kirkham 974). 

The numerical simulation of the first and second cycles used the mesh 

shown in Figure 2. The well is positioned at zero radial distance, the mesh 

having radial symmetry about that axis. In pressure calculations, mesh ele

ments can be increased in size with increasing radius without significantly 

affecting the accuracy of the results. However, for heat flow calculations 

within the region of thermal influence "'80 m in the case), the 

mesh elements should decrease in size with increasing radius, since for equal 

time steps the injected hot water will move a smaller radial distance (assuming 

a constant injection flow rate). In our calculations we compromise by using a 

mesh with equal distance within the zone of thermal influence. 

Outside of this zone, mesh elements can increase in size out to a radial 

distance of 20 kilometers. This large mesh size makes the system effectively 

infinite in areal extent (i.e., provides a constant head boundary). 

Because fence diagrams (Molz et al., 1978) indicated approximately 

uniform, horizontal and aquitard layers, it was possible to model all 
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horizontal boundaries as having constant elevations. Note the vertical 

spacing of element in 

provided near the top and 

that the region of 

2. Within the aquifer 9 the finest resolution was 

the elevation interval of the well screen so 

thermal influence would have sufficient resolution 

to simulate buoyancy effects. Very fine vertical spacing was also provided on 

the aquitard side of the aquitard/aquifer boundary~ because in this region the 

magnitude of heat flow is governed by conduction. Thus 9 this important 

process would not be underestimated. Based on experimental data, the upper 

storage aquifer was considered to be a constant temperature and constant 

pressure layer and was modeled as one large element. 

In order to investigate the effects of numerical dispersion~ two additional 

meshes were While their vertical dimensions were identical to those 

in the primary or "medium" mesh, the radial of elements within the 

region of thermal influence were one-half and twice that of the medium mesh. 

The entire first cycle was simulated using the coarse mesh. However~ only the 

injection period of the first cycle was simulated using the fine mesh because 

of the large cost involved. Results are in the next 

section. 

In the simulation of the first cycle on the medium mesh 9 the execution of 

flow (i.e.~ solution of the pressure equation) required a tremendous 

number of very short time for numerical stability 9 leading to prohibitive 

computer costs. The solution of the pressure equation is related to transient 

flow effects and is controlled by the storativity parameter. Increasing the 

storativity while keeping the poros constant reduces transient effects and 

thus cut down on time. A study (Buscheck et al. ~ 1980) 

shows that within certain limits, an increase of storativity, while cutting 
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down on computer time drastically, does not affect the field 

A case was run with a simplified mesh (single , regular 

radial steps) corresponding to Auburn field properties. Several storativity 

values were used and temperature , production temperatures, 

and recovery ratios calculated for each. Selected results (Table 4) show that 

increasing the storativity by a factor of 20 does not affect temperature 

fields. Hence, for our simulation, we multiplied the storativity by 20 to 

save computer cost. 

Because neither the flow rate nor the injection temperature were 

maintained constant during the course of the experiment, for simulation we 

broke up injection and production periods into many time intervals having 

averaged values of flow rate (and temperature, for injection periods); mass 

and energy were conserved for each time interval. Figure 3 shows the experi-

mental and values during the first injection period. 

Figure 4 shows the simulated contours after only 287 hours, 

when the effects of buoyancy flow are just becoming evident. By the end of 

the ection (1900 hours), the effects of buoyancy flow are apparent 

and the thermal disturbance has to a radial distance of ~ 45 m (Figure 

5). Figures 6 through 9 compare the simulated temperature-time dependence 

with the observed behavior in various wells. While the overall correspondence 

is good, there is a trend for underprediction of temperatures for early time 

and for later time. The transition from underprediction to 

overprediction occurs when point of inflection of the thermal front 

crosses the observation in question. This shows that the actual 

thermal front was more smeared than the front, a result of 
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the effects of of the thermal front. Another trend 

within the observed data is that wells to the SE of the injection point showed 

an earlier response than those to the NW. This reflects the 

rather modest influence of the barrier that was detected in the well test 

analysis. 

Figures 10 through 12 compare the observed and simulated radial 

distribution for three ths from the top of the ) at the end of 

the ection ~ t ~ 1900 hours. These a different display 

of the field shown in 

icance to all 

5. One should be cautious not to attri·" 

bute too much between observed and simulated 

values 9 since the observed data were taken from all around the well ffeld. There~ 

fore~ differences may reflect local inhomogeneitfes which cause the real system 

to deviate from the ideal axisymmetric Generally~ for upper elevations. 

there is a • with a slight underestimat:i.on of the smearing 

of the thermal front. There is a tendency to ict at 

lower elevations. This a slight underprediction of anisotropy. which 

in the simulation would allow more hot water to be convected to elevations 

below the bottom of the well screen during ection. 

13 compares the observed and simulated distributions 

at the end of the • t ~ 3113 hours. The effects of 

flow and are evident and heat has 

far into the upper 

14 • the contour at the end of the tfon 

• t ~ 4100 hours. shows a between the 

observed and sfmulated fields. This reflects 

processes that tend tend to cancel each other out at the end of an ection/ 

production Local accounted for in the simulation) 
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of a relatively high permeability, for example~ provide local conduits of 

greater heat convection away from the well during injection. These same 

regions, because they contain hotter~ less viscous water and because they 

are areas of relatively high intrinsic conductance for heat convection, also 

conduct more water towards the well during production. Thus, these processes 

tend to cancel out upon the completion of an injection/production cycle. The 

net effect for this case is that the observed temperature field at the end of 

the injection/production cycle looks very much like the ideal axisymmetric~ 

homogeneous case. 

Figure 15, a plot of production temperature versus time, shows remarkably 

close correspondence between the observed and simulated behavior. Throughout 

the production period, there is consistently a very slight overprediction 

(< 1.0°C), but the curvature of the two curves is very close. This close 

correspondence reflects the "compensating" processes discussed above. During 

production, because of the mixing of water drawn in from different eleva

tions, vertical variation of the temperature is also smoothed out. Thus, 

production temperatures provide only an integrated or lumped picture of what 

is occurring in the aquifer. As expected, the recovery ratio (E: net energy 

produced/net energy injected for that cycle) is overpredicted by only a modest 

amount: Esim = 0.68 versus Eobs ~ 0.66. This very good correspondence 

suggests that the simplifying assumptions made in the model simulation were 

reasonable. It also seems to indicate that a good choice was made for 

anisotropy. For the field study completed in 1976, Papadopulos and Larsen 

(1978) predicted an energy recovery ratio of 0.75, whereas the actual value 

was 0.69. The error in the predicted value may have reflected various experi-

mental difficulties et al., 1978). 

To establish the mesh-independence of our results, we performed these 

calculations again for a coarser and a finer mesh, the original mesh being 
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designated as the medium mesh. These mesh des are discussed in the previous 

section. 16 compares the radial temperature distribution for the coarse~ 

medium, and fine meshes. As expected~ the coarse mesh yields a more smeared 

front due to numerical However~ the medium and fine meshes show 

very little difference. This indicates that, for meshes at least as fine as 

the primary or medium mesh, heat flow calculations should be effectively 

mesh-independent. Since all results utilized the medium mesh, the 

effects of numerical can be considered to be ins icant. It 

also appears that even the coarse mesh could be relied upon to 

results. 

satisfactory 

17 is the of temperature versus time for the 

simulation with the medium and coarse meshes. A on of 

Figures 15 and 17 shows that for the coarse mesh~ there is even a closer 

correspondence with the observed values than there was for the medium mesh. 

, the recovery factor by the coarse mesh is also closer 

to the observed value 9 Esim = 0.67 versus sobs= 0.66. The coarse mesh 

consistently 

medium mesh did~ 

lower than the 

simulating thermal dispersive effects with increased 

numerical 

using average 

The simulation of the fluctuations in actual production 

in the actual 

by the simulated curve. 

there are 

rates appears to be reasonable 9 since the 

curve are imitated 

few field data from the second 

the :relation between the simulated and observed behaviors is much like that 

of the first 18 shows the contour plot at the end 
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at the end of injection. The between the observed data and 

simulated contours is reasonably good. Note that the isotherms 

extended farther because heat 18% of the energy injected during 

the first cycle was left in the aquifer at the end of the first cycle. Most of 

this residual hot water floated to the of the aquifer (Figure 14). At the 

start of the second injection period, the injected hot water tended to flow 

toward the top of the aquifer because the relatively hot, less viscous water 

there less resistance to flow relative to the rest of the aquifer. 

Consequently, there was an even tendency for hot water to segregate at 

Figure 18 illustrates this the of the during the second 

effect. Note also that the thermal front was more diffuse, because the 

effects of the second injection were superposed on a temperature 

distribution that was already smeared at the beginning of the second cycle. 

19, the temperature contour plot at the end of the second cycle, shows, 

, very good between the observed and simulated temperature 

fields. This reflects the same reasons given for the close correspondence at 

the end of the first cycle. 

Figure 20, the production temperature versus time, shows good correspon

dence with experimental values. For the second cycle, as in the case of the 

first , the recovery factor is also slightly higher than 

the observed: Esim = 0.78 versus Eobs = 0.76. For the two cycles combined, 

the net recovery factor is Esim net~ 0.73 versus Eobs net= 0.71. Table 5 

lists the energy balances for both cycles. It is apparent that, were the 

continued, the recovery factor would continue to improve for 
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The first two of a recent series of Auburn University field experi-

ments were simulated and studied. The simulated production and 

energy recovery ratio agree very well with field data. This strongly indicates 

the validity of the numerical model and simulation procedures used~ and gives 

us confidence in predicting of future 

between calculations and experimental data are noticed in detailed temperature 

distribution comparisons. There appears to be a smoothing and "compensation" 

effect by which some are out and some cancel themselves 

during the injection-and-production process~ so that the final production tem

peratures are simulated very well. Plans are under way to make predictions 

for new experiments involving higher storage temperatures and doublet ection-

production wells. Calculations are also being initiated to study parameter 

sensitivity of these results. 

The cooperation of Fred Molz and David Parr of Auburn University in 

supplying LBL with their results and in exchanging ideas is 

Discussions with Dr. Marcelo J. Lippmann, Professor Paul Witherspoon, 

Donald Mangold, Goran Hellstrom and Deborah Hopkins are acknowledged. 

Work is by Division of the United States Department 

of Oak Ridge National Laboratory and Pacific Northwest Labora-

tory) under Contract Number W-7405-ENG-48. 
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Table 1. 

WELL TEST ANALYSIS RESULTS 

T ~ 1.05 X 10~2 ~ 1.14 X 10-2 m2/S 

s ~ 4.6 x Io~4- 4.8 x 1o-4 

DIST g 305 - 337 m 

DIST is the distance from well 1 to the nearest barrier boundary. 

ANGLE indicates location of the barrier measured clockwise with 
reference to a line joining well 7 to well 14. 

A transmissivity of 1.09 x lo-2 m2/sec, an aquifer thickness 
of 21 m, and a fluid viscosity of .001 Pa-sec yields an 
radial permeability of kr = 5.3 x lo-llm2. 
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Table 2. 

ROCK PROPERTIES 

Specific Heat = 696 Joules 
kg °C 

Thermal Conductivity= 2.29 Joules 

Density= 2.6 x 103 kg/m3 

Aguitard 

Specific Heat = 696 Joules 
kg °C 

m sec oc 

Thermal Conductivity= 2.56 Joules 
m sec oc 

Density= 2.6 x 103 kg/m3 

20 



Viscosity 

Density 

20 

50 

100 

150 

200 

1 

20 

75 

200 

for T > 25°C 

Table 3. 

FLUID PROPERTIES 

.1oo5 x 10-2 

.545 X 1 

.280 x 10-3 

.182 X 1 

.135 x 1o-3 

.4182 X 104 

• 3894 X 104 

• 3652 X 104 

.3341 X 104 

21 

p(T) ... 996.9 • { 1- 3.17 x lo-4. (T-25)- 2.56 x 1o-6. (T-25)2} 

for T < 

p(T) = 996.9 ·{1- 1.87 x 10-4 )} 
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Table 4. 

TEMPERATURES (°C) FOR 

DIFFERENT STORATIVITIES 

Storativity 

Radial 
Time Distance (m) 5 X 1o-4* 1 x 1o-2** 

End of Injection 10 54.79 54.79 
1900 hours 20 54.97 54.97 

30 50.25 50.26 
40 27.94 27.95 

End of Storage 10 54.76 54.76 
3113 hours 20 54.93 54.93 

30 48.95 48.98 
40 28.54 28.57 

End of Production 10 32.07 32.15 
4100 hours 20 26.70 26.77 

30 21.92 21.95 
40 20.26 20.27 

* Determined by well test analysis 

** Used for CCC simulations 



Table 5. 

ENERGY BALANCE 

First Cycle 

INJ1 "" injected 

PROD1 "" produced 

LEFT = left in aquifer 

LOST = lost from aquifer 

Second Cycle 

LEFT = .18 
INJ1 

INJ2 = injected 

PRODz = produced 

PRODz= • 
INJz 

Cumulative 

INJ 

PROD 

LEFT 

LOST 

PROD "" .72 
INJ 

"" INJ1 + INJz 

= PROD! + PRODz 

"" left in aquifer 

"' lost from 

LEFT "" .13 
INJ 

23 

.72lx Iol3 joules 

"" .486 X 1013 

"" .132 X 1013 

"" .102 X Iol3 

LOST "" .14 
INJ1 

"" • 765 X 1013 

= .591 x Io13 

.149 X 1014 

"' • 108 X Iol4 

"" .198 X Iol3 

"" • 211 X 1013 

LOST "" 
INJ 

• 14 



~~~= 
shows the well field layout. I is the injection/production well. 

~~~= shows a cross section of the radially symmetric mesh used in the 
simulation. The shaded elements represent the injection well. 

versus 

contours in a vertical cross~section 
after 287 hours of injection. The shaded area the 

screened portion of the injection/production well. The horizontal lines at 
18.8 and 40 meters th mark the upper and lower boundaries of the aquifer. 

~~~~ 
shows the simulated contours, as well as the observed 

at the end of the first cycle injection, 1900 hours. Note that 
the observation wells do not lie along one radius, but are distributed as 
shown in 1. 

~~~~~~ show the simulated and observed temperatures at mid~aquifer depth 
for each observation well the injection Notice 9 which 

24 

shows wells 4 and 8. Although are at about the same distance from the well 9 

they lie in directions. The barrier boundary to the Northwest of the 
well field noted in the well test would cause just the temperature 
variation between wells 4 and 8 that is noted. 

~~~~~~~ show the distribution at various depths in the 
aquifer, at the end of the injection The injection/production well 
is at 0-2 meters radial distance. Figure 10 shows the simulated temperature 
from the nodes that lie above and below the depth at which the observed 

was measured. 

~~~~~~~~~ show the simulated 
observed temperatures at the end of the 

contours, as well as the 
first cycle storage, 3113 hours 9 

4100 hours. The location of the and the end of the first 

meters. 

the observed and simulated first cycle production 
as a function of time. 

at r "' 0~2 

compares the 1900 hour distributions simulated 
the coarse, medium, and fine meshes. Note that at depths of 13 and 17 meters 
the medium and fine meshes identical results. 

versus time for the coarse 

~~~~~~~~~show the simulated temperature contours~ as well as the 
at the end of the second cycle injection 9 1521 hours, 

of the second , 4351 hours. 

~===.;;;~~ 
shows the observed and simulated second production 

as a function of time. The arrow marks the time through 
which the energy recovery factor was 
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Figure 12. 
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MESH VARIATION 
TEMPERATURE VS. DISTANCE 
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