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Abstract

We use a game theoretical framework to analyze the intraday behavior
of banks with respect to settlement of interbank claims in a real time gross
settlement setting. We find that the game played by banks depends upon
the intraday credit policy of the central bank and that it encompasses two
well-known game theoretical paradigms: the prisoner’s dilemma and the
stag hunt. The former arises in a collateralized credit regime where we con-
firm the result of earlier literature that banks have an incentive to postpone
payments when daylight liquidity is costly and that this is socially ineffi-
cient. The latter arises in a priced credit regime where we show that the
postponement of payments can be socially efficient. The analysis assumes
banks are risk neutral. We also explain how risk aversion affects the results.
Journal of Economic Literature Classification Numbers: C72, E58.

1. Introduction

Most transactions between agents are settled using payment instruments such
as cash, check, or electronic money transfer. The system through which these
payments flow is supplied in collaboration between the commercial banks and the

*We thank seminar participants at Danmarks Nationalbank and the Bank of England for
helpful comments.



central bank and is referred to as the payment system. A prerequisite for a well
functioning economy is a well functioning payment system.

The raison d’étre of central banks is partly the promotion of smooth operations
of the payment system.’ The extent to which the central bank is involved in the
payment system varies however across countries.? Almost always, the central
bank provides the medium to settle the smallest payments (cash) and the means
to settle the largest payments, which typically are wholesale payments between
banks. For the latter purpose the central bank usually operates a system through
which banks can settle payments in central bank money. Besides a role in the
operational part of the payment system the central bank often has a regulatory
role as overseer of private payment system arrangements.?

The volume of interbank payments increased dramatically throughout the
1980s and 1990s as a result of rapid financial innovation and the integration and
globalization of financial markets. Historically, interbank payments have been
settled via (end of day) netting systems. As volume increased central banks be-
came worried about the risks inherent in netting systems.? Most central banks
opted for the implementation of a Real Time Gross Settlement (RTGS) system.’
A RTGS system processes payments individually, immediately and with finality
throughout the day. The system avoids the situation where the failure of one
participant may cause the failure of others due to the exposures that are accumu-
lated over the day, as in a net settlement system with out proper risk controls.
However, this elimination of risk comes at the cost of an increased need for in-
traday liquidity to smooth the non-synchronized payment flows. It has long been
agreed that the provision of free intraday liquidity is not a viable option.® It
implies that the central bank (i.e., the tax payers) as guarantor of the finality
of a payment assumes a credit risk and it creates an incentive for over use as is
often the case when something of value is available for free. Today, central banks
provide intraday liquidity for a fee or require shortfalls to be backed by collat-
eral. Liquidity is thus costly either in form of an explicit fee or implicitly as the

1See e.g. chapter 2, article 3 of the “Statute of the European System of Central Banks and of
the European Central Bank”. For discussion of payment systems and the historical and current
role of central banks see Schioppa (1999) and Pauli (2000).

2See Berg (1999) for a discussion of a minimalistic approach preferred in the Nordic countries.

3See BIS (2001).

*See Humphrey (1986) and Humphrey (1989) for some of the first discussion of these issues.

5 An exception is Canada where the new Large Value Transfer System (LVTS) is a net set-
tlement system. See Dingle (1998).

See Evanoff (1988).



opportunity cost of the pledged collateral. Banks try to manage their liquidity
throughout the day in order to minimize the cost of settling customer obligations
and their own proprietary operations. Intraday liquidity management has become
an important competitive parameter in commercial banking and a policy concern
of central banks.”

Aspects of the alternative intraday credit policies of central banks are dis-
cussed in Furfine and Stehm (1998) and Zhou (2000). Incentives in RTGS sys-
tems are studied in Angelini (1998), Kobayakawa (1997) and McAndrews and
Rajan (2000). Angelini (1998) and Kobayakawa (1997) use a setup derived from
earlier literature on precautionary demand for reserves. Angelini (1998) shows
that in a RT'GS system, where banks are charged for intraday liquidity, payments
will tend to be delayed and that the equilibrium outcome is not socially optimal.
Kobayakawa (1997) models the intraday liquidity management process as a game
of uncertainty, i.e., a game where nature moves after the players. Kobayakawa
shows that both delaying and not delaying can be equilibrium outcomes when in-
traday overdrafts are priced. McAndrews and Rajan (2000) study the timing and
funding of transfers in the FedWire Funds Transfer system (FedWire). They show
that banks benefit from synchronizing their payment pattern over the course of
the business day because it reduces the overdrafts. However, they also note that
“the difficulty of achieving such a synchronized pattern is considerable because
the timing of payments in some respects resembles a coordination game.” Based
on the empirical work of McAndrews and Rajan (2000) and Richards (1995),
Zhou (2000) states that in the FedWire “there is evidence both of banks delaying
sending outgoing payments and of banks cooperating in making payments.”

In this paper we analyze the incentives of commercial banks in a RT'GS setting
by specifying a Bayesian game, in which each bank has private knowledge about
its own payment requests. The game-theoretic modelling allows us to understand
the differences in incentives created by different intraday credit policies of the
central bank and see the effect of these policies on equilibrium outcomes. We
demonstrate that payment delays of the sort predicted by Angelini (1998) and
Kobayakawa (1997) emerge in Bayesian equilibrium under various intraday credit
policy regimes. However, we show that in some instances it is socially efficient for
banks to delay payments. Some intraday credit regimes produce a coordination

"A recent discussion of the timing issues and risks associated with payment systems in con-
nection with foreign exchange (FX) settlement is contained in an article entitled “The long,
dark shadow of Herstatt,” which appeared in the April 14th - 20th, 2001 issue of Economist
magazine.



game with two Bayesian equilibria, one that involves delaying payments and an-
other that does not. We identify conditions under which coordination problems
arise, and discuss a criterion for predicting which equilibria will be realized. The
lessons learned from the analysis suggest some policy recommendations.

2. Real Time Gross Settlement

It is common to divide interbank fund transfer systems into net settlement systems
and gross settlement systems. In a net settlement system, the settlement of funds
occurs on either a bilateral or multilateral basis at designated times, usually at the
end of the business day. On the contrary, in a gross settlement system settlement
occurs on a bilateral basis usually in real time throughout the day, hence the
name Real Time Gross Settlement. A major distinction between the two types
of systems is the finality of a payment. A final payment refers to an irrevocable
and unconditional transfer of funds. In the net settlement system the payment is
only final when the net position is exchanged. If customer accounts are credited
prior to final settlement, a failure of one participant may cause the failure of other
participants and thus expose the entire payment system to a system wide risk.
This systemic risk is nullified in a RTGS settlement system.

We study a generic RT'GS system where settlement takes place across accounts
at the central bank. A key feature of a RT'GS system is the intraday credit policy
of the central bank. In general banks have the numerous sources of intraday
liquidity.® Balances maintained on account with the central bank are one source.
These are usually funds associated with reserve requirements that the central
bank can choose to make available for settlement purposes during the day. In
most RTGS systems incoming transfers from other banks are also a major source
of liquidity: in FedWire during normal activity periods 25% of payments in any
given minute are funded by incoming payments (McAndrews and Rajan 2000,
pp. 18). Credit extensions from the central bank are a third source of liquidity.
Such extensions can either be in form of normal monetary policy operations or
extensions for the specific purpose of settlement of payments. The latter type of
credit extension are solely intraday since they otherwise would effect the monetary
policy stance of the central bank. The final source of liquidity is the interbank
money market. An explicit market for intraday liquidity does not seem to exist
anywhere. However, the market implicitly exists in the form of a premium on

8See BIS (1997) for further discussion.



overnight loans delivered earlier in the business day. For instance, Furfine (1999)
finds evidence of overnight Federal funds loans being delivered early at a higher
interest rate than equivalent loans delivered later during the business day. Angelini
(2000) finds a modest deviation from the daily average in the morning for Italian
data.

The focus of this paper is on the policy of the central bank with respect
to intraday credit extensions. We consider three regimes: free intraday credit,
collateralized credit, and priced credit. Quantitative limits or “caps,” are often
used in combination with these types of credit extensions.” In what follows,
however, we assume that quantitative limits are non binding.

2.1. Collateralized Credit

Collateralized credit usually takes the form of pledging collateral to the central
bank or entering into an intraday repurchase agreement (repo) with the central
bank. The practical implementation varies from country to country. In Switzer-
land intraday credit is granted using the same platform as the standard monetary
policy repos. No interest charge is applied to the intraday credit but participants
have to pay transaction costs. Currently intraday credit can be drawn twice a day
but this number is planned to be increased in the future (Heller 2000, pp. 3). In
Denmark and Finland, the banks have access to an overdraft facility where the
credit limit is equal to the amount of collateral pledged to the central bank net
of haircuts.!’ The banks can adjust the amount of collateral throughout the day.
Collateralized credit, in one form or another, is the prevalent option in Europe
and elsewhere outside the United States.

9An often cited example of a quantity limit policy is the Swiss Interbank Clearing (SIC)
system. The SIC system used to offer a zero limit on intraday credit. However, as of October
1999, the Swiss National Bank (SNB) began to offer intraday credit to the participants of the
SIC in light of an increasing need for time-critical payments (Heller 2000, pp. 3). In the United
States depository institutions using the FedWire are subject to capital based debit caps for
overdrafts both at a daily and a biweekly frequency (Zhou 2000, pp. 33). Participants in Trans-
European Automated Real-time Gross settlement Express Transfer system (TARGET) located
in Denmark, Sweden and United Kingdom have access to intraday liquidity in euro from their
national central bank (NCB) on the basis of a daily deposit by the NCB with the European
Central Bank. The amount of the deposit is fixed and the total amount of intraday liquidity
available is thus capped.

10 A haircut is the difference between the market value of a security and its collateral value.
Haircuts are taken by the lender of funds in order to protect himself from losses owing to declines
in the market value of the security should the need arise to liquidate the collateral.



2.2. Priced Credit

In the beginning of the 1980s the Federal Reserve became worried about the credit
risk created by daylight overdrafts. Humphrey (1986) notes that the overdrafts
at that time, for certain large banks often exceeded their total capital position.
Since the Federal Reserve guarantees that payment made via the FedWire are
transfers of final “good funds” between financial institutions the failure of one
such institution could have generated a substantial loss for the Federal Reserve.
The availability of free intraday liquidity was widely believed to have led to an
overuse of intraday liquidity and to institutional practices which did not take into
account the risk to the Federal Reserve, see Humphrey (1986) and Evanoff (1988).
In 1986 the Federal Reserve began implementing several different policies aimed at
reducing the intraday overdrafts and in 1994 the Federal Reserve began to charge
a fee for intraday overdraft. The fee is calculated as the average daily overdraft
times an effective rate of 15 basis points per annum (McAndrews and Rajan 2000,
pp. 23). Many countries, that have implemented a RTGS system have traveled
a similar path as the Federal Reserve moving from free to costly intraday credit
and today almost no central bank provides intraday liquidity for free.

3. The Intraday Liquidity Management Game

Consider an economy with a generic RTGS system operated by the central bank
and three possible intra day credit regimes as discussed above. Suppose that the
system has two identical participants: Bank A and Bank B. The business day
consists of three periods, which we shall refer to as morning, afternoon, and end-
of-day.!! The sequence of events and the potential actions taken by the banks
and the central bank are shown in Figure 1.

At the beginning of the morning period banks receive random payment re-
quests from their customers'? and decide whether or not to process or delay them.
Fach bank is assumed to start the day with a zero balance on its settlement ac-

HUTARGET is open from 7 a.m. to 6 p.m. Frankfurt time, with a cut-off time for customer
payments at 5 p.m. The FedWire operates from 12:30 a.m. to 6:30 p.m. Eastern time. The
deadline for initiating third-party transfers (that is, transfers initiated by a depository institution
on behalf of its customers) is 6:00 p.m. Eastern time.

12The notion of a customer should be interpreted loosely in so far as a significant part of the
payments transmitted by a bank in a RT'GS system originates internally: e.g., treasury and FX
operations. To reflect this the player in our game could be thought of as the settlement manager
of the bank and the customers would then be other branches of the bank.
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count. In order to overdraw its settlement account a bank might have to either
post collateral or pay a fee depending on the intraday credit policy of the central
bank. Morning payment requests arrive according to an exogenously specified
probability distribution. Banks see their own requests, but not those of the other
bank. Hence, a bank’s decision to process a morning payment request is made
without knowing whether or not the other bank received one, and if so, whether
the other bank choose to process it.

Banks also receive random payment requests from their customers at the begin-
ning of the afternoon period. However, banks are assumed to process all requests
on the day received, so all new requests and requests left over from the morning
period must be processed in the afternoon period. Again intraday credit from the
central bank, if needed, comes at a cost depending on the intraday credit regime.

In the afternoon period a bank with excess liquidity in its settlement account
that it does not need will offer the liquidity to the other bank through an intraday
money market. The other bank will accept this offer as we assume the rate will
be at least as good as the other alternatives. The central bank fines any roll over
of intraday into overnight credit sufficiently in order to make this an unattractive
option for banks.”® The end-of-day period is thus used by the banks to clear
imbalances on their settlement accounts via an overnight money market.

The fundamental problem from the viewpoint of the banks is whether to pro-
cess a request received in the morning immediately, and bear the cost of obtaining
intraday credit, or delay it until the afternoon. The decision is non trivial because
delaying is costly. It damages the bank’s reputation as an efficient payments pro-
cessor and thus leads to a loss of goodwill and future business. Moreover, ac-
cording to Furfine and Sterm (1998), delaying uses up computing resources and
requires additional staff.

The morning processing decisions of the banks are modelled as a Bayesian
game. The player set is P = {A, B}. Each bank i € P can be one of two possible
types; 6; € ©;, = {0,1}, where 0 means Bank i receives no payment request in
the morning and 1 means it does receive one. For simplicity we assume that all
payment requests are one dollar (currency unit). Let § = {04,005} € © = X,;cp6;
denote a type profile. We assume that there is a given probability distribution
over type profiles, P: © — [0, 1], that is common knowledge.

For each bank i € P, let A4;(0;) denote the set of available actions given its

13The Swiss National Bank charges a penalty of 400 basis points above the overnight rate if
the intraday credit is not paid at the end of the end day. This penalty is twice as high as that
existing for a standard Lombard credit (Heller 2000).



type. The set of actions available to a bank of type 6; = 0 is 4;(0) = {n}, where
n indicates no action. The set of available actions to a bank of type 6, = 1 is
A;(1) = {m,a}, where m and a indicate morning and afternoon, respectively. Let
a={as,ap} € A(f) = X,epA;i(8;) denote an action profile.

Fach bank ¢ € P might receive a payment request in the afternoon. Such
requests are processed immediately in the afternoon period as it is assumed that
the penalty for delaying requests overnight is prohibitively high. We denote
Bank i’s situation in the afternoon by ¢, € ¥; = {0,1}, where again 0 indi-
cates no payment request and 1 indicates a payment request of one dollar. Let
v ={Y,, ¥} € ¥ = X;ep¥; denote the state of world in the afternoon. There is
a given probability distribution over the states of the world, Q : ¥ — [0, 1] that
is also common knowledge.

Let Z € {F,C,P} denote the intraday credit policy chosen for the RTGS
system by the central bank, where F is free intraday liquidity, C is collateralized
credit, and P is priced credit, respectively. Given the specification of the intraday
credit policy, Z, each bank i € P has a payoff function 77 : © x A(f) x ¥ —
R that gives the payoff under each type profile, # € ©, action profile o € A(6),
and state of the world profile, ¢ € ¥. We assume that the price banks charge
for processing payment requests is fixed, and for simplicity it is set to zero. The
payoff function is thus equal to the negative of the settlement cost function, ¢Z(-),
that is,

W%(a797¢) = _C%(aa9a¢)' (1)

The settlement cost function depends on the intraday credit policy regime chosen
by the central bank, as indicated by the superscript Z. The main difference of
strategic interest is whether liquidity costs are incurred before or after payment
requests are processed.

In a collateralized credit regime banks have to pledge collateral up front in
order to obtain intraday liquidity. We assume that the act of pledging collateral
entails an opportunity cost for the banks. This opportunity cost per period is
denoted y and is incurred whenever a bank processes a payment request without
having funds available in its settlement account to cover the request.'* Since
banks start the day with zero funds in their settlement accounts, any payment

14We model the opportunity cost of collateral differently than Kobayakawa (1997), where the
cost does not depend on which period banks decide to process their requests. Kobayakawa (1997)
thus ignores the opportunity cost in the strategic analysis. In that regard the collateralized credit
regime in Kobayakawa (1997) resembles our free intraday credit regime.

9



request processed in the morning incurs a cost of y. A payment request processed
in the afternoon will also incur a cost of y unless the bank has funds available
from the morning period.

Under a priced credit regime banks are charged a fee, = per dollar, whenever
their settlement account is overdrawn at the end of either the morning or after-
noon period. The fee is set by the central bank and can be thought of as an
insurance premium reflecting the credit risk that the central bank assumes. The
distinguishing feature of priced (versus collateralized) credit is that there is no
cost of liquidity for the banks when off setting payment requests are processed in
the same period.

The cost of delaying a request in either the collateralized credit or priced credit
regime is denoted w and is assumed to reflect the true social cost of delaying.

Afternoon money market loans between the two banks are at the rate e. The
bank receiving a $1 loan in the intraday money market pays the fee e. The bank
on the opposite side of the money market transaction receives the fee e. Such
loans only occur when one bank has excess funds in its settlement account after
the morning period and does not receive a payment request in the afternoon. Im-
balances at the end-of-day are cleared in the overnight money market. Because
overnight charges are unavoidable, regardless of the actions taken by banks, they
are ignored in the analysis that follows. The settlement costs for every permuta-
tion of types, actions, states of the world and intraday credit policy regimes are
shown in Tables 12 - 15 in appendix A.1.'> Some examples are discussed.

Banks are risk neutral and choose strategies in order to minimize expected
settlement costs. Depending on the type profile 6, the banks can be playing any
one of four possible games. The four possible games are shown in Tables 1 - 4.
In each table the row player is Bank A and the column player is Bank B. Bank
A’s payoffs are given in the lower left-hand corner of each cell, while Bank B’s
payoffs are in the upper right-hand corner. The game in Table 1 is trivial as each
bank only has a single action. In the game depicted in Table 2, Bank A received
a payment request in the morning and considers morning and afternoon actions,
while Bank B did not receive a request and thus has no action. Vice versa for the
game in Table 3. In Table 4 both banks received payment requests, and hence
both banks have two actions to choose from.

15We ignore all other fixed or variable settlement costs, such as participation or transactions
fees.

10
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We restrict attention to pure strategies.
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Definition 1 (Pure strategy). A pure strategy for Bank i € P is a function
si + 0; — A;(0;) where for each type 0; € {0,1}, s;(0;) gives the action, «;, of
bank i when it is of type 0;.

For each bank ¢ € P the set of possible pure strategies is S; = {m(-),a(-)}
where

(m)orning if 6, =1

m(0;) = (2)
(n)o action if §; =0

and

(a)fternoon if 6; =1

a(6) = 3)

(n)o action if 6; =0

We shall refer to these strategies as the morning and afternoon strategies. Let
s = (s4(-),s5(-)) € S = X;ecpS; denote a strategy profile. Since each bank knows
its own type prior to choosing its action it can eliminate two of the four possible
games. For instance, if Bank A is of type 1 then it knows that it is playing either
the game in Table 2 or in Table 4. The strategy chosen by the banks thus seeks
to maximize the expected payoff conditional on knowing its type. Formally, we
write this expectation as

Ee_, [E‘I/ [—CZ-I(CV,Q,@/J)] ’91] (4)

where —¢ denotes not «.

3.1. Bayesian Equilibria

We look for Bayesian equilibria in pure strategies.

Definition 2 (Bayesian Equilibrium). A strategy profile s*(-) = (s%(-), s5(+))
is a Bayesian equilibrium for the intraday liquidity management game given the

intraday credit policy Z if and only if for each i € P and every 0; € ©; occurring
with positive probability

s;(0;) € argminEg , [By [c} (o, s_4(0-:),0,)] |6;] -
aiGAi(ai)

12



3.2. Type 1 Game

Since banks only have one possible action when of type 0, a bank’s strategy is
determined solely by the action taken by the bank when of type 1. We can thus
write the Bayesian game as a 2x2 normal-form game where the strategy sets of
the players are the type 1 action sets A;(1) = {m,a}, i € P, and the payoffs for
each action profile are given by the conditional expected payoffs in equation (4).
By construction, a Nash equilibrium of what we shall refer to as the type 1 game
is a Bayesian equilibrium of the underlying Bayesian game. The type 1 game is
given in Table 5.

B
_E®A [E‘I’ [C%(W(@A),m, )] |03} _EGA [E‘If [CIB(m(QA)Ja7 )} |GB]
m _E@B [E‘I’ [Ci(mvm(eB)v')} ‘914] _E@B [E‘I’ [Ci(m’a(eB)a )] ’9/1}
A _EGA [E‘I’ [C%(G(QA)vma )] ’93} _EGA [E‘I’ [C]IB(Q(QA)aav )} ‘93]
a _EQB [E‘I’ [cg((%m('gB)v )} |0A] _EGB [E‘I’ [Ci(ava(gB% )] |0A}

Table 5: Type 1 Game

It is important to recognize that the type 1 game is not the same as the game in
Table 4, which applies to the situation where it is common knowledge that each
player has received a payment request. The type 1 game for the different intraday
credit policy regimes is the object of study below.

3.3. Efficiency

We view the central bank as a benevolent provider of the RTGS system and ask
whether various intraday credit policies lead to equilibria that are efficient in the
sense that aggregate expected settlement costs are minimized.

Definition 3 (Efficiency). A strategy profile s(-) = (sa(-),sp(+)) is efficient
given the intraday credit policy T if and only if

> Ee [Eulci(5(6),0,v)]] <> Ee [Bulcf(s'(6),0,¥)]]

i€P i€P

13



for all §'(-) € S.

Efficiency requires that the strategy profile minimize the weighted sum of the
costs in the four games, where the weights are given by the probabilities of the
type profiles.

3.4. Further Assumptions
3.4.1. Money Market

As discussed above, if a bank finds itself to have excess liquidity in its settlement
account after the morning period, and if these funds are not needed to cover a
payment request received in the afternoon, then the bank will offer to lend the
liquidity to the other bank at the rate e.! We assume, that the bank will demand
less than the cost of intraday liquidity provided by the central bank, that is

rv—e if IT=7P
e:{y—e if T=C (5)

where € > 0. Consequently the implicit money market is the preferred option for
afternoon credit. In the analysis below we shall equate the market interest rate
for intraday credit with the cost of liquidity (i.e., set £ = 0), hence eliminating e.

3.4.2. Arrival Probabilities

We assume that, for each bank, the arrival of a morning payment request is
independent of the arrival of an afternoon payment request. In addition, we
assume that arrivals of payment requests occur independently across banks, and
that banks face the same probabilities of payment arrivals. For each bank, the
probability of receiving a morning payment request is p and the probability of
receiving an afternoon payment request is ¢. To avoid boring cases, we assume
that p > 0, but we do not preclude the case where ¢ = 0.

3.4.3. Notation

Since the banks are identical we conserve on notation by defining the anonymous
settlement cost functions ¢(a, '), ¢ (a,s(-)) and ¢ (s(-),s'(-)) where the tilde
indicates expected value. These should be interpreted in the following way. The

16The fee e can be thought of as a premium on overnight loans delivered earlier in the day.

14



cost function ¢ (a,a’) is the expected settlement cost of a bank if it chooses the
action o and the opponent!” chooses the action o/. For example,

¢’ (m,a) = By [cy(m,a,(1,1),¢)] = By [c(a,m, (1,1),0)] . (6)

The cost function ¢(a,s(-)) gives the expected settlement cost of a bank
that receives a payment request in the morning and takes action «, and faces an
opponent who plays the strategy s(-). For example,

c(m,m(-) = Ee,lBulci(m,m(0p),(1,05),¥)]|04 =1] (7)
= Fe, [E‘I’ [CIB(m(QA)J m, (0147 1)7 1/})”'93 = 1]

The cost function ¢ (s(-),s'(-)) gives the unconditional expected settlement
cost of a bank that plays strategy s(-) and faces an opponent who plays the
strategy s'(-). For example,

c(m(-),m() = EelBulci(m(f4),m(0s),0,v)] (8)

4. Equilibrium Analysis

4.1. Free Intraday Liquidity

We shall use the free intraday liquidity regime as a benchmark. In the case of free
intraday liquidity there is no incentive to delay any payments. The type 1 game
under free intraday liquidity is shown in Table 6.

Bank B
m a
0 —w
m|0 0
Bank A 0 —w
a | —w —w

Table 6: Type 1 Game - Free Intraday Liquidity

The action profile (m,m) is a Nash equilibrium in dominant strategies of this
game and the Bayesian equilibrium of the intraday liquidity management game

17For ease of exposition we use this game theoretical terminology.
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is thus for both banks to play the morning strategy i.e., s* = (m(-),m(-)). Since
the expected settlement cost is zero we have the following result.

Proposition 1. Under free intraday liquidity the Bayesian equilibrium is effi-
cient.

As discussed in the introduction, free intraday liquidity transfers the settle-
ment and credit risk to the central bank and this transfer of risk also creates a
potential for moral hazard problems. Free intraday liquidity is thus not considered
a viable intraday credit policy option.

4.2. Collateralized Credit

In a collateralized credit regime, the expected settlement costs of a bank con-
ditional on having received a payment request in the morning are given by (see
section A.2 of the appendix):

E(mym() = y+(1-py+ay. (9)
E(m,a(-)) = y+y+ay, (10)
Ela,m()) = w+(1-ply+ay, (11)
&(a,al)) = wty+ay. (12)

The settlement costs consist of three components. The first component reflects
the cost of the morning request in the morning period. Because collateral must be
posted before processing a request, the morning cost depends solely on the action
taken by the bank and not on the opponent’s action. The cost is y if the bank
processes the request and w if the bank decides to delay. The second component is
the expected cost of the morning request in the afternoon period and it depends on
the strategy played by the opponent and the probability that the opponent receives
a morning payment request. If the other bank plays the morning strategy this cost
is (1 — p)y because with probability p the opponent receives a morning payment
request and processes it, hence providing “free” afternoon liquidity. In cases where
the opponent plays the afternoon strategy the bank has to post collateral in the
afternoon period for the morning request in all circumstances and thus incurs the
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cost y. The last component gy is the same across all permutations of the possible
actions and strategies. It reflects the fact that the banks with probability ¢ will
have to process an afternoon payment request.

The type 1 game for the collateralized credit regime is given in Table 7.1% If
w > y, then the action profile (m,m) is the Nash equilibrium of the type 1 game
while (a,a) is the Nash equilibrium when w < y.

Bank B
m a
—y(1—p) —w — py
m | —y(1—p) —y
Bank A —y —w
a | —w—py —w

Table 7: Type 1 Game - Collateralized Credit

The equilibrium of the intraday liquidity management game under a collateralized
credit regime is given by lemmas 1 and 2.

Lemma 1. If w < y, then the strategy profile s* = (a(-),a(-)) is the unique
Bayesian equilibrium.

Lemma 2. If w > y, then the strategy profile s* = (m(-),m(-)) is the unique
Bayesian equilibrium.

The equilibrium outcome depends solely on the relative size of the opportunity
cost of collateral and the cost of postponing a payment request. It does not depend
on the arrival probabilities of payment requests in the morning and afternoon. The
potential request in the afternoon does not influence the game except in terms of
total expected settlement cost.

4.2.1. Prisoner’s Dilemma

In the case where y(1 — p) < w < y, the type 1 game shown in Table 7 has the
structure of the prisoner’s dilemma game. Each player has a dominant strategy

18The amount y + gy is common to each of the expected settlement costs is the collateralized
credit regime. Hence, this amount is excluded from each of the payoffs in the presentation of
the normal form game. This simplifies the presentation of the game and makes it easier to see
how strategic aspects of the game depend upon the parameter values.
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to play afternoon, yet they would both be better off if they both chose morning.
The emergence of the prisoner’s dilemma game in this case is noteworthy because
much is known about how agents play the prisoner’s dilemma game in both static
and repeated settings. The prediction of how play might transpire in the repeated
version of the intraday day liquidity management game is discussed in section 5.2
below.

4.2.2. Efficiency

In order to evaluate the efficiency of an equilibrium strategy profile we must
look at the unconditional expected settlement costs. The unconditional expected
settlement costs incurred by a bank under each of the four possible strategy profiles
are as follows (see section A.3 of the appendix):'?

E(m(),m(-) = py+ay, (13)
E(a(-),m(-) = pw+qy, (14)
E(m(-),al) = p2y+qy, (15)
&(a(-),a()) = plw+y)+qy. (16)

The efficient strategy profile is given by lemma 3.

Lemma 3. The strategy profile s* = (m(-), m(-)) is efficient.

m(: )) 2(py + qy) , &(al-), m(-))+& (m(),a(")) =

Proof. Observe that 2¢¢(m(-),
a(+)) + 2(py + qy). The result follows from

pw + 2 (py + qy) , and 2¢°(a(-),
definition 3. =

Based on lemmas 1, 2, and 3 we have the following result:

Proposition 2. In the collateralized credit regime, the presence of a cost to de-
laying that is less than the opportunity cost of collateral results in an equilibrium
outcome that is inefficient.

19We are using the notation of section 3.4.3. The costs are for the bank that plays the first
strategy listed.
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4.3. Priced Credit

In the priced credit case, the expected settlement costs of a bank conditional on
having received a payment request in the morning are given by (see section A.2
of the appendix):

F(m,m()) = (1-plz+(1-p)1-ql—-q)z+1—-qqz, (17)

?(m,a()) = x4+ (1-p)(1—q(l-q)z+(1-q)gz, (18)
Fla,m() = w+(1—p)(1—q(l—q)z+ (1 —q)qz, (19)
& (a,a() = w+(1—p(1—q(l—q)z+(1—q)qge. (20)

The settlement costs consist of three components. The first component reflects
the expected cost of the morning request in the morning period. In the priced
credit regime, payment requests that are processed in the same period offset each
other. Hence, the settlement cost in the morning depends upon the strategy played
by the opponent and the probability the opponent receives a morning payment
request. The cost is (1 — p)z if the bank processes the request and the opponent
plays the morning strategy: with probability p the opponent receives a payment
request in the morning and processes it thus providing liquidity. The cost is = if
the bank processes the request and the opponent plays the afternoon strategy. It
is w regardless of what the opponent does if the bank decides to delay. The last
two components give the expected cost of the morning request in the afternoon
period and the expected cost of an afternoon request, respectively. The expected
cost of afternoon liquidity is the same across all action-strategy profiles.
The type 1 game for the priced credit regime is given in Table 8.2

20The amount z(1 — p) + (1 — q)pgz is common to each of the expected settlement costs in the
price credit regime. Hence, this amount is excluded from each of the payoffs in the presentation
of the normal form game. This simplifies the presentation of the game and makes it easier to
see how strategic aspects of the game depend upon the parameter values.
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m a
) o R—
m|—(1—pz —x
Bank A —x —w
a | —w —w

Table 8: Type 1 Game - Price Credit

The Bayesian equilibrium of the intraday liquidity management game under the
priced credit regime is characterized by lemmas 4 through 6.

Lemma 4. Ifw < (1—p)z, then the strategy profile s* = (a(-), a(-)) is the unique
Bayesian equilibrium.
Lemma 5. If (1 — p)z < w < z, then the strategy profiles s* = (a(-),a(-)) and

*

s* = (m(-),m(-)) are Bayesian equilibria.

Lemma 6. If w > x, then the strategy profile s* = (m(-),m(-)) is the unique
Bayesian equilibrium.

The equilibrium analysis of the intraday liquidity management game is some-
what more complicated than in the previously discussed regimes. As in the free
and collateralized intraday credit regimes, (m(-), m(-)) is the Bayesian equilibrium
when the cost of liquidity is less than the cost of delaying, i.e., x < w. However,
the marginal cost of prompt processing is not equal to the cost of liquidity x
in a priced credit regime, since there is a chance of receiving an offsetting pay-
ment from the other bank, in which case the marginal cost is zero. The expected
marginal cost of prompt processing is z(1 — p), which depends on the likelihood
of the other bank having a payment request. The expected marginal cost is zero
if the other bank receives a payment request in the morning for sure, p = 1, and
the Bayesian equilibrium is (m(-),m(-)) as under free intraday liquidity. But, if
the probability of receiving a morning payment request is small enough, so that
p <1—% then (a(-),a(-)) is the unique Bayesian equilibrium.

4.3.1. Stag hunt

In the case where (1 — p)z < w < z the type 1 game has the structure of well
known form of coordination game, called the stag hunt game.?! The structure of

2IThe stag hunt game is based on the description of the stag hunt provided by the 18th
century French philosopher Jean-Jacques Rousseau. In his Discourse on the Origin and Basis
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the stag hunt game is shown in Table 9.

Player B

Stag  Hare

A C
Stag | A B

Player A B D
Hare | C D

Table 9: Stag hunt game

The key features of the game are that A > D > B and A > C > B. This
implies that no player has a dominant strategy and there are two Nash equilibria,
(Stag, Stag) and (Hare, Hare). The Nash equilibrium (Stag, Stag) yields the best
outcome for both players but the other Nash equilibrium (Hare, Hare) is also
plausible. The reason is that a player is assured a mediocre payoff by chasing the
hare that, while not as good as the payoff he gets when both chase the stag, is
better than what he gets from chasing the stag alone. In fact, (hare, hare) is the
maximin solution. The type 1 game under a priced credit regime has the structure
of the stag hunt game with C' = D. Since we are assuming (1 — p)z < w it is
clear from Table 8 that action profile (m,m) is better than (a, a) for both banks.
However, a cautious bank may choose to delay to ensure a payoff of —w, rather
than risk paying z for a chance of paying only (1 — p)z.

One criterion for evaluating these options is Harsanyi and Selten’s (1988) no-
tion of risk dominance. In symmetric 2 X 2 games, such as ours, the strategy
profile (o, ), & € {m,a}, is a risk dominant equilibrium if both players prefer the
action a when their prediction is that the opponent randomizes 1/2, 1/2 over the
actions morning and afternoon. Depending on the parameters, risk dominance se-
lects either the (morning, morning) or the (afternoon, afternoon) strategy profile.
It is straight forward to show that the strategy profile (m,m) is the risk-dominant
equilibrium if w > z(1 — .5p) and the strategy profile (a,a) is the risk dominant
equilibrium if w < z(1 — .5p).

of Equality among Men he comments: “If a group of hunters set out to take a stag, they are
fully aware that they would all have to remain faithfully at their post in order to succeed; but
if a hare happens to pass near one of them, there can be no doubt that he pursued it without
qualm and that once he had caught his prey, he cared very little whether or not he had made
his companions miss theirs”. Quoted from Fudenberg and Tirole (1993).
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4.3.2. Efficiency

The unconditional expected settlement costs incurred by a bank under each of the
four possible strategy profiles are as follows (see section A.3 of the appendix):??

& (m(-),m() = p(l—p)(1—q+2¢")z+q(1 —q)z, (21)
&F(m(-),a() = (2p(1—q+¢*) +p°(2¢(1 —q) — 1)) z+ q(1 — )z, (22)
(a(-),m(-)) = pw—pg(l—p—2q+2qp)z+q(1 —q)z, (23)

" (a(-),a(-)) = pw+p(l—p)(1 —2q+2¢")z +q(1 — g)z. (24)
Efficiency is characterized by two lemmas.
Lemma 7. If w < (1 — p)qz, then the strategy profile (a(-), a(-)) is efficient.
Proof. Suppose w < (1 — p)gz. Then, from equations (21) and (24),
& (a(-),a()) — & (m(),m() = p(w — (1 - p)gz) <0

and from equations (22) and (23)

2¢"(a(-),a(-)) — (" (m(:),a(-)) + & (a(-),m(-))) = p(w — (1 = p)gz — pz) < 0.

Hence, by definition 3, the strategy profile (a(-),a(-)) is efficient. =
Lemma 8. If w > (1 — p)qz, then the strategy profile (m(-),m(-)) is efficient.
Proof. Similar to the proof of Lemma 7. m

Unlike in the collateralized credit regime it is now possible for the strategy
profile (a(-),a(-)) to be efficient. This happens when the cost of delaying is suf-
ficiently small and the underlying payment flow is skewed towards the afternoon
period. If there is no payment in the afternoon, ¢ = 0, then (m(-), m(-)) is always
efficient.

22The costs are for the bank that plays the first strategy listed.
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We summarize the results from lemmas 4 through 8 in Table 10.

w<(1l—=p)gr | (l—plgzr<w<(l-px (l-pzr<w<ux T <w
BE a(-), a(’) a(-), a(’) m(-),m(-) & a(-),a(-) | m(:),m()
Efficient a(+),a(-) m(-), m(-) m(-), m(-) m(-),m(")

Table 10: Equilibrium analysis - Priced Intraday Credit

The second row shows the Bayesian equilibria (BE) and the third row shows the
efficient strategy profile for different values of w. Based on Table 10 and the
results above we have the following propositions:

Proposition 3. The Bayesian equilibrium is efficient regardless of the intraday
liquidity policy of the central bank whenever the cost of liquidity is less than the
cost of delaying.

Proposition 4. In some instances of the priced credit regime delaying is efficient.

5. Extensions of Model

In this section, we discuss two extensions of the model. First we consider the
implication of introducing risk aversion, and second we consider repeated play of
the intraday liquidity management game.

5.1. Risk Aversion

Above we assumed that the banks were risk neutral and thus that they only
care about expected settlement costs when determining the best response to the
strategy played by the other bank. However, one could argue that it is realistic
to model banks as being risk averse. Banks might have an aversion to high levels
of overdrafts because this exposes the bank to the risk of being cornered in the
money market. Furthermore, banks might have an aversion to highly variable
intraday balances which induces extra liquidity management costs in order to
insure a sufficient level of funding at the end of the day. We introduce risk
aversion by assuming that the preferences of each bank have an expected utility
representation. Let the expected utility of a bank that receives a payment request
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in the morning and takes action o and faces an opponent who plays the strategy
s(+) be given by

u'(o,5()) = Eou[Bulv(mi(e,s(0p), (1,05), )]0 = 1]
= Eo,[Eu[v(mp(m(04),m, (04,1),9))]|05 = 1]. (25)

In the expected utility expression, v(-) denotes a preference-scaling function with
v'(-) > 0 and v"(:) < 0; and 7% (a4, ap,0,1) denotes the payoff to bank i as
defined in equation (1).

Under risk neutrality a Bayesian equilibrium is determined by comparing the
expected costs of the banks for the different actions chosen in the type 1 game. If
risk aversion is introduced this expected value comparison is no longer sufficient to
rank the different possible actions. However, it is well known that if the cumulative
distribution function of the payoffs resulting from action « exhibits at least second-
order stochastic dominance over the cumulative distribution function of the payoffs
resulting from action o/ then

u (o, 5(-)) = w' (o, (1)) (26)

(See, for example, Hirshleifer and Riley, 1992). It turns out that the following
propositions hold:

Proposition 5. Introducing risk aversion does not alter the conclusions of the
intraday liquidity management game in a collateralized credit regime.

Proposition 6. Introducing risk aversion does not alter the conclusions of the
intraday liquidity management game in a priced credit regime if there is a unique
Bayesian equilibrium.

The propositions are proven in appendix B. Together they show that introduc-
ing risk aversion does not alter the outcome of the intraday liquidity management
game except (possibly) in instances of the priced credit regime where there are
multiple equilibria (see Table 10). In such cases, risk aversion does not change
the occurrence of the (afternoon, afternoon) equilibrium. However, depending on
how risk aversion is introduced, i.e., the functional form of the preference scaling
function v(-), it may eliminate the (morning, morning) equilibrium.

24



5.2. Repeated Game

In reality, the intraday day liquidity management game is played repeatedly, on a
daily basis. A game played repeatedly might yield different equilibrium outcomes
than when the same game is only played once. The key is that cooperation today
can be rewarded by cooperation tomorrow and cheating can be punished by not
cooperating tomorrow. It is thus not always optimal to pursue a short run gain in
a repeated game. Different types of trigger strategies where cheating is punished
can help sustain a cooperative equilibrium. This result hinges on the assumptions
that the game is either played infinitely (or that the final period is unknown) and
that the actions of the opponent are observable.

The first assumption is reasonable for the intraday liquidity management game
but the second one may not be. The banks cannot observe the action of their op-
ponent: They can observe the arrival time of payments but they are not able to
decipher whether a payment received in the afternoon is a delayed payment or
due to a request received in the afternoon. Over time, banks can compare the ac-
tual payment arrival frequencies with the underlying payment-request probability
distributions (which are assumed to be common knowledge), and thus they can
potentially detect cheating. Hence, it may be reasonable to assume that banks
take advantage of opportunities for cooperation that arise in a repeated game
setting.

In what follows, we consider the efficiency implications of repeated play in
the collateralized credit regime. Recall, that in a collateralized credit regime the
strategy profile (m(-),m(-)) is efficient for all parameter values. For w > y the
strategy profile (m(-), m(-)) is the unique Bayesian equilibrium (by Lemma 2) and
is mutually preferred by both players to (a(-),a(-)), and hence we expect to see
the morning, morning profile even in a repeated game. When w < y the strategy
profile (a(+), a(-)) is the unique Bayesian equilibrium (by Lemma 1). This is despite
the fact that in some of the cases where w < y the strategy profile (m(-), m(+)) is
mutually preferred.

As mentioned in section 4.2.1, in a collateralized credit regime with y(1—p) <
w < y the type 1 game has the structure of a prisoner’s dilemma game. In such
cases, submitting morning payment requests in the afternoon is a dominant strat-
egy for both banks even though they would both be better off if they submitted
their requests in the morning. Based on well-known theory of repeated games, we
expect the banks to coordinate on (m(-), m(-)) in a repeated version of the game,
thus achieving the mutually preferred outcome.

In cases where w < y(1 — p), the strategy profile (a(-), a(-)) is mutually pre-
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ferred by both banks to the profile (m(-), m(-)), even though (m(-),m(-)) is effi-
cient, as stated in definition 3. Banks playing a repeated version of this game will
coordinate on the afternoon, afternoon strategy profile. Hence, in such cases, we
do not expect efficiency even in the repeated game setting.

The efficiency implications of repeated game play in the collateralized credit
regime are summarized in Table 11.

w <y
w>y |yl—p)<w<y|w<y{d—p)

Static (BE ) efficient inefficient inefficient

Repeated Game | efficient efficient inefficient

Table 11: Equilibrium analysis - Repeated Game

As we see, moving to a repeated game setting improves the chances for efficiency
over the one-shot game scenario.

6. Conclusion

In this paper we explore a game theoretical model in order to analyze the incen-
tive structure of banks in a RT'GS system. We consider three liquidity regimes:
free, collateralized and priced credit. In the cases of free and collateralized credit,
delaying payments is always inefficient. However depending on magnitudes of the
opportunity cost of collateral and the penalty for delaying there can be efficient
and inefficient equilibria. If the cost of delaying is greater than the opportunity
cost of collateral the unique Bayesian equilibrium has neither bank delaying pay-
ments and the equilibrium is efficient. If the cost of delaying is less than the
opportunity cost of collateral the unique Bayesian equilibrium has both bank de-
laying payments and the equilibrium is inefficient. The incentives to delay explains
the occurrence of queues and even gridlocks in RT'GS systems as discussed in e.g.
BIS (1997) and Bech and Soramiiki (2001).

In some instances where cost of delaying is less than the cost of collateral the
game played by banks has the structure of the prisoners dilemma game. This
means that in the static game, the inefficient outcome emerges as an equilibrium
in dominant strategies. However, in a repeated game there is reason to expect
banks will be able to coordinate on the mutually preferred, efficient outcome.

In the case of priced credit delaying payments is not always inefficient. When
the penalty for delaying is lower than the expected marginal cost of prompt pro-
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cessing a unique equilibrium exists in which both banks delay payments. This
equilibrium is efficient if the underlying payment flow is sufficiently skewed to-
wards the afternoon. When the penalty for delaying is higher than price of credit
a unique equilibrium exists in which both banks send payments immediately and
this is efficient. However, intermediate cases exists where the unique equilibrium
is inefficient and where there are multiple equilibria, one efficient and one not. In
the case with multiple equilibria, the intraday liquidity management game has the
structure of the Stag Hunt game. Here the policy issue is how to get banks to co-
ordinate on the efficient equilibrium. Experimental evidence supports the notion
that non-binding announcements, i.e., “cheap talk” can be useful to coordinate ex-
pectations on the efficient, and mutually preferred outcome (See Charness, 2000).
This suggest that it might be in the best interest of banks to announce their
processing policies even though these announcements are non binding. However,
even with cheap talk the efficient outcome is by no means guaranteed and the cen-
tral bank might thus have a role to play in order to avoid socially non desirable
outcomes.

The analysis suggests that in order to promote efficiency central banks should
provide intraday liquidity as cheaply as possible, taking into account the issues of
risk bearing discussed in the introduction. Another approach to (further) secure
efficiency is to augment the rules of the game in order to tilt the incentive structure
towards producing the desired outcome. For instance, the central bank or the
commercial banks among themselves might require that banks submit a certain
percentage of their payments before some specific time, i.e., noon in the context of
this model.?®> However, monitoring is costly and removing the inefficiency requires
that one can set the percentage(s) at the efficient level. Moreover, the analysis
showed that in a priced credit regime this solution could even be counterproductive
by requiring banks to settle in the morning when the efficient strategy profile
involves delaying payment requests until the afternoon.

A second remedy is for the central bank to price settlement differently over
the course of the business day in order to give the banks the incentive to settle
early.?* However, if the central bank cannot observe when a payment request
arrives at the commercial bank, it cannot price discriminate perfectly and thus

BFor example, in the United Kingdom members of the RTGS system (NewCHAPS) are re-
quired to manage their payment flows in such a way that on average 50% of the value throughput
is sent by noon and 75% is sent by 2.30 pm.

24 For instance, SIC applies a pricing schedule for sending banks that penalises late input (BIS
1997, p. 19)
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payment requests that are received late will be overcharged.

The remedies just mentioned seek to improve efficiency by influencing the
strategic behavior of the banks. A more direct approach is for the central bank
to intervene in a way that eliminates strategic aspects altogether. This is done
by inducing banks to provide their private information on delayed payments to
the central bank. The central bank can use this information to find the largest
possible subset of delayed payments that can be settled without requiring addi-
tional liquidity from the participants. The problem of choosing such a subset of
payments without breaching any liquidity limits is usually referred to as gridlock
resolution and has recently been discussed in Bech and Soramiki (2001). RTGS
systems operating under a collateral credit regime often offer a centralized queu-
ing facility and the information is readily available, especially if banks do not
utilize internal queues. These types of hybrid systems that actively combine gross
settlement with liquidity savings features are currently being pursued in a number
of countries, perhaps most notably in Germany with the RTGSP/** system.

7. Appendix

A. Settlement Cost

In this appendix we derive the settlement costs and the relevant expectations used
in the intraday liquidity management game.

A.1l. Realized Settlement Cost

The settlement costs for the four possible type profiles are shown in Tables 12 - 15.
In the tables, the columns headed by ¢, ¢¢, and ¢¥ show settlement costs for the
free credit, collateralized credit, and priced credit three regimes, as determined
by the action profile and state of the world profile. If § = (0,0), for example, the
cost of processing a payment request received in the afternoon is y when Z =C
and either x or 0 when Z = P depending on whether or not the opponent also has
a payment to process (see Table 12). In the case where § = (1,0) the bank has to
consider the trade-off between processing immediately and delaying the payment
when choosing its action. Suppose, that ¢ = (0,1) is the eventual state of the
world in the afternoon and that the bank chooses to process the morning payment
request immediately. The bank will have to post collateral for two periods at the
cost 2y if Z = C and to overdraw its account for the morning period at the cost x
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when 7 = P (See Table 13). The opponent will incur no cost since it can use the
incoming liquidity to process its payment request in the afternoon. If the bank
chooses to delay the payment its cost is w +y if Z=C and w if Z =P (Table
13). Note, however, that when Z = C the decision to delay imposes the cost y
on the opponent since it can no longer use incoming liquidity to process its own
payments requests. The opponents costs are seen by examining row n, a, (1,0) in
Table 14.

ald | v ||| P
nin |00 0]0]0
nin |00 |y|=x
nin|0,1]0]0]0
nin|1L,1]0|y]|O0

Table 12: Settlement costs of bank taking action « (given opponent’s action o)
for § = (0,0)

ald| v | ¢ c’
m|n |00 0| y+e T +e
m|n |10 0| 2y+e| 2z+e
m|n|0,1| 0 2y x
m|n|1,1|0 3y 2z
a|n|0,0lw|ytw | z+w
a|n|L0|lw|2y+w|2x4+w
a|n|0,1|lw|ytw w
a|ln|L1|lw|2y+w| z4+w

Table 13: Settlement costs of bank taking action « (given opponent’s action )
for 0 = (1,0)
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ald | ¥ || cP
n|{m|[00] 0| —el| —e
n|{m|{1,0] 0] 0 0
n|im|0,1[0]|—el|—e
nim|1L,1[ 0] 0 0
n|ial|0,0[ 0] 0 0
n|la |10l 0|y |0
nlial|0,1[ 0] 0 0
nla |11 0|y |0

Table 14: Settlement costs of bank taking action « (given opponent’s action o)
for 6 = (0,1)

ald | ¥ | © e’
m|m| 0,00 Y 0
m|m|1,0]| 0 2y x
m|m|0,1| 0 Y 0
m|m| 1,10 2y 0
m| a|0,0]| 0 2y x
m|a|1,0] 0 3y 2z
m|a|0,1] 0 2y x
m|a|1l,1]0 3y x
a|m|0,0| w w w
a|m|10|lw|yt+tw |z4+w
a|m|0,1| w w w
a|lm|1L1l|w| y+w w
al|lal|0,0lw]|ytw w
alal|l,0|lw|2y+w|z+w
alal|01lw]|ytw w
a|la |l w|2y4+w w

Table 15: Settlement costs of bank taking action « (given opponent’s action )
for 0 = (1,1)
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A.2. Conditional Expected Settlement Cost

The expected settlement costs conditional on the bank being of type 1 are given
by

(e, 5(-)) = BeilBulci (o, s(0-4), (1,0-:), )] |0: = 1] (27)

Z P(Q,z ’91 = 1) [Z Q(,@/J)czz(av 8(972‘)’ (la 971')7 'l/})) : (28)

0_;,€0_; Pew

We calculate these costs under the assumptions made in section 3.4. The assump-
tions on probabilities imply that P(_; =110, =1) =pand P(_, =00, =1) =
addition, the assumptions regarding the intraday money market allow us to set

e:{x it 7=7P )

y if ZT=C

In a collateralized credit regime the conditional expected settlement costs are
given by

E(m,m()) = py(1+q)+ 1 —p)y2+q) (30)
= y+y(l—p) +aqy,

E(m,a(-)) = py2+q9)+1—-py2+q) (31)
= 2y+qy,

Ea,m(-)) = plw+yq)+ (1 —p)(y(l+q)+w) (32)
= w+(1-p)y+qy,

E(a,a(-) = pyl+q) +w)+(1—p)(y(1l+q)+w) (33)
= w+y+qy,
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and in a priced credit regime they are given by

& (m,m(-)) = pe(l—q)z+ (1—p)2z (34)
= (I-pr+(1-p)(1—-q(l-q)r+(1-q)x,
& (m,al-)) = p (x + qx — qzx) + (1 —p)2z (35)
= z+(1-p)(1—q(1-q))z+ (1 - q)gz, (36)
Fla,m() = p(w+qz—qz)+(1—-p)(z+w) (37)
w+ (1=p)(1—q(l—q))z+(1—q)gx,
(a,a(’)) = p(w+qz—gz)+(1—-p)(z+w) (38)

= w+(1-p)(1—q(1—q)z+(1-q)qz.

A.3. Unconditional Expected Settlement Cost

In order to evaluate the efficiency of the different possible equilibria of the intraday
liquidity management game the unconditional expected settlement cost of a bank
playing the strategy s(-) when the opponent plays s(-) is derived below according
to

c(s(-),5()) = EelBu[c (s(0:),5(0-),0,1)] (39)
= ) P(O)F(s(6:),5(6-))

0O
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where P(1,1) = p* P(1,0) = P(0,1) = p(1 — p) and P(0,0) = (1 — p)*.. In a
collateralized credit regime the expected settlement costs are given by

&(m(-),m(-))

Py(l+q)+ (1 —pp(—(1—q)y)) + p(1 — p)y(2 + q) (40)

+(1—p)’qy

Py + qy,

Py2+q) + (1 —p)pyg + p(1 — p)y(2 +q) (41)
+(1—p)’qy

P2y + qy,

P (w+yg) + (1 —p)p(—(1 - q)y) + (42)
p(1=p) (y(1 +q) +w) + (1 - p)*qy

pw + qy,

p* (y(1 +q) +w) + (1 — p)pyq (43)
+p(1 = p) (y(1 +q) +w) + (1 — p)*qy

p(w+y) + qy,

and in a priced credit regime they are given by

Pa(l = gz + (1 —p)p(—=(1 — )=) + p(1 — p)2z + (44)
(1—-p)*q(1 —q)z

p(1—p)(1 —q+2¢*)z +q(1 — q)z,

p* (x4 q(1 — g)x) + (1 — p)p0 + p(1 — p)2z + (45)
(1—-p)*q(1 —q)z

(2p(1 —q+¢*) +p*(2¢(1 — q) = 1)) z + q(1 — ¢)z,

P (w+q(l —q)a) + (1= p)p (=(1 - g)z) + (46)
p(1—p) (w+az) + (1 —p)’q(l - q)z

pw —pq(l —p —2q +2gqp)z + q(1 — g),

P (w+q(1 = q)x) + (1 —=p)p0 +p(1 —p) (w+z)  (47)
+(1—p)*q(l —g)x

pw +p(1 —p)(1 —2¢ +2¢*)z + q(1 — g)z.
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B. Stochastic Dominance

In this appendix we utilize stochastic dominance relationships to prove proposi-
tions 5 and 6. The propositions relate to the effect of risk aversion on the type 1
game. Hence, we focus on the payoffs of a bank who receives a payment request in
the morning and takes action «, while its opponent plays strategy s(-). The cumu-
lative distribution functions for the payoffs corresponding to each action-strategy
pair «, s(-) are shown in Tables 16 - 19 and Tables 20 - 23 for the collateralized
credit and priced credit regimes, respectively. In the tables, 7% (m, m(-)) denotes
payoffs when the action/strategy pair is o, s(-); P [77(a, s(-))] denotes the prob-
ability of each payoff; and Fyz(, 4.)) denotes the cumulative distribution function.

B.1. Collateralized Credit

The cumulative distribution functions for payoffs in the type 1 game under the
collateralized credit regime are shown in Tables 16 - 19.

7¢(m,m(-)) | P [7%(m,m(-)] | Frctmm)
3y q—pq| 4q(l-p)
—2y| 2pg+1—q—p|pg+1—p
—y p—1q 1
Table 16: m, m(-)
7(a,m(-) | P[7%a,m()] | Fretami)
— 2y +w) g—pq| g(1—p)
—(y+w) |2pg+1—q—p|pg+1—gq
—w pP—Dpq 1
Table 17: a,m(+)
7¢(m,a(-)) | P[x%(m,a(-)] | Frema()
—3y q q

Table 18: m, a(+)
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m(a, a(-))
— (2y + w)
—(y+w)

P [Wc(a,a(-))}
q
1—g¢q

Table 19: a,a(-)

Let >~

FSD
in Hirshleifer and Riley (1992, pp.106-108), respectively. We have the following
lemma, that follows immediately from Tables 16 - 19.

and SE—D denote first- and second-order stochastic dominance as defined

Lemma 9. In a collateralized credit regime
Fretam()) oo Fremmey i w <y,
Fremm()) o Freamey i w>y.
and
Freaa()) 5, Frematy i w <y,

F. . Frcigary If w>y.
n¢(ma()) o Frclaa() 1L W>Y

B.2. Priced Credit

The cumulative distribution functions for payoffs in the type 1 game under the
priced credit regime are shown in Tables 20 - 23.

7" (m,m(")) P [77(m, m())] Fe (mm ()
—3 (1—-pq(l—q) (1—-plg(l—4q)
-2z | 2¢° —2pg* +1—2g—p+2pq | 1 —p—q(l —q) 4+ pg(1 —q)
— q—q 1 —p+pg—pg°
0 p—pq+pg° 1

Table 20: m, m(+)

7" (a,m(-)) P [7”(a,m(-))] F (am()
— (22 + w) (1 —p)g(l —q) (1 —p)g(l —q)
—(r4+w) | 1-2¢+2¢° —p+3pg —3pg® | 1 —p—q(1 —q) +2pg(1 —q)
—w q—q* —2pq+2pg*+p 1

Table 21: a,m(-)

35



7 (m, a(-)) P [x”(m,a())] Fe (ma()
—3x (1-p)g(1—q) (1-p)g(1—4q)
—2x | 1—-2¢+2¢° —p+3pg —3pg* | 1 —p—q(1 —q) +2pg(1 — q)
—z q—q* —2pq+2pg* +p 1

Table 22: m, a(+)

7" (a,a(")) P [P (a,a("))] EoP (aa())

— (27 + w) (1-p)g(1—9q) (1-p)g(1 —9q)

—(z+w) | 1—-2¢4+2¢* —p+3pg—3pg® | 1 —p—q(1—q)+2pqg(l —q)
—w q—q° —2pq+2pg* +p 1

Table 23: a,af(-)

We have the following lemmas:
Lemma 10. In a priced credit regime

F7r"P(a7a(.)) FgD Fﬁp(mﬂ(,)) if w<uwx,
pr(m,a(-)) FE_D Fﬂp(a,a(-)) if w > x.

Proof. Compare the cumulative distribution functions Fr» (4 4.)) in Tables 22
and 23. m

Lemma 11. In a priced credit regime

F7r7’(a,m(~)) SZ'_D FWP(me(.)) if w< (1 —p)x,
Eermn() 5, Fertamey i w> .

Proof. The second part of the lemma follows immediately from the cumulative
distribution functions in Tables 20 and 21. For the first part of the lemma note
that Frp(qm()) second-order stochastically dominates Fyr () if for c € R

H(c) = / (Fe (am() (1) = FxP(mm() (1)) dr < 0

— 00

with the inequality holding strict for some part of the range. Assuming w < z, it
follows from Tables 22 and 23 that
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(0 if c< -3z

—(1=p)a(l —q)(3z +c) if —3z<c<—(22z+w)
—(1=p)g(1 = g)(z —w) if —(2z+w) <c<—2z
—(1=p(l —g)(z —w) = (1 —p—2¢(1 —q)

+2pq(1 —q))(2x + ¢) -2z <c< —(x+w)

Hic) = :L]()]é WL ;)%S; £)++c§?q{1 —q))( —w) if —(@tw) <c<—a
—(1=p=q(1=q) +pg(1 = g))(z —w) o r << —w
+1(711(1 —)Ez)w - gq(l _((f) ; pq(1—q))(x +c)

-1 —p)x—w)+pg(l —q)w ;
+(p —pa(1l = q))(w +c) mwseso
| w—(1—p)x if ¢=

Some algebraic manipulations show that H(c) < 0 for all ¢ provided w <
(1—p)z. =

We are now ready to prove Propositions 5 and 6.

Proof of Proposition 5. From Lemma 2, if w > y, then the action
profile (m,m) is the Nash equilibrium of the type 1 game. Suppose w > y.
Then by Lemma 9, ch(m,m(-)) FgD FWC(,Lm(.)) and FWC(mﬂ(.)) FgD Fﬂ-C(aya(.)) and so,
by Ranking Theorem I of Hirshleifer and Riley (1992, pp. 106), u¢(m,m(-)) >
uC(a,m()) and u®(m,a(-)) > u’(a,a(-)). Hence m is a dominant strategy for
either player in the type 1 game, i.e., it is a best response to both m(-) and af(-).

From Lemma 1, if w < y, then the action profile (a, a) is the Nash equilibrium
of the type 1 game. Suppose w < y. Then by Lemma 9, Frc(q m(.) FED Fre (mm(-)

and Fre(g,q(.)) FED Fre(m,a(y) and so, by Ranking Theorem I of Hirshleifer and
Riley (1992), u€(a,m(:)) > u¢(m,m(-)) and u®(a,a(-)) > u®(m,a(-)). Hence a is
a dominant strategy for either player in the type 1 game, i.e., it is a best response
to both m(-) and a(-). m

Proof of Proposition 6. From Lemma 6, if w > x, then the action profile
(m,m) is the Nash equilibrium of the type 1 game. Suppose w > z. Then by
Lemmas 10 and 11, FWC(m,m(.)) F?D ch(a,m(-)) and ch(m,a(~)) FgD ch(a,a(-)) and so,
by Ranking Theorem I of Hirshleifer and Riley (1992), u” (m,m(-)) > u”(a, m(-))
and u” (m,a(-)) > u”(a,a(-)). Hence m is a dominant strategy for either player
in the type 1 game, i.e., it is a best response to both m(-) and a(-).
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From Lemma 4, if w < (1 — p)z, then the action profile (a,a) is the Nash
equilibrium of the type 1 game. Suppose w < (1 — p)z. Then by Lemmas 10 and
11, Fﬂp(aﬂ(_)) FgD Fﬂp(mya(_)) and Fﬁp(aym(_)) SgD Fﬁp(mym(,)), and so, by Ranking

Theorems I and IT of Hirshleifer and Riley (1992, pp. 106-108), u”(a,m(-)) >
u?(m,m(-)) and u”(a,a(-)) > u”(m,a(-)). Hence a is a dominant strategy for
either player in the type 1 game, i.e., it is a best response to both m(-) and af(-).
L

In section 5.1 the claim is made that under the priced credit regime, risk
aversion does not change the occurrence of the (afternoon, afternoon) equilibrium,
but may eliminate the (morning, morning) equilibrium. This is apparent from the
fact that for (1 —p)r < w <z, Frp(aa¢)) = FaPma()), 50 the action a is a best

FSD
response to a(-) for each player, even with risk aversion. In the same parameter
range, Frr(y,m(.)) does not stochastically dominate Fy» (4. Hence, there is no
guarantee that the action m is a best response to m(-) for each player when risk
aversion is present.
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