
UC Berkeley
Research Reports

Title
Integration of GPS/INS and Magnetic Markers for Advanced Vehicle Control Final Report for 
MOU 391

Permalink
https://escholarship.org/uc/item/18t070qc

Authors
Farrell, Jay
Barth, Matthew

Publication Date
2002-10-01

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/18t070qc
https://escholarship.org
http://www.cdlib.org/


This paper uses Postscript Type 3 fonts.
Although reading it on the screen is difficult
it will print out just fine.



ISSN 1055-1425

October 2002

This work was performed as part of the California PATH Program of the 
University of California, in cooperation with the State of California Business, 
Transportation, and Housing Agency, Department of Transportation; and the 
United States Department of Transportation, Federal Highway Administration.

The contents of this report reflect the views of the authors who are responsible 
for the facts and the accuracy of the data presented herein. The contents do not 
necessarily reflect the official views or policies of the State of California. This 
report does not constitute a standard, specification, or regulation.

Final Report for MOU 391

CALIFORNIA PATH PROGRAM
INSTITUTE OF TRANSPORTATION STUDIES
UNIVERSITY OF CALIFORNIA, BERKELEY

Integration of GPS/INS and Magnetic 
Markers for Advanced Vehicle Control 
Final Report for MOU 391

UCB-ITS-PRR-2002-32
California PATH Research Report

Jay Farrell, Matthew Barth
University of California, Riverside

CALIFORNIA PARTNERS FOR ADVANCED TRANSIT AND HIGHWAYS



Integration of GPS/INS and Magnetic Markers

for Advanced Vehicle Control

Interim Project Report

Principal Investigator: Jay Farrell

Department of Electrical Engineering

University of California, Riverside

farrell@ee.ucr.edu

Co-Principal Investigator: Matthew Barth

Center for Environmental Research and Technology

University of California, Riverside

barth@cert.ucr.edu

August 2000

Abstract

This report describes the results of a project supported by California Partners for Advanced Transit
and Highways (PATH). The main objective of the project is to develop and demonstrate a triple re-
dundancy navigation system incorporating magnetometer, inertial, and carrier phase di�erential Global
Positioning System (GPS) measurements. The motivating application for this project is lateral vehicle
control. Therefore, the system was design to operate reliably whether or not GPS and magnetometer
measurements were available. The navigation system provides vehicle position, velocity, acceleration,
attitude, heading, and angular rates at 150 Hz with accuracies (standard deviation) of 1.5 cm, 0.8 cm/s,
2.2 cm/s/s, 0.03 deg, 0.1 deg, and 0.1 deg/s. This navigation state vector is processed to produce a
control state vector at approximately 30 Hz. This is an interim project report. The overall project with
demonstrations will conclude in summer 2001. As of July 30, 2000, the required theory has been derived.
The e�ort for the following year of this project will focus on implementation and test of this theory.



Executive Summary

The objective of this project is to achieve the navigation performance and reliability necessary for au-
tomated vehicle control by designing, analyzing, developing, and evaluating an integrated sensing system
involving magnetometer and GPS aided INS. A key motivation for the project is the fact that no single
sensing system would be capable of achieving the high level of reliability required for successful AVCSS im-
plementation; therefore, information from a suite of sensors must be fused, with appropriate fault detection
logic, to achieve the necessary level of reliability. The entire project is a 20 month e�ort with the resulting
integrated navigation system demonstrated within the PATH AVCSS. The navigation system provides vehi-
cle position, velocity, acceleration, attitude, heading, and angular rates at 150 Hz with accuracies (standard
deviation) of 1.5 cm, 0.8 cm/s, 2.2 cm/s/s, 0.03 deg, 0.1 deg, and 0.1 deg/s. This triplicate redundancy
navigation system will be used to reliably demonstrate lateral vehicle control in the following situations:
both GPS and magnetometer aided INS, GPS aided INS, magnetometer aided INS, and switching between
GPS and magnetometer aiding of the INS at random times. The control demonstrations involved basic
trajectory following as well as trajectory relative maneuvering (i.e., tracking sinusoidal perturbations and
performing lane changes). These trajectory relative maneuvers will be performed at arbitrary locations along
the trajectory. This project leverages previous PATH research e�orts including the carrier-phase di�erential
GPS-aided INS developed by UCR under MOU 292, the demonstration and evaluation results and experience
of MOU 374, and the magnetometer and vehicle control experience of the PATH researchers. The project is
a collaborative e�ort between PATH and UCR researchers.
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1 Project Introduction

Automated vehicle position control systems for an AHS require both a means for determining vehicle position
and a means for a�ecting the vehicle position [17, 29]. This project focused on the accurate determination
of the vehicle state, which includes the vehicle position.

The vehicle position may be determined in either relative (e.g., position relative to nearby known point)
or absolute (e.g., latitude, longitude, altitude) coordinates. A variety of reference positioning systems have
been considered: embedded wires [7, 16, 17], embedded magnets [29, 37], radar [17, 25], vision [9, 8, 23, 19,
26, 28, 30], INS and DGPS technology [10, 11, 32, 33, 34, 35, 36]. This e�ort has focused on research to
develop, analyze, and demonstrate a magnetometer and DGPS aided INS with accuracy (cm's), sample rate
(> 25 Hz), and latency (< 0:01 s) suÆcient for vehicle control.

Taken independently, any positioning system of interest has advantages and disadvantages. The strongest
criticism of any of the individual sensing techniques is that it is susceptible to a single point failure. Therefore,
no single reference system can supply adequate reliability and availability to ensure safe longitudinal and
lateral control. However, used jointly (with e�ective sensor fusion and fault detection techniques) the overall
performance and reliability of the system can be signi�cantly improved by a sensor suite including at least
three sensors each with a di�erent operating principle.

Consider, for example, a system incorporating an embedded magnet reference system (EMRS), DGPS
positioning, and an Inertial Navigation System (INS). A desired path would be speci�ed in global coordinates
to pass through the locations of the embedded markers that specify an automated lane (see Section C.1). The
INS would provide estimates of vehicle state and position relative to the desired trajectory (see Section C.2)at
a rate high enough to satisfy control system requirements, even though the EMRS and GPS measurements
occur at a slower rate. While near the desired trajectory, the three available redundant estimates of vehicle
position relative to the desired path would allow e�ective fault detection and isolation. When the vehicle
was signi�cantly o� the desired trajectory (e.g., lane changing, entering/leaving a platoon, initialization,
disturbances), where the EMRS losses accuracy, the DGPS and INS systems would still provide the accurate
position information necessary to complete the maneuver of interest. In addition, knowledge of global vehicle
position would facilitate both the process of negotiating maneuvers with neighboring vehicles and the process
of determining relative vehicle position and velocity. In situations where the GPS signals are temporarily
blocked, the EMRS aided INS would continue to provide accurate lateral position information for vehicle
control (see Section 4.1).

The project scope, objectives, and motivation are described in the following section. Subsequent sections
describe the methodology, performance analysis, and results. The appendices provide detailed informa-
tion about the INS, GPS, and control calculation methods. This report describes both the magnetome-
ter/DGPS/INS approach and results that are the speci�c objectives of this research e�ort and a two antenna
DGPS aided INS system that was implemented as a portion of the Ph.D. research of a student working on
the project. The only reason that the two systems were not jointly implemented is that the project computer
did not have enough serial ports available. As the analysis and experimental results show, either system can
measure the position to cm accuracy and the vehicle attitude, including heading, to better than 0.1 degree.

2 Project Scope and Objectives

2.1 Scope

This project is developing an integrated carrier phase di�erential GPS/magnetometer/INS navigation system.
The system is designed to overcome the limitations of each independent sensing system. In addition, the
system is designed to achieve the triplicate sensor redundancy necessary for the reliable level of performance
required for successful commercialization. The scope of this project includes design, analysis, implementation,
and evaluation of the integrated system.

2.2 Motivation

The integrated carrier phase di�erential GPS/magnetometer/INS system has several distinct advantages:

High-Sample Rate - Inclusion of the INS system provides state variable estimates at 150 Hz, signi�cantly
faster than the magnetometer or GPS systems could alone. The sample rate is also independent of
vehicle velocity and independent of the availability of magnetometer or GPS measurements. The higher
sample rate allows higher bandwidth vehicle control, as may be required for emergency maneuvering.
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Triple Redundancy - Safe vehicle operation will require the ability to detect, isolate, and accommodate
sensor failures. Reliable sensor fault isolation requires triplicate redundancy. No single sensing system
will be capable of providing the integrity necessary for reliable vehicle control over a highway system.

Preview Information - Implementation within a global coordinate system (such as the WGS 84 system
of GPS) enables detailed trajectory information (e.g., curvature, super-elevation, velocity pro�les,
entrance/exit trajectories) to be stored and available onboard the vehicle. The availability of this
information enables accurate anticipation of the reference trajectory without di�erentiation of the
on-line measurements.

Forward Projection - Projection of the control state in advance of the vehicle (equivalent to lead control)
is dependent on accurate knowledge of the future trajectory and the current trajectory-relative vehicle
heading and heading rate. Two techniques to accurately determine vehicle heading are discussed
herein. This information will be attained from the proposed integrated navigation system without
di�erentiation, resulting in improved signal quality; hence, more accurate forward projection.

Reduced Infrastructure Cost - Since the proposed integrated navigation system sensor suite provides
redundant sensor information, it should be possible to increase the magnet spacing and reduce the
number of magnets used per mile in regions where the highway has a clear view of the sky, thus
reducing overall infrastructure cost. Alternatively, the magnetometers will be spaced closely (1.2 m) in
areas (e.g., valleys or tunnels) where reception of at least 4 independent GPS satellite signals cannot
reliably be expected. This combined approach achieves increased overall system reliability at lower
infrastructure cost.

Richer State Information - The integrated system not only provides o�-track position information, but
also provides additional variables for high performance vehicle control (e.g., position, velocity, accel-
eration, attitude and angular rates). This information not only allows improved control in normal
operation, but may be necessary in more demanding emergency situations.

Advanced Maneuver Capability - The integrated navigation system reliably calculates the trajectory
relative vehicle state information regardless of the vehicle distance from the trajectory. This capability
enables closed loop advanced (e.g., lane changing, AHS entry and exit, platoon merging) and emergency
maneuvering (e.g., interrupting an advanced maneuver).

Lane Departure Warning - Since the integrated navigation system will maintain an accurate estimate of
the trajectory-relative vehicle state (independent of o�-track distance), lane departure can be accurately
and reliably predicted. Therefore, in the interim period prior to highway automation, the integrated
system would serve as a reliable lane departure warning system.

2.3 Objectives

This project has the following main objective: to develop, analyze, implement, and evaluate an integrated
GPS and magnetometer aided INS for AVCSS. This objective integrates and further developes results of
previous PATH research to achieve the reliability and robustness necessary for successful commercial appli-
cations. Although either the GPS/INS or magnetometer based navigation system is capable of achieving the
performance and capabilities desired for AVCSS, neither by itself could achieve the high level of reliability
(i.e., triplicate sensor redundancy) necessary to �eld a successful commercial system.

3 Methodology

Figures 1 and 2 show the block diagrams of the magnetometer/GPS/INS and two antennae di�erential
carrier phase (DCP) GPS/INS. This implementation is referred to as a complementary �lter [3]. The Inertial
Measurement Unit (IMU) outputs are processed by the INS. Since the INS is an integration process, the
outputs of the INS can be accurately modeled as the actual state plus a predominantly low frequency error
(see Appendix B.2 and B.3). The INS outputs are processed to provide estimates of the di�erential GPS
pseudorange, Doppler, magnetometer and integer resolved phase DCPGPS measurements. The di�erences
between the estimated and measured signals contain two noise components|the predominantly low frequency
INS component and the predominantly high frequency magnetometer or GPS component. The frequency
content of each noise component can be accurately modeled. The objective of the state estimation design
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Figure 1: Complementary Filter for the Magnetometer/DCPGPS/INS System Integration

is to attenuate the magnetometer or GPS measurement noise and provide accurate estimates of the INS
residual states. Therefore, the state estimator has a predominantly low pass characteristic. Subtracting
the estimated residual state estimates from the INS states, in a well designed system, produces an accurate
estimate of the navigation states. As shown in Figures 1 and 2, the complementary �lter was implemented
in a feedback form.

In the complementary �lter approach, the INS is the primary navigation system which calculates the
navigation states at a high rate for control, guidance, and navigation functions. The magnetometer or GPS
aiding information is used when it is available and satis�es conditions designed to verify the proper sensor
operation. When such aiding sensor information is not available or judged inaccurate, the INS continues
its normal (unaided) operation. During either aided or unaided operation, the error covariance matrices
propagated within the state estimation approach predict the accuracy of the state estimates. Such measures
of the navigation accuracy are useful in higher level reasoning loops.

The main advantages of the complementary �lter approach selected for this implementation are:

1. High rate INS navigation outputs are available without latency regardless of the availability and latency
of the magnetometer or GPS aiding information;

2. Inputs to the Kalman �lter can be accurately and properly modeled as stochastic processes, as appro-
priate for the technique [3];

3. Computationally intensive Kalman �lter covariance propagation equations can be implemented at a
low update rate even though the navigation state is calculated at 150 Hz.

Corresponding to the complementary �lter of Figures 1 and 2, di�erential GPS is discussed in Appendix
A, the magnetometer is discussed in [37], and the INS and its error states are discussed in Appendix B. The
complementary �lter implementation is detailed below.

3.1 INS

The INS operates in the �xed tangent frame at 150 Hz. The origin is �xed at the location of the base station
antenna phase center. The navigation states include: north, east, and vertical (down { positive) positions in
m; north, east, and down velocity in m=s; roll, pitch, and yaw angles in rad; platform frame gyro drift rates
in rad=s; and platform frame accelerometer bias in m=s2. The navigation error states are identical with the
navigation states with the exception of the attitude errors. The attitude errors are estimated in the tangent
frame as the north, east, and down tilt errors. This section discusses and analyzes the system integration
and data fusion methodologies.

3



2 3

ω ωb

b
f

+ +-

+ +-

+ +-

BASE
Corr.

GPS2

GPS1

DGPS2

DGPS1

R

R

^

~

D
~

A
~

D^ A^

12

12

1

LANE
TRAJ.

CONTROL
   STATE
   CALC.

d
d
ε
ε

.

.

IMU I NS

KF

H H H

Figure 2: Complementary �lter for the two antennae integer-resolved DCPGPS/INS.

3.1.1 Continuous time model

To implement the complementary �lter discussed above, an extended Kalman Filter is used. The residual
error state estimation is implemented based on the linearized error dynamics presented in eqn. (102). The
outputs of the INS system serve as the reference trajectory around which the system residual error equations
are linearized. The �fteen residual states are

Æx =

2
66664

Æp
Æv
Æ�
xa
xg

3
77775 (1)

with three position residual states in tangent frame, three velocity residual states in tangent frame, three
rotation error angles, three accelerometer bias states and three gyroscope bias states. Eqn. (102) is the
continuous time linearized INS error dynamic equation. The discrete time implementation of the Kalman
�ltering requires a discrete time state propagation matrix, �, and a discrete time process noise covariance
matrix, Qd. Appropriate expressions for these two quantities are discussed in the following subsection.

3.1.2 Calculation of discrete time state transition matrix and process noise covariance matrix

The discrete time state transition can be described as

Æxk+1 = �((k+1)Tgps;kTgps)Æxk + !d(k) (2)

with covariance propagation

Pk+1 = �((k+1)Tgps;kTgps)Pk�
T
((k+1)Tgps;kTgps)

+Qdk: (3)

For best performance, these variables should be calculated online [13], as they depend on the measured
speci�c force vector, the body to tangent frame rotation matrix, and the geodetic latitude as speci�ed in
eqn. (99). For the linearized error dynamics of eqn. (102), the terms Fvp, Fvv , F�p and F�� are all small
(< 10�6) and will be neglected in the calculation of �.

By setting the speci�ed terms to zero and expanding the power series of eFt = I + Ft + 1
2 (Ft)

2 : : :, the
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following equation results

�(t2;t1) =

2
66664

I FpvT2
1
2FpvFv�T

2
2

1
3FpvFv�F�gT

3
2

1
2FpvFvaT

2
2

0 I Fv�T2
1
2Fv�F�gT

2
2 FvaT2

0 0 I F�gT2 0

0 0 0 I 0

0 0 0 0 I

3
77775 : (4)

with F�g = Fva = Rb2t, and Fpv , Fv� as de�ned in Section B.2.
Using the properties of state transition matrices,

�(tn;kTgps) = �(tn;tn�1)�(tn�1;kTgps) (5)

where �(tn;tn�1) is de�ned in eqn. (4) with Fv�, F�g and Fva being the values averaged over the time interval
[tn; tn�1) and �(tn�1;kTgps) calculated from previous iterations by eqn. (4) and eqn. (5). The calculation
of eqn. (5) is initialized with �(kTgps;kTgps) = I and iterated over the interval of time propagation to yield
�((k+1)Tgps;kTgps). At t = (k + 1)Tgps, the state error covariance is propagated by eqn. (3).

The discrete time process noise covariance for the [kTgps; (k + 1)Tgps) interval is de�ned by

Qdk =

Z (k+1)Tgps

kTgps

�((k+1)Tgps;t)Q(t)�
T
((k+1)Tgps;t)

dt (6)

where Q(t) is the continuous time process noise covariance matrix. This integral can be approximated as

Qdk =

NX
1

�(ti+1;ti)Q(ti)�
T
(ti+1;ti)

dTi (7)

where t1 = kTgps, tN = (k + 1)Tgps, dTi = ti+1 � ti and
PN

1 dTi = Tgps. For the present implementation,
dTi = 0:067s and

Q(t) =

2
66664

Qp 0 0 0 0

0 Qv 0 0 0

0 0 Qg 0 0

0 0 0 Qgd 0

0 0 0 0 Qad

3
77775 (8)

with

Qp = diag(�2p; �
2
p ; �

2
p; );

Qv = Rb2t�
2
vR

T
b2t;

Qg = Rb2t�
2
gR

T
b2t;

Qgd = diag(�2qd; �
2
qd; �

2
qd);

Qad = diag(�2ad; �
2
ad; �

2
ad):

In above,

�p = 1� 10�5 m=s=
p
Hz;

�v = 2:2� 10�2 m=s2=
p
Hz;

�g = 2:2� 10�3 rad=s=
p
Hz;

�qd = 2:2� 10�5 (rad=s=s)=
p
Hz;

�ad = 2:0� 10�4 (m=s=s=s)=
p
Hz;

and since �v = �vI and �g = �gI in these equations,

Rv2t�
2
vR

T
v2t = �2vRv2tIR

T
v2t = �2vI; (9)

Rv2t�
2
gR

T
v2t = �2gRv2tIR

T
v2t = �2gI: (10)
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3.2 Magnetometer and GPS aided INS

There are two magnetometers on the vehicle. The front and rear magnetometers measure the front and rear
o�-trajectory distances, when the trajectory is de�ned by a trail of magnets embedded in the roadway. The
INS measures the vehicle position, velocity and attitude in the tangent frame. The INS states are used to
predict the magnetometer measurements. The residual between each magnetometer measurement and the
INS estimate is useful for INS calibration. This section describes the theory and methodology of integrating
the magnetometers with the INS for situations where the magnetometers and the INS are not co-located.
The analysis of Section 4.1 shows that this approach allows full attitude determination even with a single
magnetometer.

The raw measurement of a magnetometer is sensitive to two types of interference [37]: the earth magnetic
�eld, and high frequency magnetic noise generated by the engine. In addition, if the goal is to use the
magnetometer to measure horizontal distance to a magnet, then the change in magnetometer reading due to
vertical motion of the vehicle would be considered as error. The PATH magnetometer system compensates
each of these three error sources [37].

In �eld tests of the PATH magnetometer application, a series of 2.5 cm diameter and 10 cm long ceramic
magnetic bars were buried vertically in the test track. Each magnetic bar provides a 20 cm to 50 cm
radius M-�eld. Tests and experiences show that the PATH magnetometer is able to reliably read the vehicle
deviation independent of variations in the height. The accuracy of the measurements is high (< 2 cm) and
its latency is low (2-6 ms) due to fast data processing. No problems were encountered in tests at speeds up
to 135 km/h (85 MPH).

The following sections present the equations that the INS will use to predict the magnetometer measure-
ments and that the EKF will use to estimate the INS calibration errors.

3.2.1 Magnetometer o�-trajectory distance model

Figure 3 shows the geometry and de�nes terms necessary for the derivation of the model of the magnetometer
measurement of the o�-trajectory distance. Since the PATH magnetometer is designed to be relatively inde-
pendent of variations in the height the measurement model is only a�ected by horizontal position errors. Let
Pm(xm; ym) and PT(xt; yt) denote the true magnetometer position and the position of the corresponding
nearest point on the trajectory. Let P̂m(x̂m; ŷm) and P�(x�; y�) denote the INS calculation of the mag-
netometer position and the position of the corresponding nearest point on the trajectory. Hm is the unit
vector pointing from PT(xt; yt) to Pm(xm; ym), which is normal to the trajectory. Due to jjP̂m �Pmjj
being small, the segment (P� � PT) is tangent to the trajectory, and the vector (P̂m � P�) is parallel to
Hm. V is the unit vector pointing from PT(xt; yt) to P�(x�; y�), which is tangent to the trajectory. Hence,
Hm and V are orthogonal.

The magnetometer o�-trajectory distance calculated by an INS collocated with the magnetometer is

d̂ = jjP̂m �P�jj (11)

= Hm(P̂m �P�)

= Hm(P̂m �Pm) +Hm(Pm �PT) +Hm(PT �P�)

= Hm(P̂m �Pm) +Hm(Pm �PT)

= Hm(P̂m �Pm) + jjPm �PTjj (12)

with Hm(PT �P�) / �HmV = 0 due to Hm and V being orthogonal. The magnetometer measured
o�-trajectory distance is

~d = jjPm �PTjj+ n (13)

with n being the measurement noise. Therefore, the residual measurement equation is

Æd = ~d� d̂ (14)

= Hm(Pm � P̂m) + n

= Hm

�
Æxm
Æym

�
+ n (15)

with

Hm =
h

(xm�xt)p
(xm�xt)2+(ym�yt)2

(ym�yt)p
(xm�xt)2+(ym�yt)2

i
Pm(xm;ym)�P̂m(x̂m;ŷm)

: (16)
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Figure 3: Geometry of the magnetometer o�-trajectory calculation. Pm denotes the true magnetometer
location. P̂m is the magnetometer position calculated by the INS. PT and P� are the nearest points to Pm
and P̂m on the trajectory. H and V are the normal and tangent to the trajectory at PT.

This analysis shows that the residual magnetometer measurement contains information useful for correct-
ing the position estimate in the direction normal to the trajectory. This is extremely desirable since it allows
an integrated magnetometer/GPS/INS approach to overcome a diÆculty of the magnetometer approach as
well as a diÆculty of the GPS/INS approach. In the situations where some GPS signals are blocked, the
blocked signals are usually those from satellites in the direction lateral to the trajectory (i.e., Hm). This is
true for example in urban canyons formed by trees or buildings. In such situations, GPS can calibrate the
INS error tangent to the trajectory (i.e., arc length), but not the INS error lateral to the trajectory. The
magnetometer has the reverse characteristics. The above analysis shows that when lateral GPS signals are
blocked, the magnetometer and GPS calibrate complementary portions of the INS error.

Note that knowledge of the magnet locations is not required for implementation. The INS predicts the
magnetometer o� trajectory distance using 11. This calculation is identical to the control state calculation
of d described in Appendix C. As long as the magnetometer system supplies a time tagged measurement,
the INS can calculate the magnetometer o� trajectory distance without knowledge of the magnet location.

3.2.2 On-vehicle magnetometer con�guration

The GPS/INS and magnetometer con�guration is shown in Figure 4. There are two magnetometers on the
vehicle. One on the front and one on the rear bumbers. The light lines are the outline of a box enclosing
the vehicle chassis and the wide dotted lines indicate the o�sets from G to Sf and Sr in body frame. In the
body frame, G denotes the GPS/INS e�ective position, Sf denotes the front magnetometer position and Sr
denotes the rear magnetometer position. In the body frame, the sensor o�set vectors are

[Sf �G]b =

2
4 lf
�d
h

3
5 [Sr �G]b =

2
4 �lr

�d
h

3
5 (17)

where lf is the distance between G and Sf along the x� axis of the body frame, lr is distance between G
and Sr along the x � axis of the body frame, d is the distance between G and either magnetometer along
the y � axis of the body frame, and h being the distance between G and either magnetometer (Sf or Sr)
along the z � axis of the body frame. We have assumed that the vector from Sf to Sr is parallel to the
x�axis of the vehicle body frame. This assumption is not necessary for the theory of the approach to work.
It is (approximately) true in this application of the approach.

Denoting the tangent frame coordinates of the GPS/INS, the front magnetometer and the rear magne-

7



Y, v

Z, w

X, u

G

h

d

d

lf

lr

Sr

Sf

Figure 4: Con�guration of the magnetometers and INS on the vehicle chassis. The light lines are the outline
of a box enclosing the vehicle chassis. The INS e�ective position is indicated by G. The front and rear
magnetometer positions are indicated by Sf and Sr, respectively. The wide dotted lines indicated the o�sets
from G to Sf and Sr in body frame.

tometer as G = (x; y; z), Sf = (xf ; yf ; zf ) and Sr = (xr; yr; zr), respectively, yields the following equations:

2
4 xf
yf
zf

3
5 =

2
4 x
y
z

3
5+Rb2t

2
4 lf
�d
h

3
5 (18)

2
4 xr
yr
zr

3
5 =

2
4 x
y
z

3
5+Rb2t

2
4 �lr

�d
h

3
5 (19)

with Rb2t being the rotation matrix from the vehicle body frame to the tangent frame. The INS uses these
equations to predict the tangent plane positions of each magnetometer. With Ĝ = (x̂; ŷ; ẑ), Ŝf = (x̂f ; ŷf ; ẑf )

and Ŝr = (x̂r ; ŷr; ẑr), the equations are

2
4 x̂f
ŷf
ẑf

3
5 =

2
4 x̂
ŷ
ẑ

3
5+ R̂b2t

2
4 lf
�d
h

3
5 ; (20)

2
4 x̂r
ŷr
ẑr

3
5 =

2
4 x̂
ŷ
ẑ

3
5+ R̂b2t

2
4 �lr

�d
h

3
5 (21)

where R̂b2t is the INS estimate of Rb2t. These matrices are related by

R̂b2t = (I� [��])Rb2t + h:o:t:0s (22)

with [��] being the skew-symmetric matrix formed by the small rotation angle error vector � = [�N ; �E ; �D]
T ,

[��] =
2
4 0 ��D �E

�D 0 ��N
��E �N 0

3
5 : (23)

The matrix [��] is the correction that is required to align the calculated tangent frame to the true tangent
frame. One of our objectives is to estimate �.

8



Subtracting eqn. (20) from eqn. (18) and eqn. (21) from eqn. (19), substituting in eqn. (22), and
rearranging yields 2

4 Æxf
Æyf
Æzf

3
5 =

2
4 Æx
Æy
Æz

3
5+ [��] R̂b2t

2
4 lf
�d
h

3
5+

2
4 nxf
nyf
nzf

3
5 (24)

2
4 Æxr
Æyr
Æzr

3
5 =

2
4 Æx
Æy
Æz

3
5+ [��] R̂b2t

2
4 �lr

�d
h

3
5+

2
4 nxr
nyr
nzr

3
5 (25)

where Æ� = � � �̂ denotes the error between actual and calculated quantities and n� is the error due to
linearization. De�ne 2

4 �x̂tf
�ŷtf
�ẑtf

3
5 = R̂b2t

2
4 lf
�d
h

3
5

and 2
4 �x̂tr

�ŷtr
�ẑtr

3
5 = R̂b2t

2
4 �lr

�d
h

3
5 :

Note that these vectors can be calculated online by the INS. The linearized equations relating the INS errors
to the error in the calculated magnetometer positions are then

2
4 Æxf
Æyf
Æzf

3
5 =

2
4 Æx
Æy
Æz

3
5�

2
4 0 ��ẑtf �ŷtf

�ẑtf 0 ��x̂tf
��ŷtf �x̂tf 0

3
5
2
4 �N
�E
�D

3
5+

2
4 nxf
nyf
nzf

3
5 ; and (26)

2
4 Æxr
Æyr
Æzr

3
5 =

2
4 Æx
Æy
Æz

3
5�

2
4 0 ��ẑtr �ŷtr

�ẑtr 0 ��x̂tr
��ŷtr �x̂tr 0

3
5
2
4 �N
�E
�D

3
5+

2
4 nxr
nyr
nzr

3
5 : (27)

The following subsection extends this analysis to relate the INS state error to the residual magnetometer
measurement error.

3.2.3 Magnetometer measurement and its linearized equation

Let Ptf (xtf ; ytf ) be the nearest point to Sf on the trajectory. Let Ptr(xtr ; ytr) be the nearest point to Sr
on the trajectory. The o�-trajectory distance measurements of the front and rear magnetometers are

~df =
q
(xf � xtf )

2 + (yf � ytf )
2 + nf

0

(28)

~dr =
p
(xr � xtr )

2 + (yr � ytr)
2 + nr

0

(29)

where nf
0

and nr
0

denote the front measurement noise and the rear measurement noise, respectively. Lin-

earizing eqns. (28) { (29) at Ŝf = (x̂f ; ŷf ; ẑf ) and Ŝr = (x̂r ; ŷr; ẑr), following the approach of Section 3.2.1,
yields the following linear equations:

Ædf = ~df � d̂f

= Hf

�
Æxf
Æyf

�
+ h:o:t:0s+ nf

0

(30)

Ædr = ~dr � d̂r

= Hr

�
Æxr
Æyr

�
+ h:o:t:0s+ nr

0

(31)

where h:o:t:0s represents the higher order terms in the expansion,

Hf =

�
(xf�xtf )p

(xf�xtf )2+(yf�ytf )2
(yf�ytf )p

(xf�xtf )2+(yf�ytf )2

�
(xf ;yf )=(x̂f ;ŷf )

9



and

Hr =
h

(xr�xtr )p
(xr�xtr )2+(yr�ytr )2

(yr�ytr )p
(xr�xtr )2+(yr�ytr )2

i
(xr;yr)=(x̂r;ŷr)

:

For highway trajectories, the curvature is small (< 1
800m

�1). Therefore, since jjSr � Srjj << 800m,

Hf = Hr = Hm (32)

with Hm being the unit vector normal to the trajectory de�ned in Section 3.2.1.
In this implementation, the calculated values of df and dr are needed at a time synchronized with the

magnetometer measurements. Note that these quantities can be calculated without explicit knowledge of
the location of the magnets. A method for calculating d̂G, the distance of the INS from the trajectory, is
described in [34]. The calculation described in [34] also produces the normal to the trajectory, so that Ĥm

is available. Therefore, the calculated front and rear magnetometer o�-trajectory distances (d̂f and d̂r) are

d̂f = Ĥm

�
x̂f � x̂
ŷf � ŷ

�
+ d̂G; (33)

d̂r = Ĥm

�
x̂r � x̂
ŷr � ŷ

�
+ d̂G (34)

where the terms [x̂f � x̂; ŷf � ŷ] and [x̂r � x̂; ŷr � ŷ] are calculated as shown in eqns. (20{21).

3.2.4 Measurement matrix de�nition

Substituting Æxf and Æyf of eqn. (26) into eqn. (30) and Æxr and Æyr of eqn. (27) into eqn. (31), and
rearranging yields the following equations:

Ædf = Hf

�
1 0 0 �ẑtf ��ŷtf
0 1 ��ẑtf 0 �x̂tf

�
2
66664

Æx
Æy
�N
�E
�D

3
77775+ nf (35)

Ædr = Hr

�
1 0 0 �ẑtr ��ŷtr
0 1 ��ẑtr 0 �x̂tr

�
2
66664

Æx
Æy
�N
�E
�D

3
77775+ nr (36)

where nf and nr represent the front and rear magnetometer measurement noise and linearization error terms.
Combining eqn. (35) and eqn. (36) provides the desired measurement equation as

�
Ædf
Ædr

�
= Hfrm

2
66664

Æx
Æy
�N
�E
�D

3
77775+

�
nf
nr

�
: (37)

The measurement matrix, Hfrm , is

Hfrm =

�
hpNf hpEf h�Nf h�Ef h�Df
hpNr hpEr h�Nr h�Er h�Dr

�
(38)

=

�
Hm 0
0 Hm

�
2
664

1 0 0 �ẑtf ��ŷtf
0 1 ��ẑtf 0 �x̂tf
1 0 0 �ẑtr ��ŷtr
0 1 ��ẑtr 0 �x̂tr

3
775

with Hm 2 <1�2 and Hfrm 2 <1�5. This linearized measurement equation is used in the extended Kalman
�lter to estimate the INS errors.

10



3.2.5 Linearized Measurement Equations

The DCPGPS residual model is presented in eqn. (88) in the ECEF frame. It can be rewritten in the
tangent frame as

Æ� = (r��+N)�� R̂ = h(ij)Rt2eÆp+ n� (39)

where (r�� + N)� is the ambiguity-resolved double di�erence GPS phase range. The operation H1 of
Figure 1 is

R̂ = kX� (X0 +Rt2ep)k (40)

where X is the satellite position in the ECEF frame, X0 is the base station GPS antenna position in the
ECEF frame, and p is the INS position in the tangent frame. Therefore,

hp = [ hpN hpE hpD ] (41)

= h(ij)Rt2e

is the de�nition of the linearized range measurement vector relating the phase residual to the position residual
state, the double di�erence GPS line-of-sight vector, and the double di�erential phase noise n�.

Projecting the tangent frame INS velocity onto the double di�erence Doppler measurement, subtracting
it from eqn. (89) and rewriting in the tangent frame yields

ÆD = r�D� � D̂ = h(ij)Rt2eÆv + nD (42)

wherer�D� is double di�erential GPS Doppler measurement. The operation corresponding toH2 of Figure
1 is

D̂ = h(ij)Rt2ev (43)

where v is the INS velocity in the tangent frame. Therefore,

hv = [ hvN hvE hvD ] (44)

= h(ij)Rt2e

is the Doppler measurement vector relating the residual Doppler measurement to the velocity residual states
and the double di�erential Doppler measurement noise nD.

The magnetometer measurement residual model is de�ned in eqn. (37) with Hfrm de�ned in eqn. (38).
The o�-trajectory distance calculations corresponding to H3 in Figure 1 is de�ned in Eqns. (33 { 34).

Combining the measurement models from the GPS carrier phase, Doppler, and magnetometer measure-
ment residuals yields 2

664
Æ�
ÆD
Ædf
Ædr

3
775 = HÆx+

2
664
n�
nD
nf
nr

3
775 (45)

where

H=

2
664

hpN hpE hpD 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 hvN hvE hvD 0 0 0 0 0 0 0 0 0

hpNf hpEf 0 0 0 0 h�Nf h�Ef h�Df 0 0 0 0 0 0

hpNr hpEr 0 0 0 0 h�Nr h�Er h�Dr 0 0 0 0 0 0

3
775 : (46)

3.3 Two Antenna GPS aided INS

The following sections present the equations that the INS will use to predict the two antennae DCPGPS
measurements and that the EKF will use to estimate the INS calibration errors. The two GPS antennae are
rigidly attached to the vehicle body at known locations o�set in the horizontal plane.

Eqn. (85) and eqn. (88) give the relationship between the GPS receiver di�erential measurement and
position residual error �x in ECEF frame. Note that the linearization point is the INS state saved syn-
chronously with the GPS measurement. Therefore, �x is the estimated correction to the INS state in ECEF
frame. The equation �x = Rt2e�x

t gives the relationship between the position residual error in ECEF
frame and the position residual error �xt in the tangent frame.

11



3.3.1 Linearized INS residual model

Let At
1, A

t
2 and G

t denote the true position coordinates of GPS antenna 1, GPS antenna 2 and INS in the
tangent frame, respectively. Let Ât

1, Â
t
2 and Ĝt denote the position coordinates of GPS antenna 1, GPS

antenna 2 and INS in the tangent frame, respectively, as calculated by the INS at the GPS measurement
time. Let Ab

1 and Ab
2 denote the coordinates of GPS antenna 1 and GPS antenna 2 in the body frame,

which are known. Hence, the true positions of GPS antennae in the tangent frame are:

At
1 = Gt +Rb2tA

b
1 (47)

At
2 = Gt +Rb2tA

b
2 (48)

and the predicted positions of GPS antennae, based on the calculated INS states, are

Ât
1 = Ĝt + R̂b2tA

b
1 (49)

Ât
2 = Ĝt + R̂b2tA

b
2 (50)

since Gb is the origin of the body frame coordinate system.
Subtracting eqn. (49) from eqn. (47) and eqn. (50) from eqn. (48), yields

�xt1 = �xtG + [��]R̂b2tA
b
1 + n1

= �xtG + [��]Ât
1 + n1 (51)

�xt2 = �xtG + [��]R̂b2tA
b
2 + n2

= �xtG + [��]Ât
2 + n2 (52)

where R̂b2t is the INS estimate of Rb2t. These matrices are related by

R̂b2t = (I� [��])Rb2t + h:o:t:0s (53)

where �xt1 = At
1 � Ât

1, �x
t
2 = At

2 � Ât
2, �x

t
G = Gt � Ĝt, n1 is the GPS antenna 1 linearization error

vector, and n2 is the GPS antenna 2 linearization error vector, and [��] is the skew-symmetric rotation
matrix formed by the small angle error � = [�N ; �E; �D]

T :

[��] =
2
4 0 ��D �E

�D 0 ��N
��E �N 0

3
5 : (54)

Eqns. (51) and (52) present the linear relationship between each GPS antenna tangent plane position error
and the INS position and the small rotation angle errors. Eqns. (51) and (52) are applicable for the case
where both the GPS antenna A1 and A2 positions can be accurately estimated from di�erential carrier
phase measurements. In this case, the position accuracy can be calculated at the cm level and the attitude
at the sub-degree level.

If only the short baseline between A1 and A2 is accurately estimated based on double-di�erenced, carrier
phase measurements between the two antennae, then di�erencing eqns. (52) and (51) yields

�xt12 = [��]Ât
12 + n

0

12 (55)

with �xt12 = At
12� Ât

12, A
t
12 = At

1�At
2 and Â

t
12 = Ât

1� Ât
2, which gives the linear relationship between

the short baseline vector residual error and the small rotation angle error. Note that this would allow
sub-degree attitude estimation.

Note that this section has only derived the linearized models of the error in the INS prediction of the GPS
antennae positions. These linearized models depend on the INS position and attitude errors. This section
has not related these linear models to the GPS measurements. The relation to the GPS measurements is
presented in the following section.

3.3.2 Measurement matrix de�nition

Transforming the short baseline vector residual �xt12 of eqn. (55) from the tangent frame to the ECEF
frame and rearranging it yields

�x12 = Rt2e([�Ât
12�]�+ n

0

A12
)

= Rt2e

2
4 0 ẑt12 �ŷt12
�ẑt12 0 x̂t12
ŷt12 �x̂t12 0

3
5
2
4 �N
�E
�D

3
5+ n

00

12 (56)
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with �x12 being the baseline residual error in the ECEF frame, Rt2e being the rotation transformation
matrix from the tangent frame to the ECEF frame, Ât

12 = R̂b2tA
b
12 = [x̂t12 ŷt12 ẑt12]

T and n
00

12 being the
linearized noise vector in the ECEF frame.

For each ambiguity resolved carrier phase measurement de�ned in eqn. (94), the scalar carrier phase
measurement residual is

ÆA12 = (r��+N)�� Â12 = h(ij)�x12

= h(ij)Rt2e

2
4 0 ẑt12 �ŷt12
�ẑt12 0 x̂t12
ŷt12 �x̂t12 0

3
5
2
4 �N
�E
�D

3
5+ n12 (57)

where
Â12 = h(ij)R̂t2eR̂b2tA

b
12 (58)

which is calculated based on INS rotation matrices1, h(ij) is the GPS satellite unit vector, Ab
12 is the known

baseline vector in the body frame and n12 is the scalar noise from both the carrier phase measurements and
linearization. Hence the de�nition of the measurement vector for each satellite is

h� = [ h�N h�E h�D ] (59)

= h(ij)Rt2e

2
4 0 ẑt12 �ŷt12
�ẑt12 0 x̂t12
ŷt12 �x̂t12 0

3
5

with h�N , h�E and h�D being three components of the measurement vector.

3.3.3 Linearized Measurement Equations

Three measurements are used for each satellite: integer-resolved, double-di�erenced, carrier phase range;
Doppler; and the integer-resolved, double-di�erenced baseline measurement. The linear observation matrix
used in the extended Kalman �lter for each satellite is derived below.

The integer-resolved, double-di�erence phase residual model is presented in eqn. (88) in the ECEF frame.
It can be rewritten in the tangent frame as

Æ� = (r��+N)��rR̂(ij) = h(ij)Rt2eÆp+ n� (60)

where (r�� + N)� is the ambiguity-resolved, double-di�erential GPS phase range, and n� is the double
di�erential phase noise. The calculation corresponding to operation H1 of Figure 2 is

rR̂ = kX(i) � (X0 + R̂t2ep̂)k � kX(j) � (X0 + R̂t2ep̂)k (61)

with X being the satellite coordinates in the ECEF frame, X0 being the base station GPS antenna position
in the ECEF frame, and p being the INS position in the tangent frame. Therefore,

hp = [ hpN hpE hpD ] (62)

= h(ij)Rt2e

is the de�nition of the linearized carrier phase range measurement vector for the residual position.
Projecting the tangent frame INS velocity onto the GPS user-to-satellite unit vector, subtracting it from

eqn. (89), and rewriting in the tangent frame yields

ÆD = r�D� � D̂ = h(ij)Rt2eÆv + nD (63)

where r�D� is double di�erential GPS Doppler measurement, and nD is the double di�erential Doppler
measurement noise. The operation corresponding to H2 in Figure 2 is

D̂ = ĥ(ij)R̂t2ev̂ (64)

1Error in R̂t2e is related to the position error. The error in this rotation matrix is small (< 10 � deg) and neglected in this
analysis.
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with v being the INS velocity in the tangent frame. Therefore,

hv = [ hvN hvE hvD ] (65)

= h(ij)Rt2e

is the Doppler measurement vector corresponding to the velocity residual.
The calculation corresponding to H3 in Figure 2 is shown in eqn. (58). The linearized measurement

equation is shown in eqn. (59) for the rotation error states.
Combining the phase, Doppler, and short baseline measurement models yields2

4 Æ�
ÆD
ÆA12

3
5 = HÆx+

2
4 n�
nD
n12

3
5 (66)

where

H =

2
4 hpN hpE hpD 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 hvN hvE hvD 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 h�N h�E h�D 0 0 0 0 0 0

3
5 (67)

with the state variables and other terms de�ned above.

3.4 Extended Kalman Filter

In either system described herein, the magnetometer and GPS measurements and the INS dynamics are
nonlinear functions of the INS state. The extended Kalman �lter is implemented in residual state space by
linearizing the magnetometer and GPS measurement equations, and INS dynamics.

The INS residual states and their covariance time update are

Æx�k+1 = 0; (68)

P�k+1 = �((k+1)Tgps;kTgps)P
+
k �

T
((k+1)Tgps;kTgps)

+Qdk: (69)

When the valid magnetometer or di�erential GPS measurements are available, the �lter gains are calculated
as

K = P�k+1H
T
k+1(Hk+1P

�
k+1H

T
k+1 +Rk+1)

�1 (70)

with R being the measurement covariance matrix corresponding to either eqn. (45) or (67), the residual
state covariance matrix and the residual state measurement updates are calculated as

P+
k+1 = (I�KHk+1)P

�
k+1 (71)

Æx+k+1 = K

2
664

Æ�
ÆD
Ædf
Ædr

3
775
k+1

: (72)

The estimate Æx+k+1 is fed back to correct INS states, as shown in Figures 1 and 2. Therefore, the initial

predicted residual state for the next time propagation is Æx�k+1 = 0.
When valid di�erential GPS or magnetometer measurements are not available, the time update of eqns.

(68 { 69) still occur, to account for the increased uncertainty of the INS state. At any epoch for which
magnetometer or GPS measurements are not available, K is set to zero, and the measurement update still
occurs. This e�ectively sets P+

k+1 = P�k+1, so that P
+
k+1 is properly initialized for the next time update. In

the actual implementation, the measurement updates are performed as a set of scalar measurement updates
(see Sect. 4.5.1 of [10]); therefore, the previous comments of this paragraph are applied on a per measurement
basis.

4 Performance Analysis

This section uses covariance analysis to predict the performance that will be attained by each of the two
approaches under consideration. The covariance analysis methodology is discussed in Section 4.4.2 of [10].
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4.1 Magnetometer and GPS aided INS

Covariance analysis is performed to predict the system performance. The system covariance is calculated
by the recursive Kalman �lter time and measurement covariance updates, of eqns. (69{71), where the
measurement matrix is de�ned in eqn. (46). The values of �, Qd and R are de�ned and calculated in
Section 3.1.2.

Figure 5 shows the standard deviation, determined by covariance analysis methods, for DGPS-aided INS
(top), magnetometer-aided INS (middle), and front and rear magnetometer/DGPS aided INS (bottom).
The left column of �gures shows the position error standard deviations (STD's). The right column of �gures
shows the attitude error STD's. The analysis was performed for a vehicle driving without acceleration along
a south to north trajectory, so that for the left column of plots the solid line is the tangential position error,
the dashed line is normal position error, and the dotted line is vertical position error. A nonaccelerating
vehicle is the worst case situation for INS error observability (see Section 6.8 in [10]).
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Figure 5: Covariance Analysis Comparison between DCPGPS aided INS, magnetometer aided INS, and
the integrated magnetometer/DCPGPS aided INS. The left column contains plots of the position standard
deviation (STD) for the three systems: dashed{normal to trajectory, solid{parallel to trajectory, dotted{
vertical. The right column contains plots of the attitude STD for the three systems: dashed{pitch, solid{roll,
dotted{yaw. The top two plots indicate the performance of the GPS/INS approach. The middle two plots
indicate the performance of the front and rear magnetometer/INS approach. The bottom plots indicate the
performance of the front and rear magnetometer/GPS/INS approach. The extra line (dashed dotted) on the
graph in the third row right column displays the heading STD for the single (front) magnetometer/GPS/INS
approach.
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The error model for the covariance analysis includes 15 inertial error states, continuous-time white mea-
surement noise from three accelerometers (�a = 1 � 10�2 m

s2
p
Hz

) and three gyros (�g = 2:2 � 10�4 rad

s
p
Hz

),

continuous-time white process noise for three accelerometer biases (�a = 1 � 10�6 m

s3
p
Hz

) and three gy-

ros biases (�g = 1 � 10�8 rad

s2
p
Hz

), white carrier phase GPS measurement noise (�G = 1:0 cm), and white

magnetometer measurement noise (�M = 1:0 cm). For this analysis, the magnetometer to INS o�sets are
d = 0:3 m; h = 1:0 m; lf = 1:0 m; and lr = 1:0 m.

The position error STD plots of the left column show that DGPS-aided INS provides position esti-
mates in all three dimensions at the 3.5 cm level. The magnetometer-aided INS accurately estimates the
lateral vehicle position (2.8 cm), but is not capable of estimating vertical or longitudinal position2. The
magnetometer/DGPS-aided INS accurately estimates position in all three dimensions at the 2.8 cm level.

The attitude error STD plots of the right column show that the DGPS-aided INS is able to accurately
estimate pitch and roll (STD � 0:1 deg), but that yaw errors (for a non-accelerating vehicle) are not
observable. This lack of observability is well understood and discussed in the literature, see for example
Section 6.8 of [10]. The magnetometer-aided INS is able to accurately estimate yaw (STD = 0:18 deg) due
to the spacing between the two magnetometers, but cannot estimate pitch or roll. The fourth line (dashed
dotted) of the bottom right column shows the yaw estimation accuracy when only the front magnetometer
measurement is used as an aiding signal. This front magnetometer/DGPS-aided INS achieves a yaw error
STD of 0:32 degs. The front and rear magnetometer/DGPS-aided INS is able to accurately estimate all
three attitude states. Of primary importance, yaw accuracy is predicted to have STD = 0:18 deg.

4.2 Two Antenna GPS aided INS

Covariance analysis is performed to predict the system performance. The system covariance is calculated
by the recursive Kalman �lter time and measurement covariance updates, of eqns. (69{71), where the
measurement matrix is de�ned in eqn. (67). The values of �, Qd and R are de�ned and calculated in
Section 3.1.2. For two antennae DGPS aided INS, the measurement matrix H is de�ned as eqn. (67) with
a = 1:0 meter and b = 0:13 meter. For one antenna DGPS aided INS, the measurement matrix H is de�ned
as the �rst two rows of eqn. (67).

Since a main interest is the accuracy of the estimated heading, we analyze the worst case scenario of a
non-accelerating vehicle. The assumptions for this special situation are:

� the vehicle is driving at a constant speed without acceleration;

� the geometry of GPS is formed by four satellites with one directly above the GPS receiver and other
three equally separated with 45 degree elevation angle.

Figure 6 shows the position and velocity error standard deviations for one antenna carrier phase DGPS
aided INS3 (top sub-�gures) and two antenna carrier phase DGPS aided INS (bottom sub-�gures). The left
sub-�gures are the standard deviation of position errors The right sub-�gures are the standard deviation
of velocity errors. The solid line represents the north error. The dashed line represents the east error.
The dotted line represents the down direction error. The �gure shows both the position and velocity are
accurately estimated for both cases. The position errors of one antenna DGPS aided INS are within 0.026
meter when the system is in steady state, while the position errors of two antennae DGPS aided INS are
within 0.021 meter. The velocity errors of one antenna DGPS aided INS are within 0.022 m=s when system
is in steady state; while the velocity errors of two antennae DGPS aided INS are within 0.020 m=s.

Figure 7 shows the attitude error standard deviations for one antenna carrier phase DGPS aided INS
(top �gure) and two antennae carrier phase DGPS aided INS (bottom �gure). In the �gure, the solid line
represents the roll angle error, the dashed line represents the pitch angle error, the dotted line represents
the yaw/heading angle error. One antenna DGPS aided INS is able to accurately estimate the pitch and
roll angles with error standard deviations less than 0.11 deg, but the yaw angle error is not observable for a
non-acceleration vehicle; while two antennae DGPS aided INS is able to accurately estimate all three attitude
states with the roll angle error less than 0.11 deg, the pitch angle error less than 0.09 deg and the yaw angle
error less than 0.27 deg.

2The magnetometer system can track longitudinal position to the accuracy of the magnet spacing if the magnet polarities
are used to implement an error correcting code.

3The single GPS antenna is directly above the INS by 0.13 m.
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Figure 6: Position and velocity error standard deviation comparison between one antenna carrier phase
DGPS/INS (top sub-�gures) and two antenna carrier phase DGPS/INS (bottom sub-�gures). The solid line
is north. The dashed line is east. The dotted line is down.
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Figure 7: Attitude error standard deviation comparison between one antenna carrier phase DGPS/INS (top
sub-�gure) and two antennae carrier phase DGPS/INS (bottom sub-�gure). The solid line is roll. The
dashed line is pitch. The dotted line is heading.
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5 Experimental Results

The theory described above will be implemented in software by UCR in the 01/02 �scal year. Following
implementation, the software will be tested on the PATH vehicles.

6 Conclusions

6.1 Magnetometer/GPS/INS

GPS/INS/Magnetometer attitude determination and navigation system has been analyzed and designed,
but not yet built or tested. This system uses three di�erent types of sensors to obtain observability of the
full navigation state and triplicate sensor redundancy. We expect the experimental results to show that
the accuracy of the position is at the centimeter level, the accuracy of the velocity is at the centimeter per
second level, and the accuracy of the heading is at the tenth of a degree level as long as the vehicle is moving.
Acceleration is not required for observability.

6.2 Two antenna/GPS/INS

The main contribution of this portion of the project is the design and analysis of a new method for deter-
mining vehicle attitude using only two GPS antennae and an INS. Previous methods for GPS based attitude
determination required at least three antennae. In addition, to the theoretical analysis and design, this
article has described a system integration and related vehicle control experiments.

The two-antenna GPS/INS attitude determination and navigation system was designed to achieve high
performance at low cost. For example, the second GPS can be single frequency and the IMU is a low cost
solid state instrument. We expect that the experimental results will show that the accuracy of the position
is less that 0.02 m (1 standard deviation). The accuracy of the velocity is 0.01 m/s (1 standard deviation).
The accuracy of the attitude is 0.03 degree for the roll and pitch angles and 0.1 degree for the heading angle
(1 standard deviation).

7 Future Research

During the next year, this approach will be implemented, tested, and demonstrated on the PATH vehicles.
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A Global Position System

The NAVSTAR (NAVigation System with Timing And Range) Global Positioning System (GPS) is a space-
based, all-time, all-weather navigation system developed by the Department of Defense (DOD) to determine
position, velocity, and time for a user that is on (or near) the earth [18, 21, 22, 27].

A.1 GPS Measurement Model

For civilian GPS receivers, three types of GPS measurements are available for each correlator channel with a
locked GPS satellite signal. They are pseudorange and integrated carrier phase for L1 and L2, and Doppler.
The pseudorange and carrier phase model equations are (from [10]):

~�(i) = ((X(i) � x)2 + (Y (i) � y)2 + (Z(i) � z)2)0:5 + c�tr

+c�t(i)sv + c�t
(i)
trop + c�t

(i)
ion +E(i) +MP (i) + �(i) (73)

~�(i) =
1

�

h
((X(i) � x)2 + (Y (i) � y)2 + (Z(i) � z)2)0:5 + c�tr

+c�t(i)sv + c�t
(i)
trop � c�t

(i)
ion +E(i) +mp(i) + �(i)

i
�N (i) (74)

and the Doppler measurement (the carrier phase time di�erential) is

~D(i)(t) =
d~�(i)(t)

dt
(75)

where ~� is the measured pseudorange in meters, ~� is the measured carrier phase in cycles, ~D(t) is the
measured Doppler velocity at time t, (X;Y; Z) is the position of a satellite in ECEF coordinates, (x; y; z) is
the position of the GPS receiver antenna in ECEF coordinates, �tr is the receiver clock bias, �tsv is the clock
bias of the satellite, �ttrop is a measure of the tropospheric delay, �tion is a measure of the ionospheric delay
with di�erent sign for pseudorange and carrier phase, E represents error in the broadcast ephemeris data,
MP represents multipath error on the pseudorange signal, mp represents phase multipath error, � represents
receiver range tracking error, � represents receiver phase tracking error, N is the integer ambiguity of carrier
phase, � = c

f
, c is the speed of light and f is the carrier microwave frequency of L1 or L2. The ()(i) notation

refers the quantity in parenthesis to satellite i. The Navigation Ephemeris data, de�ned in [18], is used to
calculate GPS satellite orbits, clock corrections, and determine the satellite position in ECEF coordinates.

The error terms c�t
(i)
sv , c�t

(i)
trop, c�t

(i)
ion and E(i) can be canceled, for users in a local area, by di�erential

operation as described in Section A.3. The multipath error and GPS receiver noise of carrier phase are much
smaller (cm's and mm's, respectively) than those of the pseudorange (m's and decimeters, respectively).

Therefore, there the phase measurement is a much cleaner measurement than the pseudorange. However,
for the phase measurement, there is a unknown (usually large) integer constant bias N . This integer phase
ambiguity is the whole number of carrier phase cycles between the receiver and the satellite at an initial
measurement time. To make use of carrier phase measurement as a range estimate, this integer ambiguity
must be correctly estimated and removed. The details of this integer ambiguity resolution algorithm are
described in [10, 35, 36].

A.2 Linearized measurement equation

If an estimate of the GPS receiver position x̂ = (x̂; ŷ; ẑ) is available, then the corresponding estimated range
between the GPS receiver and the i-th satellite is calculated by R̂(i) = ((X(i)�x̂)2+(Y (i)�ŷ)2+(Z(i)�ẑ)2)0:5,
where the satellite position (X(i); Y (i); Z(i)) is calculated using the navigation ephemeris data. Linearizing
the GPS measurement eqns. (73{75) yields:

~�(i) � R̂(i) = h(i)(x� x̂) + c�tr + �(i) + c�t
(i)
ion +MP (i) + �(i) + h:o:t:0s (76)

~�(i)�� R̂(i) = h(i)(x� x̂) + c�tr + �(i) � c�t
(i)
ion +mp(i) + �(i) �N (i)�+ h:o:t:0s (77)

and the derivative of eqn. (77) with respect to t is (with assumption @h(i)

@t
� 0):

~D(i)(t)� � h(i)(v̂r � v̂(i)sv ) = h(i)(vr � v̂(i)r ) +
@(c�tr)

@t
+
@�(i)

@t
� @(c�t

(i)
ion)

@t
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+
@mp(i)

@t
+
@�(i)

@t
+ h:o:t:0s (78)

where x is the actual position of then GPS receiver, vr is the true velocity of the GPS receiver, v̂r is the

calculated velocity of the GPS receiver, v̂
(i)
sv is the calculated velocity of satellite i, h:o:t:0s represents higher

order terms in the expansion,

�(i) = c�t(i)sv + c�t
(i)
trop +E(i) (79)

is the common error that can be canceled in a local region by Di�erential GPS,

h(i) =
h

@�(i)

@x
@�(i)

@y
@�(i)

@z

i���
(x̂;ŷ;ẑ)

(80)

is the unit vector from the satellite to the GPS receiver:

@�(i)

@x
=

�(X(i) � x)

((X(i) � x)2 + (Y (i) � y)2 + (Z(i) � z)2)0:5

@�(i)

@y
=

�(Y (i) � y)

((X(i) � x)2 + (Y (i) � y)2 + (Z(i) � z)2)0:5

@�(i)

@z
=

�(Z(i) � z)

((X(i) � x)2 + (Y (i) � y)2 + (Z(i) � z)2)0:5
:

A.3 GPS Di�erential Operation

To achieve signi�cant accuracy improvements, di�erential operation can be used to cancel the errors between
GPS receivers. For di�erential GPS with a short baseline (within 20 miles), especially for attitude deter-

mination with baseline length within several meters, c�t
(i)
sv , c�t

(i)
trop, c�t

(i)
ion and E(i) are nearly the same

between the two receivers. These errors comprise the common-mode error. For di�erential GPS with long

baseline or at a di�erent altitude, c�t
(i)
trop, c�t

(i)
ion, and E

(i) need to be modeled and estimated [10, 27]. The
details are not described here.

Di�erential GPS involves a reference GPS receiver, rover GPS receivers, and a communication mechanism
between the reference GPS receiver to the rover GPS receivers. The vector between two GPS antennae is
called the baseline formed by these two GPS antennae.

GPS di�erential operation can be divided in two cases based on the characteristics of the reference
receiver antenna. The reference receiver (and antenna) will be referred to in the following as the base or
GPS2. Other receiver/antenna pairs, possibly moving with respect to the base will be referred to as rovers
or GPS1.

1. The base location is accurately known4: In this situation, the known position and velocity of the
base can be used to calculate the error corrections of each satellite. These corrections are broadcast to
rovers. The rover receivers use the broadcast corrections to remove common mode errors from each
satellite measurement.

The GPS pseudorange, carrier phase, and Doppler corrections calculated at the base using eqns. (76
{ 78) are

�(i)
� = c�trB + �

(i)
B + c�t

(i)
ion +MP

(i)
B + �

(i)
B (81)

�
(i)
� = c�trB + �

(i)
B � c�t

(i)
ion + n

(i)
�B
�N

(i)
B � (82)

�
(i)
D(t) = �h(i)v(i)sv + @(c�trB )

@t
+
@�(i)

@t
� @(c�t

(i)
ion)

@t
+
@n

(i)
�B

@t
: (83)

where the notation ()B refers the quantity in the parenthesis to the base station receiver. These
quantities are the basic calculated correction results for the di�erential GPS reference stations that
are widely used in applications, such as the single GPS base station, the Local Area Augmentation
System (LAAS), and the Wide Area Augmentation System (WAAS). The calculation approaches are
not necessarily the same. The details of the base station design and implementation for this project
are discussed in [12].

The single and double di�erence DGPS approaches are reviewed below.

4In this approach, the base location is usually �xed. However, this is not a requirement of the method. Instead, the base
station is typically �xed as this simpli�es the problem of accurately determining the base location (e.g., by surveying).
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(a) Single Di�erence. Using the results of eqns. (81{83) as corrections and substituting them into
eqns. (76{78) yields the linearized single di�erence GPS measurements at the rover as:

4�(i) � R̂(i) = h(i)�x+ c�trRB +MP
(i)
RB + n(i)�RB (84)

4�(i)�� R̂(i) = h(i)�x+ c�trRB + n
(i)
�RB

�N
(i)
RB� (85)

4D(i)�� h(i)v̂r = h(i)�v +
@(c�trRB )

@t
+ n

(i)
DRB

(86)

where

4�(i) = ~�
(i)
R ��(i)

� ;

4�(i) = ~�
(i)
R ��

(i)
� =�;

4D(i)� = ~D
(i)
R (t)� ��

(i)
D(t);

with �x = x�x̂, �v = vr�v̂r, the notation ()R refers the quantity in the parenthesis to the rover
GPS receiver, the notation ()RB refers the quantity in the parenthesis to the di�erence between

the base and the rover GPS receivers, n
(i)
�RB is the single di�erence pseudorange noise and high

order expansion term error, n
(i)
�RB

is the single di�erence carrier phase noise, multipath error, and

high order expansion terms error, and n
(i)
DRB

is the single di�erence velocity error including the
GPS receiver noise, multipath error, and the high order expansion terms. Eqn. (84) to eqn. (86)
can be used to calculate�x and�v. This requires estimation of the receiver clock bias and drift
rate. Note that �x and �v can be used to correct x = x̂��x and v = v̂ ��v, which are the
absolute position and velocity of the rover.

(b) Double Di�erence. To implement the double di�erence approach, the rover selects a common
satellite5 j and subtracts satellite j's single di�erence GPS measurements from the measurements
of all the other satellites. Therefore, the double di�erence measurements at the rover are calculated
as:

r4�(ij) �rR̂(ij) = h(ij)�x+MP
(ij)
RB + n(ij)�RB

(87)

r4�(ij)��rR̂(ij) = �N (ij)
RB �+ h(ij)�x+ n

(ij)
�RB

(88)

r4D(ij)� = h(ij)vr + n
(ij)
DRB

(89)

where

r4�(ij) = (~�
(i)
R ��(i)

� )� (~�
(j)
R ��(j)

� );

r4�(ij) = (~�
(i)
R ��

(i)
� =�)� (~�

(j)
R ��

(j)
� =�);

r4D(ij)� = ( ~D
(i)
R (t)���

(i)
D(t))� ( ~D

(j)
R (t)���

(j)
D(t));

rR̂(ij) = R̂(i) � R̂(j);

with h(ij) = h(i) � h(j), the notation ()(ij) refers to the quantity in parenthesis to the di�erence
between the satellite i and j.

The advantage of double di�erential GPS is that the base and rover clock bias and drift rates
have been removed. Therefore, these terms need not be estimated. The disadvantage is that the
multipath error and the GPS receiver noise between di�erent measurements are now correlated.
Note that�x and�v can be used to correct x = x̂��x and v = v̂��v, which are the absolute
position and velocity of the rover.

2. The reference location is unknown6: In this situation, the vector of the baseline formed by the
antenna of GPS1 andGPS2 is calculated. When GPS1 andGPS2 are mounted on di�erent vehicles,
this baseline represents the relative position between the vehicles. When GPS1 and GPS2 are rigidly
mounted to a single vehicle, the baseline can be used to determine the vehicle attitude.

5To achieve small multipath error, the common satellite is usually selected to have high elevation angle.
6The reference location may not be accurately known, for example, because it is moving.
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Di�erencing measurements between GPS1 and GPS2 yields

4�(i)12 = h(i)x12 + c�tr12 +MP
(i)
12 + n(i)�12 (90)

4�(i)12� = h(i)x12 + c�tr12 + n
(i)
�12

�N
(i)
12 � (91)

4D(i)
12 � = h(i)vr12 +

@(c�tr12)

@t
+ n

(i)
D12

(92)

where

4�(i)12 = ~�
(i)
1 � ~�

(i)
2 ;

4�(i)12 = ~�
(i)
1 � ~�

(i)
2 ;

4D(i)
12 = ~D

(i)
1 (t)� ~D

(i)
2 (t);

with x12 = x1 � x2, the notation ()12 refers the quantity in the parenthesis to the di�erence between
the GPS1 and the reference GPS2. Note that all common mode errors have been removed.

Subtracting the measurements of a common satellite from all other satellites yields the double di�erence
measurements:

r4�(ij)12 = h(ij)x12 +MP
(ij)
12 + n(ij)�12

(93)

r4�(ij)12 � = h(ij)x12 + n
(ij)
�12

�N
(ij)
12 � (94)

r4D(ij)
12 � = h(ij)vr12 + n

(ij)
D12

(95)

where

r4�(ij)12 = ��
(i)
12 ���

(j)
12 ;

r4�(ij)12 = ��
(i)
12 ���

(j)
12 ;

r4D(ij)
12 = �D

(i)
12 (t)��D

(j)
12 (t):

The advantage of double di�erential GPS is that the clock bias and drift of both receivers is canceled.
The disadvantage is that the double di�erence measurement noise are larger than those of single
di�erence GPS and these errors are is now correlated between measurements.

If x1 and x2 can both change freely (i.e. two vehicles), this approach allows calculation of their relative
position and velocity. If the two antennae are rigidly attached to a vehicle, then x1 � x2 can only
change orientation. Therefore, this approach allows attitude determination.
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Figure 8: Strapdown Inertial Navigation System in the Tangent Frame

B Inertial Navigation System

Inertial Navigation Systems (INS) [1, 10, 15] have been developed and are used in many applications for
control, guidance, and navigation. Such systems are capable of providing the vehicle state (i.e., position,
velocity, acceleration, attitude, angular rate) at high rates suitable for real-time applications (e.g., control).
An INS system integrates the di�erential equations describing the system dynamics for a short period of
time by using high rate data from a set of inertial instruments. During this integration process, the error
variance of the navigation states increases primarily due to the sensor noise and from sensor calibration and
alignment errors.

There are two categories of INS: stabilized platform and the strapdown. A strapdown INS in the tangent
frame was developed for this project due to its lower size, power, and cost requirements relative to a stabilized
platform approach. This section summarizes the strapdown tangent plane INS which is used for both INS
processing and GPS/INS integration.

B.1 INS Processing

The strapdown INS tangent frame mechanization is shown in Figure 8. The algorithms of the strapdown
INS are attitude calculation, force transformation, gravity calculation, Coriolis correction calculation, and
tangent frame position and velocity integration. These algorithms are described below using the variable
de�nitions speci�ed in Table 1.

The basic equation for attitude integration is

_Rb2t = Rb2t

b
tb (96)

where Rb2t is the rotation matrix from body frame to tangent frame and 
b
tb is the skew symmetric matrix

representation of !btb = [!x; !y; !z]
T , which is the body rotation rate vector with respect to the tangent

frame expressed in the body frame. Two alternative approaches to integrating the attitute, Euler angles and
quaternions, are discussed in [10].

The accelerometers measure the body frame acceleration with respect to the inertial frame represented
in the body frame. The tangent plane speci�c force vector is calculated from accelerometer measurements
as: 2

4 fN
fE
fD

3
5 = Rb2t

0
@
2
4 fu
fv
fw

3
5�

2
4 bu
bv
bw

3
5
1
A
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Variable De�nition
(n; e; d) North, east, and down position
(vN ; vE ; vD) North, east, and down velocity
(u; v; w) Vehicle frame velocity
(fN ; fE; fD) North, east, and down force
(fu; fv; fw) Vehicle frame speci�c force
g Local vertical component gravity
!ie Earth inertial angular rate
� Latitude
� Longitude
(�; �;  ) Tangent plane vehicle attitude

� = roll, � = pitch,  = yaw
(p; q; r) Vehicle frame inertial rotation rate
(bu; bv; bw) Vehicle frame accelerometer bias
(bp; bq; br) Vehicle frame gyro bias

Table 1: Variable De�nitions

where Rb2t is the solution of eqn. (96) and [bu; bv; bw] is the estimated accelerometer bias vector. The time
derivative of the velocity in the tangent frame has the relationship [1, 10]:

2
4 _vN

_vE
_vD

3
5 =

2
4 0 �2(!ie sin�) 0

2!ie sin� 0 2!ie cos�

0 �2!ie cos �̂ 0

3
5
2
4 vN
vE
vD

3
5+

2
4 fN
fE
fD

3
5+

2
4 gx
gy
gz

3
5

+

2
64

1
R�+h

vNvD � tan�
(R�+h)

v2E
tan�

(R�+h)
vNvE + 1

(R�+h)
vEvD

� 1
(R�+h)

v2E � 1
R�+h

v2D

3
75 : (97)

Eqn. (97) is the basic equation for the tangent plane velocity integration. Position in the tangent frame is
calculated by integrating the velocity with respect to time.

B.2 Tangent Plane INS Error Equations

For error analysis and online error estimation via Kalman �ltering aided by di�erential GPS, it is necessary
to linearize the INS equations along the vehicle trajectory. The linearized error equations derived in [1, 10]
are summarized below.

The linearized dynamic INS error equation is:

2
4 Æ _p
Æ _v
Æ _�

3
5 =

2
4 Fpp Fpv Fp�
Fvp Fvv Fv�
F�p F�v F��

3
5
2
4 Æp
Æv
Æ�

3
5+

2
4 ep
ev
e�

3
5+

2
4 !p
!v
!�

3
5 : (98)

All error quantities are de�ned to be the actual values minus the calculated (or measured) values (i.e.,
Æx = x� x̂).

For the tangent plane implementation, three components of the nominal error states are de�ned as:

Æp = [Æn; Æe; Æd]T is the tangent frame position error,
Ævn = [ÆvN ; ÆvE ; ÆvD ]

T is the tangent frame velocity error
Æ�n = [Æ�N ; Æ�E ; Æ�D]

T is the small attitude angle error.
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The matrix F of eqn. (98) is

F =

2
6666666666664

0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0

�2!nvE
R

0 0 0 2!D 0 0 fD �fE
2
R
(vN!N + vD!D) 0 0 �2!D 0 2!N �fD 0 fN

�2vE!D
R

0 �2�
R3 0 �2!N 0 fE �fN 0

!D
R

0 0 0 0 0 0 !D �!E
0 0 0 0 0 0 �!D 0 !N

�!N
R

0 0 0 0 0 !E �!N 0

3
7777777777775

(99)

with !N = !ie cos� and !D = �!ie sin�. Therefore,

Fpp = Fp� = F�v = 03�3; Fpv = I3�3;

Fvp =

2
4

�2!nvE
R

0 0
2
R
(vN!N + vD!D) 0 0

�2vE!D
R

0 �2�
R3

3
5 ;

Fvv =

2
4 0 2!D 0
�2!D 0 2!N
0 �2!N 0

3
5 ; Fv� =

2
4 0 fD �fE
�fD 0 fN
fE �fN 0

3
5 ;

F�p =

2
4

!D
R

0 0
0 0 0

�!N
R

0 0

3
5 ; F�� =

2
4 0 !D �!E
�!D 0 !N
!E �!N 0

3
5 :

The �rst column of matrix F is approximated as zero due to the small value of !ie
R

with respected to vN ,
vE , and vD .

In eqn. (98), ev is the velocity error caused by accelerometer measurement and gravitational model error,
and e� is the attitude error caused by gyroscope measurement error. The quantities !p, !v, and !� are the
position, velocity, and attitude process noise vectors, respectively.

B.3 INS Error State Augmentation

Eqn. (98) shows that the velocity error is driven by accelerometor error and gravitational errors and the
attitude error is driven by gyro errors. These errors can be modeled by stochastic Markov processes. The
state of these Markov processes is augmented to the INS state. Estimation of the augmented state vector then
allows INS error correction and instrument error calibration. Let xa denote the states augmented to account
for the accelerometer measurement error and the gravitation error. Let xg denote the states augmented to
account for gyroscope measurement error. Suitable linearized error models are derived in [1, 10]. Linear
error models can be de�ned with matrices Fvxa and F�xg , such that:

ev = Fvxaxa + �a (100)

e� = F�xgxg + �g (101)

where �a and �g denote the accelerometer measurement noise and gyro measurement noise, respectively.
The state augmentation process leads to a higher dimension state space model, which for observability

and computational reasons were reduced to 15 states: the nine error states of eqn. (98), three accelerometer
error states, and three gyro error states. The resulting INS linear model is

2
66664

Æ _p
Æ _v
Æ _�
_xa
_xg

3
77775 =

2
66664

0 Fpv 0 0 0

Fvp Fvv Fv� Fvxa 0

0 0 F�� 0 F�xg
0 0 0 Fxaxa 0

0 0 0 0 Fxgxg

3
77775

2
66664

Æp
Æv
Æ�
xa
xg

3
77775+

2
66664

!p
!v + �a
!� + �g
!a
!g

3
77775 : (102)

The variables xa and xg represent a composite of accelerometer and gyro errors, some of which are slowly
time varying. For convenience, they will be referred to as accelerometer and gyro biases, respectively. These
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states are modeled as random walk processes. Therefore, Fxaxa and Fxgxg are identically zero. The power
spectral densities for the driving noise processes !a and !g were determined by analysis of the instrument
biases over an extended period of time. The quantities �a and �g are the (zero mean) accelerometer and
gyro measurement noise vectors. The spectral densities of the measurement noise processes �a and �g were
determined by the analysis of measurement data. The matrices Fvxa and F�xg can be processed, by the
chain rule, as:

Fvxa =
@v

@f b
@f b

@xa
(103)

= Rb2t
@f b

@xa
(104)

F�xg =
@�

@!bib

@!bib
@xg

(105)

= Rb2t
@!bib
@xg

(106)

with @fb

@xa
=

@!bib
@xg

= I. This completes the summary of the speci�cation of the INS error dynamic model.
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Figure 9: Control State De�nition.

C Control State

The main topic of this section is presentation of the algorithm used to determine the trajectory relative
control state based on the CP DGPS/magnetometer/INS navigation state information. The data ow for
this calculation is shown in Figs. 1 and 2. The CP DGPS/magnetometer/INS state is an absolute quantity
in the sense that it generates the absolute vehicle position in an earth relative frame. Since the control
objective is to follow a trajectory, the control system utilizes a trajectory relative state vector de�ned in
Table 2 and Fig. 9. As Figs. 1 and 2 show, a lane trajectory and the CP DGPS/magnetometer/INS state
are inputs to an algorithm that computes the control state vector as required for the PATH vehicle control
algorithm. The subsequent presentation uses various concepts from analytic geometry that are reviewed in
Appendix D.

Symbol Units Description
d m O�-track distance
_d m

s
Time derivative of d

� rads Heading error (=  �  c)
_� rads

s
Time derivative of heading error

vT
m
s

Velocity tangent to trajectory
R� m Radius of curvature (= 1

�
).

Table 2: The Control State De�nition

C.1 Lane Trajectory De�nition

Given a set of data D = fti; ni; ei; vni ; veigNi=1 corresponding to the time stamp, north and east coordinates,
and north and east components of the velocity acquired along a trajectory, the objective of this section is
to de�ne a twice di�erentiable function p(s) that �ts the data in D. For convenience, the parameter s is
considered to be arclength.

The arclength de�ned by eqn. (120) can be approximated for 1 < i � N as

ui =
q
v2ni + v2ei (107)

si = si�1 + ui(ti � ti�1) (108)

where s0 is assumed to be zero.
Let the curve �t trajectory be de�ned as

p(s) = [n(s); e(s)] = �(s)T [�n; �e] (109)

where �n; �e 2 <m, �(s) : < 7! <m, and m is the number of parameters in the curve �t. The vector of
functions � is the basis for the curve �t. This basis should be at least twice di�erentiable for the reasons
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Figure 10: Horizontal position data versus arclength and arclength versus time for measured trajectory data.

discussed after eqn. (127). Let the matrix � be de�ned as

� =

2
64
�(s1)

T

...
�(sN )

T

3
75 : (110)

Then the least squares estimate of the curve �t parameters is

[�n; �e] =
�
�T�

��1
�T [n; e] (111)

where n and e are the column vectors containing the north and east coordinates from D.
Figure 10 shows the GPS/INS data that is the input to the trajectory curve �tting procedure, for

the Crows Landing trajectory. This data was acquired at 15 Hz while the vehicle was driven along a
trajectory de�ned by embedded magnets. During the data acquisition, magnetometer control was used for
lateral positioning. The speed was manually controlled at approximately 8 m

s
, resulting in trajectory points

separated by approximately 0.5 m. The trajectory starts and ends with straight segments and has three
turns. Each turn has a radius of curvature of approximately 800 m. The vehicle was driven in the north
bound direction. The three turns are clearly evident in the plot of the east coordinate. Figure 11 shows the
curve �t trajectory on the left and the heading and curvature of the trajectory versus arclength on the right.

C.2 Control State Calculation

This subsection describes the method for calculating the control state based on the trajectory and the CP
DGPS/magnetometer/INS state. The inputs to the algorithm from the navigation system are the horizontal
position [ni; ei], the horizontal velocity [vni ; vei ], the heading  i, and the yaw rate gzi of the vehicle at time
ti. The required control state information is de�ned in Table 2.

The �rst step of the algorithm is to �nd the arclength along the trajectory that produces the trajectory
position nearest to the vehicle position. Given the arclength from the previous time step, the arclength for
the present time step is approximately

si = si�1 +
q
v2ni + v2eidt (112)

where dt = ti � ti�1. A local search is then required to tune si to the required accuracy.
De�ne the cost function J(s) = k[ni; ei]� p(s)k : The gradient of the cost function is

@J

@s
=

�
[~n; ~e]

J(s)

�
�Tn
�Te

�
d�

ds

�
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Figure 11: Curve �t trajectory and trajectory heading and curvature versus arclength.

which is a function of s. The position errors are de�ned as [~n; ~e] = [ni; ei] � p(s): The gradient algorithm
proceeds by initializing �0 = si and iterating

�j = �j�1 � �
@J

@s

����
s=�j�1

until j�j � �j�1j is small. Then de�ne si = �j . Convergence usually succeeds in fewer than 6 iterations.
Given the nearest trajectory point p(si), the navigation system information [n; e; vn; ve;  ; gz] and the

analytic geometry relations of Appendix D, the elements of the control state are calculated as

d = [~n; ~e] �N(si) (113)
_d = [vn; ve] �N(si) (114)

� =  �  c(si) (115)

vT = [vn; ve] �T(si) (116)

R� =
1

j�(si)j (117)

_� = gz � rc (118)

where  c; rc;N(s);T(s); and �(s) are de�ned in Appendix D.

D Concepts from Analytic Geometry

Given a function p(s) de�ning a two dimensional trajectory as a function of arclength s, this section reviews
various concepts from analytic geometry that are used in the the main body of the report.

Let u(t) denote the speed of travel. Then,

u(t) =
ds(t)

dt
= kv(t)k (119)

where v(t) is the velocity of a point moving along the trajectory. Since the point p is con�ned to the
trajectory, v(t) is tangent to the trajectory by de�nition. Note that

s(t) =

Z t

0

u(�)d� (120)

which is used in both the trajectory curve �t and control algorithms.
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When the trajectory is linearly parameterized as

p(s) = �(s)T [�n; �e] = �(s)T�; (121)

where �n; �e 2 <m and �(�) : < 7! <m, then the velocity along the trajectory satis�es

v(t) =
dp(t)

dt
=
dp(t)

ds

ds

dt
(122)

=

�
d�

ds

�T
�u(t): (123)

Since u(t) is by de�nition the magnitude of v(t), the vector

T =
v(t)

u(t)
=

�
d�

ds

�T
� (124)

is the unit vector tangent to the trajectory. De�ne the components of T as T = [T1; T2; 0]: Then, the
trajectory heading is

 (s) = arctan2(T2; T1) (125)

where arctan2 is a four quadrant arctangent. The normal to the trajectory, de�ned positive to the right in
the direction of travel, is by the right hand rule

N =

������
î ĵ k̂

T1 T2 0
0 0 �1

������ =
2
4 �T2

T1
0

3
5 : (126)

The trajectory curvature vector K is the derivative of T with respect to s. Since T is a unit vector, only
its direction can change. The scalar trajectory curvature � is the norm of K. Therefore, with the trajectory
de�ned as in eqn. (121),

� =

dTds
 =


�
d2�

ds2

�T
�

 ; (127)

which has units of m�1. Therefore, for the curvature to be well-de�ned, the basis functions must be at least
twice di�erentiable with respect to s. Based on the curvature � and speed of travel along the trajectory vT ,
the magnitude of the vehicle rotation rate in radians

s
should be vT

R�
where R� = 1

�
. The sign of the desired

vehicle rotation rate depends on the direction in which the tangent is rotating and can be determined as the
sign of the third component of T�K, so that

rc = ((T�K) � [0; 0; 1]) vT (128)

= kTkkKk sin(�TK)vT (129)

= �vT sin(�TK) (130)

= sin(�TK)
vT
R�

(131)

where rc denotes the desired yaw rate command and �TK is the angle between T and K which is always
�90 degrees.
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