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ABSTRACT OF THE DISSERTATION

Mixed valency and electronic structure in self-asisked monolayers, self-exchange, and hydrogen

bonded assemblies

by

John Christopher Goeltz
Doctor of Philosophy in Chemistry
University of California, San Diego, 2011

Professor Clifford P. Kubiak, Chair

Mixed valency and electron transfer are explored self-assembled monolayers, in
intermolecular electron self-exchange reactionsatution, and in hydrogen bonded assembilies.
Tetrathiafulvalene is derivatized for binding tddyin self-assembled monolayers, but the trinuclear
ruthenium cluster RID(OAc)L s (where L is an ancillary ligand) is used as adind block for the
majority of the work. While oxo-centered trinualdeexaacetate clusters of many transition metals
are known, the triruthenium cluster is particularbrsatile because of the kinetically stable bigdin

of a wide variety of ligands.
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The electronic structure can be depicted by mddearbitals diagrams or more recently by
computer generated combinations of atomic orbitais, remains relatively unchanged for variously
substituted clusters. The important differencethwespect to getting an electron in or out of a
cluster lie in electron delocalization onto ligalpalsed orbitals. In combination with reorganization
energies calculated from accumulated structurahéimhtional data, the molecular orbital diagrams
offer a great deal of explanatory power. Whenvedld by symmetry and energy matching, electrons
in reduced clusters are delocalized onto pyridirieorbitals, greatly easing the transfer to an
oxidized cluster in the face of a large reorgamiratnergy. When electron delocalization is not
allowed, electron self-exchange can be fast ortlyafreorganization energy is small.

In hydrogen bonded assemblies of these ruthenlusiers, the electronic structure is still
dominant in electron transfer behavior. In thesses the increase in delocalization upon
dimerization appears to induce large changes inothdal energies. This is consistent with the
electronic absorptions and the thermal electramsfex behavior observed.

The take-home message of this dissertation is dm&t must understand to electronic
structure of a complex in order to understand @kdvior in electron transfer reactions. This may
seem obvious, but is often overlooked. With thewdedge of the electronic structure of reactants
and products, one has a much greater chance ofatadding the path between them. Molecular
orbital diagrams seem cumbersome and outdatedsiragie of calculated chemistry, but many cases

drawing them out is worth the investment in tinv#ho knows, you may even learn something.
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Chapter 1

Electron transfer is not the most important thimghemistry. It is the only thing.

1.1 Introduction

Jay Kochi was arguably nuts. He regularly beratedients and post-doctoral researchers
into leaving of their own accord, rather than gaeuthem or help them find academic positibns.
He broke into offices because he was convincedr giiafessors were spying on hfmAfter many
years and many seriously useful contributions ganic chemistry,* he became utterly fixated on
one particular phenomenon: electron transfer imd@cceptor complexés.

He may have seen the world a little differentlgrirsome of us, but that does not mean he
was wrong on all accounts. Electron transfer aadsport, electron donor-acceptor interactions, the
distribution of molecular charge, and the timess&te each of these are of paramount importance in
describing physical phenomena and getting theno tgogir way.

This thesis is primarily concerned with the ingations of electron transfer with other areas
of research. The first section explores mixed neyen self-assembled monolayers (SAMs) of alkyl
thiols on gold surfaces. The second describesetfeets of electronic structure on electron self-
exchange reactions in solution. The third attenapferay into a dangerously overpopulated field:
proton-coupled electron transfer, or PCET. Whilangn researchers focus on photochemically
induced PCET, we chose to focus on ground stateednwalency across a hydrogen bonded
assembly. That choice brought with it its own afethallenges, but allowed us to plant a flag on a

small peak where only one flag had been previoplsigted, and it had already all but blown away.

1.2 Mixed valence self-assembled monolayers
Self-assembled monolayers of thiols and isocyaniole gold (111) surfaces have been

explored fundamentall§:° for charge transpoft, for sensing applicatiord;** and for molecular



computing®® While our lab has made contributions in eachheke areas, it is the last in particular
that is described in this thesis.

Dr. John C. Stires IV found that charge transt&f) complexes of arene electron donors
with the electron acceptor tetracyanoethylene diggl vastly increased conductance relative to the
arenes themselvé&and we speculated that devices could be made tgrpiag areas of high and
low conductance in a monolayer. We consideredouarimasking and dip-pen nanolithography
schemes based on forming a monolayer of aryl theal gold, then selectively adding
tetracyanoethylene. This is still open to investiign as we chose instead to explore bistable mixed
valence molecules as precursors to molecular cangput

If the essence of computing is bits of informationes and zeroes, then a bistable molecule
possesses the proper number of states to funcsi@anbit. By orienting a mixed valence molecule
vertically in a monolayer, a chemist might switokteeen the two possible electronic occupancies,

the “up” and “down” states, by applying an elecfigdd. A simple version is depicted in Figure 1-1

i

Figure 1-1. Simplified depiction of mixed valence SAM actiag a switchable bit with an electric
field as the actuator.




Functional computing involves not only switchingtlieadout in an appropriate form and
high levels of gaift! A bistable surface-bound molecule could be emédaas a bit for memory,
with a large applied DC electric field “writing” ¢hbit to an up or down state and a small AC field
“reading” the state of the bit, though the therbvealrier for equilibration is a natural concern.

We succeeded in demonstrating differences in jzalbifity in different oxidation states of
mixed valence SAME The tetrathiafulvalene (TTF) molecule chosen fbe study has a
delocalized charge in the mixed valence state,ctiegbiin Figure 1-2. This precluded studies of
bistability, but allowed us to explore electriclfidbased atomic force microscope techniques with an

air-stable SAM.
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Figure 1-2. Monocationic tetrathiafulvalene SAM, showing dmlbized charge. Note that the
double sided arrow indicates resonance and notexgh

Biferrocene-based monolayers were also synthediaedllow access to bistable mixed
valence cations, but met with no demonstrationistiability or polarizability in Kelvin probe force
microscopy (KFM) or electric force microscopy (EFkrhniques. Engineers at the AFM company
Veeco also tried scanning capacitance microsco@M)S but were unable to see any nonlinear

capacitance. It was never clear whether the isgag signal-to-noise, switching and sensing



timescales, stability, inappropriate applied ACOE electric fields, some combination, or simply
something of which we never thought.

Work reported by the Lent and Fehlner laboratodedNotre Dame describing quantum
cellular automata (QCA) comes closest to this tgpanolecular dipolar switching, though their
nomenclature sells their work shdtt* They performed a macroscale AC capacitance meswmunt
with a mixed valence monolayer sandwiched betwesmeieury electrode and a highly doped silicon
substrate. Upon sweeping an applied DC field betwthe electrodes, they found capacitive
switching behavior that varied widely with the ctenons used to balance the charge in their
silicon-bound molecular dipoles. They published tderivatives of their first molecule, a thiol
bound to gold and an alkyl bound to silicon viadgadard chemistry, but only reported switching
behavior in the silicon monolayers. IncidentaBgnjamin J. Lear told me at the beginning of my
work in this area he thought my experiments woully avork on silicon. | asked him why, and he
responded that he did not know why, it was jusealifig. It is possible that the biferrocenium
monolayers would respond to this type of capacitimeasurement, which is essentially just
impedance spectroscopy. With a tunable frequeong, might even be able to tease out the rate

constant for intramolecular electron transfer.

1.3 Self-exchange in solution: electronic structa can be the key to electron self-exchange
reactions

Christina Hanson, a very talented UCSD undergrajueveloped an experimental NMR
protocol for studying electron self-exchange betwego-centered ruthenium clusters in different
oxidation states. Using this method, we found fbatclusters of the type RO(OAC)(CO)(L),>"
where L is a pyridyl ligand, the rate of self-exaba was fast (fa10° M™ s%) but highly dependent
on the electron donating ability of the ligaffdWe later found that exchange between clustetsenf
type RUO(OAC)(L)s™ where L is again a pyridyl ligand was also fa§f'{10° M* s%), but wasnot

determined by the donor ability of the ligafid.



Eric E. Benson was able to crystallize s:R(0Ack(py);'PR where py is pyridine.
Comparison with the reported structure oB(0OAC)(py); and vibrational data allowed the direct
calculation of the reorganization energy Figure 1-3 shows an overlay of the two strucurg&he
total reorganization energy was found to be 332120 cnt, depending on the nigh unknowable
electron transfer distance, r. This energy is abtuguite small for such a large cluster, andnis i

agreement with oxidation/reduction of the;Riwcore and not the peripheral ligands.

Figure 1-3. Overlay of the crystal structures of R{OAC)(py)s (red) and RgO(OAC)(py)s PR
(blue). One pyridine ring is out of plane in thedized cluster.

The reorganization energies of the;Q(OAC)(CO)(L),” clusters have been estimated at
11000 crit.?* It might be expected to be larger than the retimgdion energy for the trispyridyl
cluster 0/+ exchange, as the electron density défss onto the pyridine* orbitals in the reduced

states of the former and not of the lafferlt is also instructive to examine the Marcus-Huate



expression and the electronic coupfftfd in the face of the experimentally determined catestants

and reorganization energies discussed in detalhapters 3 and 4.

A-2H,)?
K. =(2H_?/hlz3/ ARTY?)ex _(A-2H,)" 1
- = (eHa" ke ) { 4JRT } @)

Equation 1 describes the predicted electron teansite constantgk and allows us to
examine the electronic coupling required to achieertain rate constants given different
reorganization energies though some assumptions lbeusnade about the pre-exponential factor.
Ha is the electronic coupling in ¢hh is Planck’s constank, is the reorganization energy in ¢m
and R is the gas constant. Care must be takemstoeall physical constants use energy units 6f cm
! In short, a smaller coupling is required to aekisimilar rate constants in the trispyridyl syste
because the reorganization energy (and thus theatigh barrier) is smaller. Figure 1-4 depictsth
graphically, though admittedly the first order ratenstants plotted assume very concentrated
solutions of intermolecularly exchanging speciébe basic conclusions would be the same at nearly
any set of rates (or lifetimes) for ET. The conglis much more important to the exchange between

the anionic and neutral clusters than it is toekehange between neutral and cationic clusters.
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Figure 1-4. Plot of predicted & vs. H, for the appropriate values of the reorganizatinargy .
Circles indicate observed rate constants and Gatmliicouplings.

In spite of, or perhaps because of its simplicityis study ended up being the most
gratifying of the three described in this thesiReorganization energies are often discussed, but
almost never calculated from structural data. Mis tcase the ability to compare directly
reorganization energies and rate constants for éwochange reactions demanded a consistent
framework as well as a full description of the tails involved in exchange. Those of us who study
electron transfer sometimes neglect to visualiz dtbitals in favor of thinking about the myriad
other parameters that can describe the exchange.ofti®#h ask “where are the electrons?” but the

answer is always the same, no matter the systeenorbitals.

1.4 Mixed valency across hydrogen bonds
To say that mixed valency and proton-coupled sdectransfer (PCET) have been explored

fully would be wrong. To say they have been exgiload nausuem would indicate a jaded



commentator. But even the most jatfedould agree that the intersection of the two, gbstate
mixed valency across hydrogen bonds has barelytsatirface scratched. Proton-coupled mixed
valency could give insight into the interplay ofdnggen bonding and electronic structure, the “burn-
out” rate for hydrogen bonds in the face of elettdensity, and possibly even a thermodynamic
measure of electronic coupling by comparison ofedimation constants in isovalence and mixed
valence states.

We envisioned several options for linking thes@(DACc)(CO)(L), clusters through non-
covalent interactions, with a few shown in FigurB.1In the end we selected the simplest optioh tha
would give access to a hydrogen bonded interfdwe,commercially available ligand isonicotinic
acid, or 4-pyridine carboxylic acid. This choiceswin part due to the many experimental and
theoretical studies of photoinduced electron trmstross carboxylic acid based hydrogen bonds,
exemplified by the work of Theriefl, Nocera®*® and Cukie?* These researchers found an
unsatisfyingly wide variety of kinetic isotope affe with ki/kp ranging from 1-2, but in general
found that hydrogen bonds were as good for electransfer as unsaturated bridges, and were
typically better than saturated bridges.

The term proton-coupled mixed valency requires thatelectron transfer be coupled to the
proton coordinate. In the two proton symmetricsysat the bottom of Figure 1-5, that may or may
not be the case. To stay on the safe side of tinoge field for whom nomenclature is the name of

éZ, 35-36
’

the gam we opted for the phrase “mixed valency acrossduyein bonds.”



Figure 1-5. Proposed structures for noncovalent interactibesveen oxo-centered ruthenium
clusters.

The obvious questions for such an assembly condken electronic coupling, the
electrochemical splitting, the electron transfeteraonstant, dimerization equilibria, the kinetic
isotope effect, and intervalence charge transfed®a The oxo-centered ruthenium clusters have
many things in their favor in such a study, mogpamantly a wide variety of spectroscopic handles.
The carbonyl and carboxylic acid group are goodaned reporters. The proton resonances tend to

be discernable ifH NMR spectra in all oxidation states. Electrocism is typically well behaved
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and reversible. Intervalence and intracluster gdndransfer bands are often convoluted, but can
yield quite a bit of physical insight.

As it turned out, the stability of the hydrogembed clusters in reduced states was a major
experimental issue. The entire study hinged oreteetronic spectroscopy, as no reviewer in his or
her right mind would look favorably on such a piexfework without a cogent explanation of the
optical charge transfer phenomena.

Low temperature air-free UV/vis/near IR spectrogtechemistry was the obvious answer,
but it turned out that those who regularly reparths experiments rarely actually fulfill all those
requirements at the same tifi&" The published cell designs functioned well enowith platinum
electrodes, but preclusion of proton reductionhase systems required gold mesh working and
counter electrodes. Simply because gold is sattercells broke frequently and were not reliable.
Finally some measure of success was had, and agectseveral oxidation states of two compounds
were obtained in two solvents.

In the most frequently successful experiment, ani pathlength quartz cuvette was sealed
with a 19/22 septum in a glove box after being gbedrwith a known volume of solution of known
concentration of the neutral species of interesh airtight syringe with a solution of the reducing
agent decamethylcobaltocene was inserted intofheftthe syringe. The assembly was brought out
and chilled to -20 °C in a temperature controllachgle holder in the instrument. When the interlock
disabling switch was in an appropriate mood, thea compartment could be covered with a black
cloth with the syringe sticking up out of the instrent, and spectra could be taken after injecting
small amounts of reductant and briefly mixing thsulting solution. The concentration of analyte in
each spectrum could be calculated from the init@hcentration and volume and the volume of
reductant solution added. A nitrogen flush was nt@@ned in the instrument whenever the
compartment was cooled to preclude excess watatecmation and light scattering in the sample
chamber.

When the interlock disabling switch was behavingllaa piece of PTFE tubing was

threaded through the septum before assembly, ansytinge was stuck in the end of the tube before
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removal from the glove box. Then the tubing was out the door of the instrument so that the
compartment could remain closed. This setup digoedform as well as the aforementioned syringe-
septum experiment, perhaps due to diffusion of exryiprough the walls of the PTFE tubing.

Once electronic spectra were obtained for sevemidgen bonded mixed valence dimers in
several solvents, analysis could progress with roordidence. A molecular orbital (MO) approach
once proved instructive, especially in comparisdtin the MO description of the intermolecular self-
exchange. Both are detailed in chapter 6 and raiéxplaining the electronic spectra of many a
reduced ruthenium cluster.

The dimer shown at the bottom of Figure 1-5 endpdas the best understood system
reported at the time for studying mixed valencyoasrhydrogen bond$.and still it begs for further
characterization. Perhaps the dimerization equilib constants could be teased out in some way
not yet thought of, yielding a true measure of ¢benbined strength of electron delocalization and
hydrogen bonds. Perhaps the rate of decomposiétaid be accurately measured, giving an
estimate of the burn-out rate for hydrogen bondgrateins or other natural systems where electron
transfer may have necessitated the evolution @pair mechanism. Or perhaps the two electron,

two proton laden fully reduced dimer could be uasd PCET catalyst.
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Chapter 2

Mixed valence self-assembled monolayers: electiagpolarizabilities of the mixed valence states

2.1 Introduction

The transfer of information to and from single nmikes via external physical probes
remains the key challenge to realization of funmiomolecular devices. This chapter describes
studies of the electronic delocalization of mixedlewmce ions organized in self assembled
monolayers (SAMs) and probed by Kelvin probe fongsieroscopy (KFM). Mixed valency and
electronic delocalization in small molecules haeer the subjects of considerable theoretical and
experimental work® Despite the many proposed applications of thetmiric bistability and
potentially very fast exchange times of mixed vatenons, little has been reported about their
response to an applied electric field in orientexholayers’®

In general, mixed valence ions are classified i@ Robin-Day schem®. The electric
polarizability (i.e. response to an electric field)expected to be greatest in a Robin-Day cldss I
(delocalized) system. The mixed valence ion TTHEs been assigned as a Robin-Day class IlI
systent* and partially oxidized charge transfer complexésT@F with m-acceptors such as
tetracyanoquinodimethane (TCNQ) and tetracyanoetiey{ TCNE) have been studi€d Such TTF
mixed valence complexes are relatively air-stadie surface bound species have been reptitéd,
making compound. (Figure 2-1) a good system for atomic force micopy in air. This chapter
discusses the polarizabilities bfn various oxidation states, quantified as thditgnf the molecular

dipole to respond to an external electric field.
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Figure 2-1. Tetrathiafulvalene derivitized for binding to Au.

2.2 Results and discussion
The neutral moleculé (Figure 2-1) was synthesized according to liteaprocedure$™?
and deposited as a SAM on flame annealed Au swfioen 0.1 mM MeCN solutions over >48
hours. The mixed valence idi was then prepared from SAMs of neuttdly exposing the surface
to ~10 mM ferrocenium hexafluorophosphate in,CH The partially charge separated (charge
transfer) complexl-TCNE, was co-deposited from 0.1 niiimM TCNE MeCN solution.
Electrochemical measurements of SAMslofonfirm surface-bound species and a stable
mixed valence ion. The cyclic voltammetric respon$eSAMs of 1 displays two reversible one-
electron oxidations corresponding to thé* and1*/1%* couples, Ex(0/+) = -0.003 V, Ex(+/2+) =
+0.400 V vs. ferrocene/ferrocenium in acetonitrdad persists without loss after repeated scanning.

The peak current of each wave is proportional tmsate (see Figure 2-2).
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Figure 2-2. Electrochemistry of a SAM df on Au in acetonitrile (vs. Ag wire) and a plotpdak
current versus scan rate for thé" couple.

Surface infrared (PM-IRRAS) analysis btonfirms its presence on the surface of Au, and
the narrow bandshapes observed qualitatively detmadasgood monolayer ordering (Figure 2-3).

PM-IRRAS also was used to characterize the mixdehea state]”. A strongv(PF) band of PE at
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862 cm', and new broad bands. 3500, 3200, and 1500 éntorrespond closely to bands observed
in the liquid phase IR spectrum of TTH-igure 2-4). Significant enhancement of the ethieD
stretch at 1125 cihis also characteristic of oxidation 16PF;. The PM-IRRAS of a SAM of the
charge transfer complekTCNE reveals that the(CN) stretch of TCNE is shifted to 2201 ¢m
(compared to 2257 chfor the free molecule). Good correlations betwe@@N) and the degree of

partial charge transfes;, to TCNE exist* and we conclude thét= 0.85 for the SAM of-TCNE

|ITCNE stretch at 2201 ¢cm™!
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Figure 2-3. Surface infrared spectra bf1*, and1-TCNE, with inset of shifted TCNE stretch at
2201 cnt. The * denotes C$that was incompletely purged from the sample cteamb
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Figure 2-4. IR of TTF'CI in acetonitrile in purple and IRRAS of a SAMBPF; in green.

Kelvin probe force microscopy (KFM) is often used determine electric fields (surface
potentials or contact potential differences) dudrépped charges, voltages applied to conducting
substrates, or permanent dipoles of the molecuaiponents of SAME™® In the most common
KFM experiment, an AC voltage is applied to thedtgts resonant frequency causing an oscillation
as the tip becomes charged and is alternatelyctdttaand repulsed by a static electric field
emanating from the substrate. As a DC voltage detwthe tip and the substrate is swept, the

amplitude of the oscillation changes accordindghfbllowing proportionality.

dC 1)

Arus < EAVDCVAC,RMS

Here, dC/dz is the capacitance (expressed as aegtdgecause it is dependent on the
separation between electrodesY,pc is the difference between the applied voltage thiedsurface

potential, and Y is the AC voltagé® The amplitude is minimized when the field frone tpplied
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DC voltage nullifies the electric field from thensple, eliminating electrostatic forces felt by tige
This DC voltage is taken to be the negative ofstindace potential.

While usually the important result in the KFM exipeent is the surface potential, in this
study it is theslope of the amplitude response that gives information about the relative capanies
of the SAMSs ofl, 1'PFR;, and1-TCNE. As the monolayer becomes more polarizahle, positive
charge delocalized on the TT&roup responds to the AC field as depicted in Fdl+5, creating an
induced dipolar field in the monolayer, and dedreathe capacitance of the system. Representative
plots of KFM results for SAMs df, 17, and1-TCNE are shown in Figure 2-6.

———————— + + + + + + 4+
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Figure 2-5. Depiction ofl” opposing an applied electric field.
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Figure 2-6. Representative KFM amplitude responses, dfTCNE, 1'PFy, 2, and2'PF;.

These plots depict the amplitude of the KFM tipraiibn versusAVpc normalized to an
arbitrary surface potential of 0. The relativepsls (each reported value is the average of 100
measurements of the capacitive slope) reflectataive SAM capacititances and are summarized in
Table 2-1. These data show that the capacitant&P#% is reduced to 61 % of the neutral species,
and that of1-TCNE is reduced to 63%. Because the delocalizecdnvalence TTF state and
charge transfer TT®® state are highly polarizable, the induced fieldtie molecule opposes the
applied field, the tip feels a smaller field, ahe tip oscillation at a giveAVpc is diminished. It is
important to separate how much of the electrostatlarizability of 1'PF;” and1-TCNE arises from
their mixed valence character, and how much fromirtkharge separated ionic character. We
therefore performed control experiments with SAM§$ ferrocenepentanethiol2, and the
corresponding ferroceniumpentanethi@fPR;. The SAM of 2°'PR; displayed 922% of the
capacitance of a neutral SAM 2f This is far less than the differences in capacié of 61% and

63% for SAMs ofl"'PR; and1-TCNE respectively compared to neutral SAMd.ofThese data show
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that the major contribution to the electrostatitapi@aability of a mixed valence ion is its delocad

electronic structure, and not its charge sepaiatgd state.

Table 2-1. KFM amplitude slopes with ESDs, and relative cipaces of each SAM.

monolayer KFM response slopeRelative
(nm/mV) capacitance

1 0.045(3) 1.00

1-TCNE 0.0284(4) 0.63

1'PRs 0.0274(5) 0.61

2 0.063(2) 1.00

2'PRy 0.058(1) 0.92

2.3 Conclusions

This chapter describes the first analysis of thianmability of delocalized mixed valence
molecules organized in SAMs. The polarizabilitgrieases in the order TTF, TP TTF. This
work demonstrates that the delocalized charge datadrthe electrical response in a SAM comprised

of mixed valence ions or charge transfer complexes.

2.4 Experimental

Deposition of monolayers. Gold on chromium on borosilicate glass slidesenmurchased
from Arrandee (Werther, Germany), and annealed btltone second passes from a hydrogen flame
immediately before use. After cooling to room temgiure, the slides were immersed in 0.1 mM
acetonitrile (dried and degassed) solutiond dér >48 hours, rinsed with acetonitrile and hexane
and blown dry with nitrogen1-TCNE charge transfer monolayers were codepositad 6.1 mM1,
1mM TCNE in acetonitrile, rinsed only with hexariesavoid stripping the electron acceptor off, and

blown dry with nitrogen.1’'PR SAMs were formed by immersing slides with monofayef neutral
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1in a ~10 mM CHCI, solution of ferrocenium hexafluorophosphate blae#etvith argon for 45
minutes, briefly rinsing with CkCl,, then hexanes, and blowing dry with nitrogen. rdréd,
electrochemical, and Kelvin probe measurements tedwn immediately after rinsing and drying.

Infrared spectroscopy. Infrared spectra were taken on a Bruker Equirdsfiectrometer.
PM-IRRAS surface infrared spectra were taken witPA 37 photoelastic modulator (PEM) fitted
with a nitrogen cooled MCT detector and a resotutb4 cm*. The PEM was set to 2500 ¢rand
the detector was set at an angle of.8#he liquid IR spectrum of tetrathiafulvalene mohloride
shown with the IRRAS of'PF;" in Figure 2-4 was obtained by oxidizing TTF witkcess FeGlin
acetonitrile in a liquid cell with CagFwindows. The UV-vis spectrum for TTFbtained in this
manner is in agreement with that in the literatwigh bands at 581, 434, and 340 ffin.

Electrochemistry. Electrochemical measurements were made with a EBAS50W
potentiostat and a standard three electrode ctil ayplatinum counter electrode, silver wire pseudo
reference and either glassy carbon or an alligelipped gold coated glass slide with the desired
monolayer serving as the working electrode. Soaese taken in 0.1 M tetrabutylammonium
hexafluorophosphate in acetonitrile at 100 mV/seaslotherwise noted, and potentials are reported
versus the ferrocene/ferrocenium couple measuretheatsame conditions (1 mM in the same
electrolyte solution with a clean electrode, imnagelly after measurements of interest).

Kelvin probe force microscopy (KFM). KFM measurements were taken on a Veeco
Multimode AFM with a Nanoscope llla controller, &X-1 extender box, and software version
4.43r8, with the AFM cover on and the sample ateshed with nitrogen run through a 0.22 um
filter. Veeco OSCM-PT7 platinum coated siliconstipith resonant frequencies of about 60 kHz and
spring constants of about 3 N/m were used. All Tildholayer capacitance measurements shown in
this publication were made with one tip, and thesueements were all made in one day.

Gold coated glass slides with SAMs were taped ¢elgbucks and electrically contacted
with silver paint. After a satisfactory surfacetgmtial scan (10 um area, 1 Hz scan rate) was
obtained in the turn-key KFM mode, the feedbackplamas turned off and the tip was held at a

constant DC potential. The real-time and offlinang fits for phase and amplitude data of the lift
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scans were set to “none” and the slow scan axishgabled so that the tip traced a single 10 um lin
on the sample repeatedly. A DC potential was efdpto the sample puck with a Pine AFCBP1
Bipotentiostat through a current limiting resistord low pass circuit, and the AFM lock-in signal
available under “phase” in the software was moeilorVoltage was applied to the sample such that
the lock-in signal (and thus the electric fieldvieeen the tip and the sample) was equal to 0. The
sample potential was then swept from —500 mV toO+HB5¥ relative to this potential at 5 mV/s and a
KFM scan was recorded. The x-axis is distance han durface, and the y-axis represents the
changing potential over time. Data were obtained &ft height of 0 nm so that very little air is
included in the “dielectric” of the parallel plateapacitor approximation, and the relative
capacitances measured are largely those of the ShAbtween the tip and the gold slide.
Measurements were also obtained at a lift heighitcofim. The trends are the same, but as expected
the effect was diminished since the capacitandbefir was a large part of the sample (relative to
the ~1.5 nm SAM). Representative raw data scadsaamplitude curves for 15 nm lift height scans

are shown in Figure 2-7 and Figure 2-8.

1000 mV

z-axis RMS amplitude, 0 to 13.6 nm

Figure 2-7. Raw KFM data fod at a 15 nm lift height.
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100 200 300 400 500

Figure 2-8. Representative KFM curves at a lift height ofrits.

The amplitude versus voltage curves were obtainedgening the files in WSxM 2.1
(Nanotec Electronica S.L.) and saving profile teafir the amplitude data. It should be noted that
the Veeco software records the RMS tip vibratiorpltende in lift mode as the measured amplitude
subtracted from the amplitude setpoint for thahses shown in Veeco Support Note 231, Revision
E. The maximum in the trace is actually a minimmnthe vibration due to electrostatic forces, and
the actual quantity of the recorded maximum igléwant to this experiment. Data shown has been
inverted and normalized to a minimum of O nm amiplié, because only the slopes and shapes of the
curves are of interest here and such a plot allfmwvsasier comparison with other data and with
defining equations.

Many calibration experiments were done to ensordidence in the KFM measurements.
The standard force calibration in the AFM softwavas performed for each tip used so that
amplitude data would be quantitative. The potésimsitivity was calibrated by applying 100 mV
to a bare gold sample with the KFM feedback loopayd confirming that the instrument registered

a surface potential difference of 100 mV. The dCgénsitivity was calibrated by measuring the
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surface potential of decanethiol and octadecane®fdls. The dependence of 18 mV per Qhhit

found is within the accepted range of 10 to 20 neV @H.*°

Note:

Much of the material for this chapter comes digedtbm a manuscript entitled “Mixed

valence self-assembled monolayers: polarizalslitiethe mixed valence states” by John C. Goeltz

and Clifford P. Kubiak, which has been publishedldarnal of Physical Chemistry C, 2008 112

(22), 8114-8116. http://dx.doi.org/10.1021/jp802@0Fhe dissertation author is the primary author

of this manuscript.

2.5 References

1.

10.

11.

12.

13.

14.

Rocha, R. C.; Brown, M. G.; Londergan, C. HIs8®n, J. C.; Kubiak, C. P.; Shreve, A. P.,
J. Phys. Chem. A. 2005,109, 9006-9012.

Brunschwig, B. S.; Creutz, C.; Sutin, Bhem Soc Rev 2002,31, 168-184.
Cowan, D. O.; LeVanda, C.; Park, J.; KaufmanAEc. Chem. Res. 1973,6, 1-7.

Prassides, KMixed Valency Systems. Applications in Chemistry, Physics, and Biology.
Kluwer Academic Publishers: Dordrecht, 1990; VaB4@3, p 451.

Nelsen, S. FChem. Eur. J. 2000,6, 581-588.

Sutin, N. Electron Transfer-from I solated Molecules to Biomolecules, Pt 1 1999,106, 7-33.
Li, Z.; Beatty, A. M.; Fehlner, T. PFnorg. Chem. 2003,42, 5707-5714.

Li, Z.; Fehlner, T. Plnorg. Chem. 2003,42, 5715-5721.

Qi, H.; Gupta, A.; Noll, B. C.; Snider, G. L.uLY.; Lent, C.; Fehlner, T. PJ, Am. Chem.
Soc. 2005,127, 15218-15227.

Robin, M. D., PAdv. Inorg. Chem. Radiochem. 1967,10, 247.

Yuge, R.; Miyazaki, A.; Enoki, T.; Tamada, llakamura, F.; Hara, MJ, Phys. Chem. B
2002,106, 6894-6901.

Garin, J.; Orduna, J.; Uriel, S.; Moore, A. Bryce, M. R.; Wegener, S.; Yufit, D. S;
Howard, J. A. K. Synthesis-Stuttgart 1994 489-493.

Herranz, M. A.; Yu, L.; Martin, N.; Echegoydn, J. Org. Chem. 2003,68, 8379-8385.

Stires, J. C.; McLaurin, E. J.; Kubiak, C.®hem. Comm. 2005 3532-3534.



15.

16.

17.

18.

19.

20.

26

Cherniavskaya, O.; Chen, L.; Weng, V.; Yuditsky Brus, L. E.,J. Phys. Chem. B 2003,
107, 1525-1531.

Howell, S.; Kuila, D.; Kasibhatla, B.; Kubiag, P.; Janes, D.; Reifenberger, Rangmuir
2002,18, 5120-5125.

Nakamura, T.; Koyama, E.; Shimoi, Y.; Abe, IShida, T.; Tsukagoshi, K.; Mizutani, W.;
Tokuhisa, H.; Kanesato, M.; Nakai, |.; Kondoh, Bhta, T.,J. Phys. Chem. B 2006, 110,
9195-9203.

Saito, N.; Lee, S.-H.; Takahiro, I.; Hieda, Sugimura, H.; Takai, O.J. Phys. Chem. B
2005,109, 11602-11605.

Sarid, D.Scanning Force Microscopy. Revised Edition ed.; Oxford University Press: New
York, 1994; p 263.

Torrance, J. B.; Scott, B. A.; Welber, B.; Kaah, F. B.; Seiden, P. EPhys. Rev. B 1979,
19, 730-741.



Chapter 3

Rates of electron self-exchange reactions betwemnral and reduced oxo-centered ruthenium

clusters are determined by orbital overlap

3.1 Introduction

Electron self-exchange is one of the simplest ébalnmeactions, but also one of the most
revealing. Within the context of the Marcus-Hustedry of electron transféf (ET), rates of
electron self-exchange can be related directlyr¢ototal reorganization energy for B ,and by the
Marcus cross relation, to rates of intermolecul@rviith other redox agenfs’ The mixed valence
states of the “dimer-of-trimer” complexes of the ngml type [RuO(OAC)(L)(CO)(u-
BL)Ru;O(OACc)(L)(CO)] (where BL = bridging ligand) have been the subjettconsiderable
study®® Several aspects of the ET chemistry of these dnisdence ions, notably ET rates on the
vibrational time scale that give rise to coaleseenkinfrared (IR) spectral lineshapesdependence
of ground state ET rates on solvent dynami¢Sappearance of totally symmetric bridging ligand
modes of vibration in the resonance Raman speasuned within the intervalence charge transfer
(IVCT) bands!* and non-Arrhenius kinetic behavior in freezingveoits challenge normal two-state
ET theoretical models. Here, we examine the saifiange ET reactions of ruthenium clusters of
the type [RyO(OAC)(CO)(L),] (Figure 3-1) which constitute “half” of the dimef trimer mixed
valence ions. The three different ancillary pym&liligands used dictate the redox potentials of the
clusters, as shown in Figure 3-2. Our intent islétermine the rates of self-exchange, individual
cluster reorganization energies, and general featwhat will shed light on the unusual
intramolecular ET properties of the pyrazine-bridigmixed valence ions that are based on the

isostructural redox unit.

27
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Figure 3-1. The three clusters discussed in this chaptel. = 4-cyanopyridine (cpy)2, L =
pyridine (py); and, L = 4-(dimethyl)aminopyridine (dmap).

— 1 COcpycpy
"""""" 2 COpypy
0.000010 — -~ 3 COdmapdmap
0.000005
< 0.000000 -
€
g
3 -0.000005 |
-0.000010 -
-0.000015

— —71
1500 1000 500 0 -500 -1000 -1500 -2000
mV

Figure 3-2. Electrochemistry of ruthenium trimers with diféet pyridyl ligands in CkCl, with 0.1
M TBAH, glassy carbon working, platinum wire countand Fc/FEreference electrodes.



29

3.2 Results and Discussion

The mole fractions of diamagnetic neutral clusterd paramagnetic singly reduced clusters
in a mixed solution were initially determined by $Rectroscopy. Spectra fbin CD,Cl, are shown
in Figure 3-3(a). Ratios were determined by iraéign of thev(CO) bands for the neutral cluster
(~1940 crit) and the singly reduced cluster (~1900%mThev(CO) region for each mixed solution
was not coalesced and could be fit to two well ke=b peaks, giving an upper bound tg kf ~10°
— 10" s*M™.° The exchange was in the fast regime (wherg, k(€ 2t(Av) on the NMR timescale,
as the chemical shifts for exchanging species \agsFages of the diamagnetic and paramagnetic
chemical shifts, weighted by their respective nfodetions. This is shown in the linear relatioqshi

in the mole fraction of reduced complex vs. acethtmical shift in Figure 3-3(b).
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Figure 3-3. (a) IR spectra of the(CO) region forl in CD,Cl,, with varying mole fractions of
[red]/[ox]. (b) Plot ofy.q determined from integration of IR peaks vs. chaghift of acetate
protons. The linear relationship confirms fastlemge on the NMR timescale.

Rate constants were determined using the equation

K - Ay, ;(p(A v)2 (1)

= (\Ndp - Zpr - Zde

tot

whereyy andy,, are the mole fractions of diamagnetic and paraegspeciesjv is the difference

in chemical shift between diamagnetic and parantigapecies in Hz, W is the peak width at half
maximum for the mixture in question, Mand W, are the widths for the pure diamagnetic and
paramagnetic species, ang;@ the total concentration in mol'l}> Representative NMR spectra

for 1in CDsCN are shown in Figure 3-4. The rate constants medsange from fao 1¢ s* M™

and are shown in Table 3-1. These rate constaatsamparable in magnitude to those found by
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NMR for many other 0/+ and 0/- couples, thoughrdmege is remarkable for a set of analogous self-

exchange couplé$:™® In a particularly relevant study reported by Meythe [RuO(OAc)(py)3”*

pair exhibited kr = 1.1x16 s* M™ in CD,Cl,.
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Figure 3-4. RepresentativéH NMR spectra with varying mole fractions of diamatic and
paramagnetid in CD;CN.

Table 3-1. Electron transfer rate constants for JR(OAC)(CO)(L),]°" self-exchange reactions (x

10" st M.
CDsCN THF-d; CD.Cl,
1 COcpycpy 13. 20 30
2 COpypy 1.8 20 7
3 COdmapdmap 0.7 2 -
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Looking at the observedgk for complexesl-3, one trend is immediately clear: more
electron withdrawing substituents on the ancillpyyidine ligands lead to faster self-exchange in al
three solvents. We attribute this to increasingadeacceptor orbital overlap, or “contact area,” as
more electron density is drawn onto the pyridigatids of the [R4O(OAc)(CO)(L),]" donor.

The increasing effective contact area is alsorlylegpparent in the increasing paramagnetic
contact shift for the pyridyl protons with more @l®n withdrawing groups at the pyridine para
position. Average\ds for pyridyl protons in the three complexes argirtheduced counterparts in
CD:CN are shown in Figure 3-5. As the pyridine ligdmecomes less basic (lower yKmore

electron density is drawn onto the ring in the mlcluster, and the contact shift is greater.
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Figure 3-5. (a) Plot of ligand pKvs. the average change in chemical shifi)(for the pyridyl
protons upon reduction of the neutral cluster in,CB. (b) Plot ofA8 vs. ket (s* M™) illustrating
that increased electron density on peripheral igazorresponds to faster rates of ET.

A logarithmic plot of kr vs. ligand pK is linear (Figure 3-6), suggesting that the etattr

withdrawing nature of the ligands and thus the @ffe contact area factors into the activation

energy for ET. To the best of our knowledge, apdtnmguantitative proxy for orbital overlap has
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never before been correlated with observed ratedeafron self-exchange, though orbital overlap
has previously been invoked to explain the diffeeenn self-exchange rate constants for the
ferrocene/ferrocenium (#¢) and cobaltocene/cobaltocenium {Gccouples® In short, the Fc

orbital in question is iron-based, whereas in Gcdtbital is spread over more of the molecule.

1E9
m CD,.CN
1 ® CDJCI,
1 THF-d,
u
o~ 1E8 -
= ]
F.& :
Jo]
i m
1E7
1 cpy py ap
T | T | T | T | T | T | T | T | T |
1 2 3 4 5 6 7 8 9 10
ligand pK_

Figure 3-6. Plot of ket (s* M) vs. ligand pK with linear fits. The linear relationship indieatthat
pK, is a good proxy for the amount of electron dengitythe pyridine ligand in the reduced state and
thus the donor acceptor orbital overlap, whichrféguinto the activation barrier to ET.

It is unlikely that nuclear reorganization factersd inner shell barriers play large roles in
determining the differences in rate constantsif& The shift inv(CO) stretching frequency is
about the same (~40 &n upon reduction of each cluster, suggesting thet inner sphere
reorganization energies are comparable. We usshifiein v(CO) here not as a direct marker for

low frequency modes that make up the reorganizdiamier, only for what it is: the best infrared

probe of electronic redistribution in the clustdihe pre-exponential frequency factgris not likely
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important either, as pyridine skeletal modes chamgdess than 1.5% from 4-cyanopyridine to 4-
(dimethylamino)pyridine. Cluster skeletal modestlie vicinity of the point of substitution are
expected to change by no more than this, and ageharthe pre-exponential of a few percent cannot
explain observed rate constants differing by mdrantan order of magnitude. Monoanionic
pyrazine bridged dimers of these clusters exhiisibgecond ground state ET, and the reorganization
energy,\, for the pair of exchanging clusters has beemased at 1.25 eV, or 10000 & ** The
intermolecular electron transfer studied here rbesn the adiabatic regime withyklon the order of

10 to 20% of the reorganization enefgyo achieve the observed rates on the order b§10While

low frequency skeletal modes and local solvent maite expected to contribute to lami8there is

no spectroscopic evidence to support this as tha faator in determining rate constants, nor any
reason why these modes should make the barri& gormuch larger than fdrthat ke is more than

an order of magnitude slower. Essentially, tharckvidence of significant and increasing unpaired
electron spin density on the peripheral pyridimatids of the anions df 2, and3 as the rate of ET
increases (Figure 3-5), combined with the fact tegtiacing one of the pyridine ligands with a
bridging pyrazine produces strongly delocalized edixalence ion3provides a consistent physical
model for explaining rates of ET in both systems.

With respect to outer sphere thermodynamic solpanameters]-3 behave normally. A
log plot of k=1 vs. the solvent variable portion of the outer sphreorganization enerbf{l/sop— 1ky)
shows that self-exchange is slower with increasiuger sphere solvent reorganization energy
(Figure 3-7). The observed rate constants alscelee well with solvent microscopic polarities

(Figure 3-8). Here the reaction slows with incieg<.
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Figure 3-7. Plot of k1 (s* M) vs. (1£0p — 1kg). The rate constant decreases with increasingr out
sphere solvent reorganization energy.
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Figure 3-8. Plot of k-t (s* M™) vs. solvent microscopic polarity.

3.3 Conclusions

The present results add to the quantitative utaleding of electron self-exchange
reactions. We were able to correlate the electsithdrawing ability of ancillary ligands to
intermolecular electron transfer rate constantdogiplot of k-t vs. the pyridine ligand pkis linear,
suggesting that donor-acceptor orbital overlap isagor contributor to the ET activation barrier. A
greater'H NMR contact shift for the pyridyl protons indieatincreased electron density on ancillary
pyridine ligands with more electron withdrawing gps. This leads to an increase iggHhe matrix
element that describes the mixing of the two wanetions involved in electron exchange. The
increased overlap decreases the activation energldctron transfer.

This work also underscores the general importariometal cluster orbital extension onto
ligands. Often it is assumed that an oxidatiotesta a redox event is localized on a metal cemter

cluster. On the contrary, the delocalization adrgfe onto peripheral ligands is shown in this work
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play an important role in ET. The effect here dsstrong that by simple variation of the pyridine
ligands, rate constants can be varied by almostdiders of magnitude for a reaction with zero
thermodynamic driving force.

Finally, the delocalization of the electron depginto the pyridine ligands illustrates how
the [RuO(AcO)(CO)(L),] units contribute to such strongly interacting edxvalence ions when
they are bridged by pyrazifé. Pyrazine is an even more effective electron witdng pyridyl
ligand (pK ~ 1) than the three pyridines employedhis study. It would be expected then that
delocalization onto the pyrazine bridge would befgred, promoting electron transfer to the other
Ru; cluster, and contributing to inter-cluster elentvansfer and delocalization. This also helps
explain why the fastest exchange times are obsdoredimers with electron donating and aliphatic
ancillary ligands, which do not have low lying orbitals to accept electron density from the reduc

cluster in the ancillary positioris.

3.4 Experimental

Preparation and Purification of Chemicals. The complexe&, [RusO(OAc)(CO)(cpy)l,

2, [RO(OAC)K(CO)(py)l, and 3, [RusO(OAC)(CO)(dmap)] were isolated as byproducts during
previously reported preparatiofis.CD;CN (D, 99.8%) and CECl, (D, 99.9%) were obtained from
Cambridge Isotope Labs (CIL) and distilled undegoar from calcium hydride before use. TH§-d
(D, 99.5%) was obtained from CIL in ampoules andduas received. Decamethylcobaltocene was
obtained from Aldrich, stored at -20 °C in a gldax, and used without purification.

Sample Preparation. Samples for NMR and IR experiments were prepared nitrogen-
filled glove box. 7.0 mM solutions were prepareadthe appropriate dried deuterated solvent, and
approximately half of the solution was added to raals excess (1.2 — 1.5 equiv.) of
decamethylcobaltocene. The reduced sample wasefilt through glass wool to remove small
amounts of impurities from the reductant. Theyfkidized and reduced solutions were mixed in

varying proportions to prepare samples for NMR6 @l was added to either J-Young tubes (800
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MHz, Wilmad) or sealed standard tubes (500 MHz,nvdi) with no difference in the spectra
obtained. Samples for IR were injected into ligiRdcells with Cak windows and ~0.5 mm Teflon
spacers and sealed in the glove box. All sampke®wnalyzed immediately, though £IN and
THF solutions were stable for days unless openeattntmsphere. Singly reduc8dwvas unstable in
CD,Cl,, degrading in less than one minute.

NMR data collection and analysis.'H spectra were collected on a JEOL 500 MHz NMR
and analyzed using JEOL Delta software. 64 scAd81072 data points (0.15 Hz resolution) were
collected from 25 to -15 ppm. Peak positions wesed to determine the ratio of oxidized to reduced
sample after a linear relationship was confirmedirtfyared measurements, as described below.
Peak widths at half height were measured in DelEach reported rate constant is an average of at
least four values calculated from Equation 1. gilectra were recorded at the ambient temperature
of the instrument (18 — 20 °C).

Infrared data collection and analysis. Infrared spectra were collected on a Bruker
Equinox 55 FTIR spectrometer. After solvent sutttom, CO peaks were fit to mixed
Gaussian/Lorentzian lineshapes using Bruker OPW®vaie. Suitably enlarged printouts were cut
along the peak fit lines and weighed to give ratibexidized to reduced species.

Electrochemical measurements.Electrochemistry was performed on a BAS CV-50W in
dried degassed GBI, with 0.1 M tetrabutylammonium hexafluorophosph@BAH, recrystallized
from MeOH and dried under vacuum at 80 °C) and A6 sample at a scan rate of 100 mV/s in a
dedicated glovebox. The working electrode wasagsyl carbon disk (0.3 cm diameter), the counter

electrode was a platinum wire, and the referencefegocene/ferrocenium.

Note: Much of the material for this chapter comes diredtbm a manuscript entitled “Rates of
electron self-exchange between oxo-centered ruthewiusters are determined by orbital overlap”
by John C. Goeltz, Christina J. Hanson, and Cliffét. Kubiak, which has been published in
Inorganic Chemistry, 2009 48, 4763-4767. http://dx.doi.org/10.1021/ic8022024heTdissertation

author is the primary author of this manuscript.
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Chapter 4

Electronic structural effects in self-exchange tieas

4.1 Introduction

Electron self-exchange between oxo-centered ruthen clusters of the type
[RusO(OAc)(L)s] has been studied for both covalently bridgedaiminlecular mixed valence
exchang&and freely diffusing intermolecular excharfg®ioneering work by Meyest al. set out to
understand the intermolecular +/0 couple to bedtgrlain electronic communication evident in the
voltammetric behavior and electronic spectra ofiocét mixed valence clusters bridged by
pyrazine>® The previous chapter detdilstudies of intermolecular self-exchange between th
neutral and anionic clusters [R(OACc)(CO)(L),]”" performed to elucidate details of exchange in
highly coupled anionic mixed valence complexes deitl by pyraziné!* The electronic
distributions of reduced complex#s3 (Figure 4-1), specifically on the pyridyl ligandgere found

to be critically important in determining the coungl and the rate of electron transfer.

42
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Figure 4-1. The seven clusters discussed in this chapteand5, L = 4-cyanopyridine (cpy)2 an
6, L = pyridine (py);3 and7, L = 4-(dimethyl)aminopyridine (dmap¥; L = isoquinoline (iq).

In this chapter we explore further electronic sinoal effects in self-exchange reactions of oxo-
centered triruthenium clusters, and compare thedlple for the [R¢O(OAC)(CO)(L),] seriesl-4

and the +/0 couple for [RO(OAC)(L)4] seriess-7.%°

4.2 Overview of results

The kinetics of electron self-exchange for the JR@DAC)(CO)(L),]*" pairs for complexes
1-3 where L = 4-cyanopyridine (cpy), pyridine (py),dad-(dimethylamino)pyridine (dmap) are
described in Chapter®Those data and the new rate constants reporteddrecomplexed-7 were
all determined by standard NMR line broadening eixpents. Rate constants were calculated using

equation 1,
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(1)

whereyq andy, are the mole fractions of diamagnetic and paramiagspeciesjv is the difference

in chemical shift between diamagnetic and paranmégapecies in Hz, W is the peak width at half

maximum for the mixture in question, Mand W, are the widths for the pure diamagnetic and

paramagnetic species, ang; @ the total concentration in mol*l*® Equation 1 holds for this study

because the exchange was in the fast regime (Wagi€,,) >> 2t(Av) on the NMR timescale, as

the chemical shifts for exchanging species weraames of the diamagnetic and paramagnetic

chemical shifts, weighted by their respective mblctions> ® Rate constants with estimated

standard deviations are reported in Table 4-1 dotteg logarithmically against pyridine ligand

pK,' in Figure 4-2.

Table 4-1. Electron transfer rate constants (X & M) with ESDs in parentheses and.pklues

for pyridine ligand conjugate acids.

complex CRCN CDCl, ligand pKy
1 CO(cpy)” 13(3) 1.9
2 CO(py)Y” 1.8(5) 5.1
3 CO(dmapy” 0.7(5) 9.2
4 CO(iqy” 5(2) 5.1
5 (cpy)™ 3.3(3) 1.9
6 (pys™ 11(1) 5.1
7 (dmap)™ 7.2(5) 9.2
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Figure 4-2. Log plot of ET rate constants vs. pyridine ligapH, with estimated standard
deviations.

4.3 Electron self-exchange in the [RID(OAC)s(CO)(L),]% system: orbital overlap determines
the rate constant
First, we will consider the 0/- couple in complexed. In our previous study of self-

exchange, we found that the electronic distributitetermined & for [RusO(OAC)(CO)(L),]*"
couples where L was a pyridine ligand, complek&&® More electron withdrawing substituents on
the pyridine ligands led to significantly fastetfssxchange. A greater paramagnétitcontact shift
was also observed for pyridyl protons in reducednmiexes with more electron withdrawing
substituents, indicating greater electron spin e the peripheral ligands. A log plot of rate

constant vs. pyridine pKwas nearly linear (black squares, Figure 4-2).is Tduggests that the
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dominant effect of the electron withdrawing natafethe pyridine ligands can be found in the

exponential term of the standard adiabatic Marcuskformalism, equation’:*

(2)

Also of note is that the reorganization energigsclly observed for the pair of exchanging
clusters in the 0/- couple are on the order of D00®".*° H,g need only be a few percent bfto
achieve adiabatici®y and make equation 2 applicable here, but thigilisasrespectable coupling
given the large reorganization energy. In thisecage forego the more commonly invoked
explanation where low frequency vibrational modesaiibe the kinetic barrig*? in favor of a
Wolfsburg-Helmholtz-Mulliken approximatidhin which orbital overlap, §, is used as a proxy for
electron exchange, A&d. The good logarithmic correlation betweesy knd ligand pKis consistent
with an orbital overlap description, but the pargnetic contact shifts on the peripheral ligands
(Figure 4-3) give the clearest indication that @ased spin density is extended to the more electron

withdrawing peripheral pyridine ligands.
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Figure 4-3. Log plot of ET rate constants vs. average paraetag contact shiftA3) for pyridine
ligand protons upon reduction in GON.

To obtain further evidence for donor-acceptor ayeras the rate determining factor in the
0/- couple, we synthesized compléx In 4, L = isoquinoline (iq), a pyridine type ligand Wwiain
extendedr structure (see Figure 4-1). Remarkably, the qaii acids of py and iq both have a
reported pK of 5.1 As might then be expected, the electrochemistfy thiese two
[RusO(OAC)(CO)(L),] clusters each show three couples with the sajaeviithin 10 mV, as seen in

Figure 4-4.
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Figure 4-4. Electrochemistry for complex@sand4, ~1 mM in CHCI, with 0.1 M BuNPF;

We were able to isolate single crystalsdo$uitable for X-ray diffraction studies. This is

uncommon for [ReO(OAC)(CO)(L),] type complexes. An ORTEP drawing4fs shown in Figure

4-5. While the monoanionic decamethylcobaltocensatit of 4 was readily prepared for NMR

studies, single crystals were not obtained deggipeated attempts at crystallization, so a direct

structural comparison and independent estimatearfanization energy cannot be made at this time.
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Figure 4-5. ORTEP (50% probability) plot of complek Only one of two angles for the out-of-
plane isoquinoline ligand is shown.

In CDCN, ker for 4% was 5(2) x 16 M’s?, more than twice as fast as fat", the
[RusO(OACkCO(py)] complex (see black and white squares at pK5.1 in Figure 1). This
confirms that the donor-acceptor overlap is the idamt factor in determining the rate of exchange
in neutral and reduced clustefis4]®". It would appear that electrafensity (as in observed Fermi
contact shifts) and electradistribution (in an areal or delocalization sense, as in extérthe
system) in the reduced species are both importeéBiudies are currently underway comparing
pyrazine bridged systems with pyridine and isoqglimgo ligands to determine the relative

contributions of a largen-system to rates ahtramolecular ET in the respective mixed valence

complexes, as in Figure 4-6. Preliminary resutigvs that the electrochemical splittingst,,, in
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the cluster reductions @ and 9” are within 10 mV of each other, and the rate st for
intramolecular electron transfegkare the same within the uncertainty of #(€0O) bandshape
spectral simulation. We conclude that the eledtrgmmoperties of py and iq as ligands in these
complexes are nearly identical. This has no imftgeon rates of intramolecular ET in a mixed
valence ions such & and9, but all other things being about equal, the netendedrt system of

ig does promote faster rates of intermolecular Ebétter overlap.
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Figure 4-6. Structures of pyrazine bridged dimers with pytiB) or isoquinoline 9) ligands, and
infrared spectra of the/(CO) region of singly reduced mixed valen8e and 9, exhibiting
comparable coalescence and thus comparable raitesasholecular electron transfer.

4.4 Electron self-exchange in the [RID(OAC)s(py)s] ™ system: structural characterization of
the missing side of the redox couple
We now turn to the +/0 couple in the threefold sysimiz complexe$-7. We reproduced

exactly Meyert al.’s +/0 exchange rate constant for the tris-pyrictyinplex6, and determined rates
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for the tris-4-cyanopyridine complex and tris-4-(dimethyl)aminopyridine compléx As can be
seen in Table 4-1 and Figure 4-2 (red circlesg cainstants are in the same regime, but there is no
visible correlation between pkand k+, despite a predictable dependence of the oxidgiidentials

on pK, (as listed in the experimental section).

In spite of the availability of several X-ray crgbtstructures of RO complexes in the
Cambridge Crystallographic Database, direct corsparof a single complex in two oxidation states
was not possible until now. We were able to ctijgtathe cationic tris-pyridyl comple&'PF;, for
comparison with the known structure of neuaf® An ORTEP plot o6'PR; is shown in Figure

4-7.

Figure 4-7. ORTEP (50% probability) plot of compl&XPF;.

The solid state structure 6t is remarkable only in that the 3-fold symmetryrsée the

neutral (formally RURU"RU') system is broken in the B®RU"RU" system, presumably by
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counterion and packing effects. The rotation afigyy ligands is generally assumed to be free in
solution, except in cases of electron delocaliratato ther  system, and the structures reported
here do not conflict with that notion.

The availability of structural data for both sideithe [RuO(OAC)(py)s] ™ couple provides
the opportunity to estimate the inner sphere revrgéion energy.s from first principles®?’ The
inner sphere reorganization barrigy is calculated to be 1520 ¢hon the basis of the asymmetric
Ru;O (bridging oxo) mode, the Ru-N stretches, a pynidgking mode, and an acetate-based Ru-O
mode?® 3% Given the complexity of mode mixing in clustebrdtions under 800 cfthe number
should be considered an estimate, but as all ggnif bond distance changes have been taken into
account, the order of magnitude is likely correEbr comparison, the ferrocene/ferrocenium couple
has alis of ~240 cn calculated using only the metal ring breathing enod

The estimated for the 0/- couple is 10000 ¢hand includes outer sphere components, so
for direct comparisofi,s must be added to tlig barrier calculated for the +/0 couple. The elmttr
transfer distance is not known, but using reas@nahlues from crystal structures and the literature
the Lo for 60 in methylene chloride is calculated to be betw&8A0 and 3600 cthfor these
complexes® 3 This puts thé., for the +/0 pair at 3320-5120 €m Even ifi is ~5120 crit for the
+/0 couple, thé. of 10000 crit is clearly larger for the 0/- couple, though meaduself-exchange
rate constants are in the same regimé-{DdM™s?). Taken together with the strong dependence on
pyridine pkK; in the 0/- couple and complete lack thereof int@ couple, a consistent framework
emerges for understanding electron self-exchandmiih couples, in both inter- and intramolecular
RuO couples. Orbital overlap determines the ratestzont in neutral/anionic exchanges, and is not a
determining factor in neutral/cationic exchang&ates are in the same regime because the effective
barriers and crossing/frequency factors are sinaiftar including the large coupling in the 0/- gair

This is depicted graphically in Figure 4-8.
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Figure 4-8. Qualitative depiction of energy surfaces for #1@ couple § ~ 3320-5120 cih, small
coupling, top), 0/- couple in the absence of couplp. ~ 10000 crit, small coupling, middle), and
0/- couple in the presence of coupling, as obsefved10000 crit, large coupling, bottom).

In any discussion of electron exchange it is nergs® examine closely the donor and
acceptor orbitals. Qualitative molecular orbitégtams (Figure 4-9) fobs, symmetric clusters
such a$-7 have been invoked in several studiés? It becomes clear that a +/0 pair of exchanging
clusters would have a donor/acceptor orbital ef gymmetry. Delocalization of electron density
onto the pyridylr” system would be symmetrically accessible if thaaitacceptor were of A

symmetry, but A does not allow for mixing beyond the metal orlstalndeed, there is no evidence

in NMR spectra or kinetic trends to indicate tha pyridylnt* system is important in +/0 exchange.
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On the other hand both NMR and kinetic dddedemonstrate the importance of delocalization onto
peripheral ligands in-4%, the [RUO(OAC)(CO)(L),]°" clusters. The A SOMO of 1-4 is

accessible tor* orbitals of pyridine ligands in the RO plane®

consistent with the experimental
results. While the single carbonyl ligand lowens pverall symmetry of the complex slightly, the
electronic structure analysis remains essentiaéysame.

Electronic structural effects explain the large faténce observed in inner sphere
reorganization energies for the +/0 and 0/- pajisefr that the outer sphere components will be
comparable in a given solvent). A change in etadtr occupancy in an orbital localized on the three
ruthenium atoms is likely to induce small structuchanges as compared with a change in
occupancy for an orbital delocalized over the thmghenium atoms and two or three pyridie

systems. We continue to attempt the isolation &DXquality single crystals oi-4 and are

confident that structural data will validate thgw@amnents made here.

.‘. /‘,-’:' l)}.’

Figure 4-9. Qualitative MO scheme for clustersystem inD3, symmetry for the neutral clustess
7.
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4.5 Calculation of AG"s for [RusO(OAC)s(py)s] ™

The inner sphere reorganization energy @9t couple was calculated using structural and
vibrational data and methods from Sutin, Rrog. Inorg. Chem. 1983,30, 441 and Nielson et al.
Am. Chem. Soc. 1988,110, 1745-1749.
The inner sphere reorganization barrier is given by

AG'is = 05nf, " (Aa/2)? ®)

where n is the number of bonds undergoing distetiecludingboth molecules in the couple)a is
the change in bond distance between the oxidizetdraduced forms (in meters), afgd is the
“reduced” force constant for each bond (in“gnsol™) obtained from the individual force constants

for the reduced and oxidized species using

fisr = 2 fisox fisred /( fisOX + fisre{j) (4)

and
fio = 47[2vi52y ®)

wherevj is the frequency in’sandy is the reduced mass in g Maf

First we will reproduce the calculation from Nietset al. for ferrocené® The only mode
analyzed is the Cp ring breathing mode, witkaaof 0.035 A and Raman frequencies of 310 and 315
cm* for ferrocene and ferrocenium, respectively. Témuced mass of the two rings breathing with
respect to the metal center is taken to be the ofassingle ring, and n = 2 because only one “Bond
(ring-ring distance) is undergoing this change tloe exchangingpair. (For example, n=12 for
breathing modes of a pair of exchanging octahexraplexes¥
fi2¢ = 4 * (3.14F * (9.294 E12 8) (65 g mot') = 2.2166 E29 g mdis?
fired=2.2882 E29 g mdls?
The reduced force constant is then
fie =2.2518 E29 g mdls? (or dyn mof* cm?, or 3.75 E5 dyn cih as reported?)
AGs = 0.5*2*2.2518 E29 g mdls? * (0.035 E-10 m / %)= 7.0 E5 g rhs”mol™

AGs = 7.0 E2 kg ms® mol* = 7.0 E2 J mot
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AGis = 0.70 kJ mot (60 cm?) for the Fé&/Fc pair.

Nielson et al. report a value of 0.35 kcal th8l The use of kcal instead of kJ is likely just a
typographic error, though it is propagated throughbe manuscript. The authors likely used n = 1
(i.e. one metallocene) where n = 2 is appropriasein Sutin’'s example of n = 12 for metal ligand
bonds in exchanging octahedral complexes. Forynahis error did not perturb any further
guantitative analysis on their part, at least at thanuscript.

With increased confidence we turn to the basicemitlm acetate clusters. Low energy
modes will dominateAG, and complete assignment of low energy vibratiofstris-pyridyl
ruthenium clusters is currently unavailable. Valused here are estimated from available data on
pyrazine bridged clusters with CO and pyridy! ligeii and available data for E@(py) clusters®
Ru-N distortions

The Raman spectrum of the pyrazine bridged dmamhas a Ru-N stretch of 210 ém
Fe,O(py) has Fe-N bands at 186 and 253dior the neutral and cationic forms. This analysils
use 210 and 277 ¢hor 6.295 E12°5and 8.304 E12'S
fi>* = 4 * (3.14F * (8.304 E12 8)? (12.3g mof) = 3.3450 E28 g mdls?
fised=1.9246 E28 g mdls?
fid = 2.4434 E28 g mdls?

AGis =0.5*2 *2.4434 E28 g mols? * (Aa/ 2f n?
Aa =0.022, 0.016, and 0.004 A for three differdmrges in bond distance
AG, =2.96 E4 + 1.56 E4 + 9.78 E2 ¢ &f mol™*

AGis run = 0.046 kJ motor 4 cm*

Ru;O distortions
Neither crystal structure shows significant dewiatfrom planarity for the central oxygen,
S0 anydsym modes below 400 cishould not contribute significantly to the innphsre barrier. The

A, component of the,dRu;0) mode is observed at 584 ¢rim the (CO)(dmap) pyrazine bridged
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dimers and at 600 and 570 ¢nm oxidized and neutral E®(py); clusters, so 614 and 584 ¢will
be used here.
fi2¢ = 4 * (3.14F * (18.407 E12 )% (13.8 g mof) = 1.846 E29 g mdis?

fir®d=1.670 E29 g mdis?

fie =1.754 E29 g mdis?

AGs = 0.5*2*1.754 E29 g mdls? * (Aa / 2f n?

Aa =0.023, 0.019, and 0.011 A for three differdwirmges in bond distance
AGs = 2.32 E5 + 1.58 E5 + 5.31 E4 g &f mol*

AGis ruso = 0.443 kJ mot or 37 cnt

RuU-O4:
The ruthenium-oxygen acetate bonds are difficultat@lyze because they have many
vibrational modes. Here we will use 315 and 345 &tit°
fi* = 4 * (3.14F * (10.343 E12 9)? (13.8 g mof) = 5.828 E28 g mdis?
fired= 4.858 E28 g mdis?
fid =5.299 E28 g mdis?
AG,s =0.5*2*5.299 E28 g mdls? * (Aa / 2f n?’
Aa = 0.030, 0.033, 0.038, 0.034, 0.043, 0.036, 0.0386, 0.035, 0.028, 0.025, and 0.016 A
AGis ru-04= 1.77 k3 mot or 148 crit

Pyridine distortions

Though the choice is arbitrary and mode mixing pi complicates the actual calculation
to a degree well beyond the scope of this work,ldkeest frequency pyridyl mode with significant
bond distance changes assigned fgDy)s; clusters is mode 6a. The energies are 639 andré29

! for oxidized and reduced iron clusters, so thasebers are used here.

fi 2 C-C = 4 * (3.14) * (19.157 E12 3)? (6 g mol*) = 8.693 E28 g mdis?
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fsdC-C = 8.423 E28 g mdls?
fi>* C-N = 9.359 E28 g mdls?
fi®dC-N = 9.069 E28 g mdls?
fiy C-C = 8.556 E28 g mdls?
fi C-N = 9.212 E28 g mdls?
AGs =0.5*2 *£ g mol*s?* (Aa/ 2F n?
AGgs py = 2.27 kJ mot or 190 cnit

The totalAG,s estimated here is 4.53 kJ ipbr 380 cnit. This should of course be taken
as an estimate, but is still instructive as todhder of magnitude of the inner sphere reorgaripati
barrier. Mode mixing and a large numbers of borsladce changes and vibrational modes make
this calculation more susceptible to propagatedretran the single vibration used to calculate the
inner sphere reorganization energy for metalloaameles. Nonetheless, a vibrational mode in the
right order of magnitude was used with approprigguced masses for E(OAc)(py)s clusters
with crystallographically determined bond distances

The outer sphere componeXiB,. is estimated at 450-900 &nin CD,Cl, by substituting
the optical and static dielectric constants for,Chifrom Gennetet al.*" into the formula set up by
Sutin for Fe(HO)s>"?* exchange in watéf, and using an estimated radius of 6 angstroms and
reasonable possible electron transfer distanc&s1@ angstroms taken from space filling models of
the crystal structure @' reported in this paper. Obviously the rutheniduosters used in our study
are not spheres, but the uncertainty in determinifay delocalized molecular orbitals constructed
from 3 ruthenium atoms and an oxygen atom outweigmmetric considerations in the present
discussion.

AGy: is then 830-1280 cm-1. Assumim‘gstm* ~ M4, then the vertical reorganization
energy\ is 3320-5120 cih  The estimated reorganization energy for thesGROAC)(py)s] ™ pair
is substantially less than that of 10,000 cior the [RuO(OAC)(CO)(py)]®” pair, though the outer

sphere components are likely very similar.
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4.6 Conclusions

This work represents the most complete study te dditelectronic structural effects in
electron self-exchange reactions. The SOMO of the Ry""" cluster [R4O(OAC)(CO)(L),]
allows electronic delocalization to the systems of the peripheral pyridine ligands. Tileiads to
large reorganization energies that are compengatstrong coupling, kk, that arises from effective
orbital overlap between the pyridim& systems of donor/acceptor pairs in the precucsmnplexes.
Electron exchange between the ;R pair [RuO(OAc)k(L)s]™ involves electronic
configurations that are nominally {X and (&) Electron delocalization is then restricted te th
Ru; cores. This leads to small reorganization ensrgiegligibly small electronic couplings a4}

and an absence of pyridine substituent effectatasrof self-exchange.

4.7 Experimental

General. Deuterated solvents (GO, 99.9% D and CECN 99.8% D, Cambridge Isotope)
were distilled from Cakl under argon. Cobaltocene, decamethylcobaltocand, ferrocenium
hexafluorophosphate were used as received from&ijadrich. Elemental analysis was performed
by Numega Resonance Labs, San Diego, CA.

[RusO(OAc)(cpy)] (5) was prepared analogously to the literature procgdor 6 but
isolated as a neutral complex without the additiba reductant, as reported for @RYOAC); clusters
with electron withdrawing ligands. Yield, 40%4 NMR (500 MHz, CDCL,): & ppm 9.21 (d, J =
6.59 Hz, 6 H), 7.91 (d, J = 6.59 Hz, 6 H), 2.0148,H). UV/is (CHCL,) nm ¢ M?'s?) 265
(16500), 497 (11300), 799 (sh, 5600), 936 (930M. (KBr) cm* 2237, 1604, 1561, 1547, 1492,
1423, 1349, 1225, 1198, 1023, 835, 689, 559, 4&1. S (neg. mode) m/z calc. 986.9, found
986.4. Elemental analysis: calc. for RYOAC)(cpy)-4HO CiH3gNeO1;RU; C 34.06; H 3.62; N
7.94. Found 34.12; 3.49; 7.90. CV — reductioreptal for the +/0 couple is -370 mV vs. Fc/fa

CH,Cl,.
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[RusO(OAC)(py)s] (6) was prepared according to the literature proacgdamd NMR, IR,
and UV/vis analyses matched those reported. Tdhectidn potential for the +/0 couple is -560 mV
vs. Fc/F¢ in CH,Cl,. [RusO(OAC)(py)3][PF6] 6'PFs) was prepared similarly, and crystals suitable
for x-ray diffraction studies were obtained fortuisly from the slow evaporation of a gH,/MeOH
layered diffusion.

[RusO(OAck(dmap)][PFg (7'PR) was prepared in the same manner as
[RusO(OAC)(py)sl[PFsl.® Yield, 33%.*H NMR (500 MHz, CRCl,): & ppm 6.17 (d, J = 5.15 Hz, 6
H), 5.42 (s, 18 H), 2.77 (s, 18 H), 2.02 (d, J 816Hz, 6 H). UV/vis (CKCl,) nm ¢ Ms?) 271
(47000), 418 (10100), 503 (5300), 629 (7600), B8H00). IR (KBr) crit 1620, 1535, 1428, 1380,
1347, 1229, 1070, 1022, 841, 686, 560. ESI MS .(megde) m/z calc. 1041.0, found 1040.7.
Elemental analysis: calc. for{l4gFNsO13PRW% C 33.34; H 4.08; N 7.09. Found 33.11; 4.04; 7.12.
CV - reduction potential for the +/0 couple is -#W vs. Fc/FEin CH,Cl,.

[RusO(OAC)(CO)(iq)] (4) was synthesized by addition of 5 equivalentssoiguinoline
(iq) to the [RYO(OAC)(CO)(H,0),] cluster dissolved in a small amount of GEl,/MeOH. After
stirring overnight, the solvent was evaporated,sihlé@d was recrystallized from chloroform/hexanes,
washed extensively with hexanes, and dried in awmacdesiccator. Yield, 90%. Crystals suitable
for x-ray diffraction studies were grown by diffosi of pentane into a solution in CQCI'H NMR
(500 MHz, CDC}): & ppm 9.89 (s, 2 H), 9.15 (d, J = 6.37 Hz, 2 H)68d, J = 8.23 Hz, 2 H), 8.34
(d, 3 =8.23 Hz, 2 H), 8.06 (t, J = 7.88, 2 H),57(8 J = 8.09 Hz, 2 H), 2.00 (s, 12 H) 1.78 (${)6
UV/vis (CDsCN) nm € M™s?) 345 (5600), 379 (4300), 588 (3800). IR (KBr)trh945, 1634,
1610, 1574, 1425, 1390, 1351. ESI MS (pos. modk) calc. 960.9, found 983.6 (M + Na
Elemental analysis: calc. for{Bi3,NsO14RUs C 38.79; H 3.36; N 2.92. Found 38.43; 3.68; 3.0%

— reduction potential for the 0/- couple is -1250 Fc/F¢E in MeCN.

Sample Preparation. Samples for NMR and UV/vis experiments were preg@an a
nitrogen-filled glove box. Solutions were preparedhe appropriate dried deuterated solvent, and
approximately half of the solution was added to ZJ8uivalents of either ferrocenium

hexafluorophosphate (f@and6), cobaltocene (fof”), or decamethylcobaltocene (#)y. The fully
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oxidized and reduced solutions were mixed in vayypmoportions. A total of 0.6 mL for each
sample was added to standard NMR tubes (500 MHim&d), capped, and sealed with tape.
Samples for UV/vis were injected into an airtigbtl ith CaF, windows and a 0.1 mm path length
before removal from the glovebox.

UV/vis Data Collection. UV/vis data were collected on a Shimadzu UV-3600vis/NIR
spectrometer.

NMR Data Collection and Analysis. 'H spectra (64 scans) were collected on a JEOL 500
MHz NMR spectrometer and analyzed using JEOL Dstthware. Peak positions were used to
determine the ratio of oxidized to reduced sampk,linear relationships have previously been
confirmed® ® Peaks were fit to Lorentzian lineshapes in théaDsoftware. Each reported rate
constant is an average of at least four valuesilzatd from equation 1. All spectra were recorded
the ambient temperature of the instrument (18-20 °C

Electrochemical Measurements. Electrochemistry was performed with a BAS Epsilon
potentiostat in dried deoxygenated £ with 0.1 M tetrabutylammonium hexafluorophosphate
(TBAH, recrystallized from MeOH and dried under wvam at 80 °C) and 0.5-7 mM sample
concentrations at a scan rate of 100 mV/s in acdésli glovebox. The working electrode was a
platinum disk (1.6 mm diameter). The counter etm was a platinum wire, and the reference was
the ferrocene/ferrocenium couple.

Crystallographic  Structure Determinations. Single-crystal X-ray structure
determinations were carried out at 100(2) K onegith Bruker P4 or Platform Diffractometer using
Mo Ko radiation § = 0.71073 A) in conjunction with a Bruker APEX detor. All structures were
solved by direct methods using SHELXS-97 and refiméth full-matrix least-squares procedures

using SHELXL-97%° CIF files can be found as supplementary inforomati

Note: Much of the material for this chapter comes digeftbm a manuscript entitled “Electronic

structural effects in self-exchange reactions” bpn] C. Goeltz, Eric E. Benson, and Clifford P.
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Kubiak, which has been published Journal of Physical Chemistry B, 2010, 114, 14729-14734.

http://dx.doi.org/10.1021/jp103009b The dissestathuthor is the primary author of this manuscript.

4.8 Appendix

Table 4-2 Crystal data and structure refinement for compgle

Identification code jg_041409_0Om

Empirical formula C34 H35 CI9 N2 014 Ru3

Formula weight 1317.90

Temperature 150(2) K

Wavelength 0.71073 A

Crystal system Monoclinic

Space group P2(1)/n

Unit cell dimensions a=14.657(6) A a=90°.
b = 18.300(8) A = 95.826(6)°.
c=17.958(8) A y = 90°.

Volume 4792(4) B

z 4

Density (calculated) 1.827 Mgﬁn

Absorption coefficient 1.497 mth

F(000) 2600

Crystal size 0.30 x 0.20 x 0.10 méh

Theta range for data collection 1.59 to 25.68°.

Index ranges -17<=h<=17, -22<=k<=22, -21<=I<=21

Reflections collected 43463

Independent reflections 9022 [R(int) = 0.0455]

Completeness to theta = 25.00° 100.0 %

Absorption correction Semi-empirical from equivaten

Max. and min. transmission 0.8648 and 0.6623

Refinement method Full-matrix least-squares énF

Data / restraints / parameters 9022/0/619

Goodness-of-fit on & 1.051

Final R indices [I>2sigma(l)] R1 =0.0388, wR2 H866



Table 4-2 Crystal data and structure refinement for comglecontinued.
R indices (all data) R1 =0.0529, wR2 = 0.0959
Largest diff. peak and hole 1.714 and -1.471%.A

63



Table 4-3 Bond lengths [A] and angles [°] for compkx

C(27A)-C(28A) 1.34(3)
C(27A)-N(2) 1.486(17)
C(28A)-C(25) 1.537(17)
C(29A)-C(24) 1.305(12)
C(29A)-C(30A) 1.346(15)
C(30A)-C(31A) 1.41(3)
C(31A)-C(26) 1.17(2)
C(27B)-N(2) 1.27(2)
C(27B)-C(28B) 1.38(3)
C(28B)-C(25) 1.20(2)
C(29B)-C(30B) 1.367(17)
C(29B)-C(24) 1.602(17)
C(30B)-C(31B) 1.38(2)
C(31B)-C(26) 1.53(2)
C(25)-C(24) 1.409(8)
C(25)-C(26) 1.422(9)
C(24)-C(23) 1.435(8)
C(23)-N(2) 1.285(7)
C(22)-C(21) 1.369(6)
C(22)-N(1) 1.370(5)
C(14)-N(1) 1.316(6)
C(14)-C(15) 1.413(6)
C(1)-0(14) 1.158(6)
C(1)-Ru(2) 1.842(5)
C(3)-C(2) 1.501(6)
C(21)-C(20) 1.408(7)
C(20)-C(15) 1.410(6)
C(20)-C(19) 1.430(6)
C(15)-C(16) 1.412(6)
C(16)-C(17) 1.368(7)
C(19)-C(18) 1.354(7)

C(18)-C(17) 1.405(7)



Table 4-3 Bond lengths [A] and angles [°] for compkxcontinued.

C(34)-CI(5) 1.748(6)
C(34)-CI(4) 1.764(7)
C(34)-CI(6) 1.765(6)
C(32)-CI(1) 1.750(5)
C(32)-CI(3) 1.755(5)
C(32)-CI(2) 1.758(5)
C(33)-CI(8) 1.750(5)
C(33)-CI(9) 1.752(5)
C(33)-CI(7) 1.755(5)
N(1)-Ru(3) 2.117(3)
C(4)-0(4) 1.258(6)
C(4)-0(2) 1.262(6)
C(4)-C(5) 1.515(7)
C(2)-0(5) 1.255(5)
C(2)-0(3) 1.263(5)
C(10)-0(6) 1.256(5)
C(10)-0(9) 1.263(5)
C(10)-C(11) 1.501(6)
C(12)-0(7) 1.259(5)
C(12)-0(8) 1.270(5)
C(12)-C(13) 1.504(6)
C(8)-0(10) 1.263(5)
C(8)-0(12) 1.265(6)
C(8)-C(9) 1.510(7)
C(6)-0(13) 1.257(5)
C(6)-0(11) 1.271(5)
C(6)-C(7) 1.504(6)
N(2)-Ru(1) 2.129(4)
O(1)-Ru(3) 1.888(3)
O(1)-Ru(1) 1.894(3)
O(1)-Ru(2) 2.056(3)
0(2)-Ru(1) 2.040(4)

0(3)-Ru(1) 2.059(3)



Table 4-3 Bond lengths [A] and angles [°] for compkxcontinued.

0(4)-Ru(2) 2.093(3)
0(5)-Ru(2) 2.074(3)
0(6)-Ru(2) 2.076(3)
O(7)-Ru(2) 2.090(3)
0(8)-Ru(3) 2.032(3)
0(9)-Ru(3) 2.042(3)
0(10)-Ru(3) 2.062(3)
O(11)-Ru(3) 2.033(3)
0(12)-Ru(1) 2.049(3)
0(13)-Ru(1) 2.058(3)
C(28A)-C(27A)-N(2) 116.1(12)
C(27A)-C(28A)-C(25) 121.5(13)
C(24)-C(29A)-C(30A) 119.2(10)
C(29A)-C(30A)-C(31A) 121.9(14)
C(26)-C(31A)-C(30A) 118.5(18)
N(2)-C(27B)-C(28B) 129.8(19)
C(25)-C(28B)-C(27B) 120.3(18)
C(30B)-C(29B)-C(24) 118.8(12)
C(29B)-C(30B)-C(31B) 118.7(16)
C(30B)-C(31B)-C(26) 123.5(16)
C(28B)-C(25)-C(24) 114.4(11)
C(28B)-C(25)-C(26) 124.9(11)
C(24)-C(25)-C(26) 117.0(7)
C(28B)-C(25)-C(28A) 26.7(16)
C(24)-C(25)-C(28A) 117.6(8)
C(26)-C(25)-C(28A) 124.8(9)
C(29A)-C(24)-C(25) 116.8(7)
C(29A)-C(24)-C(23) 122.8(7)
C(25)-C(24)-C(23) 116.7(6)
C(29A)-C(24)-C(29B) 38.1(6)
C(25)-C(24)-C(29B) 119.2(6)

C(23)-C(24)-C(29B) 120.2(7)



Table 4-3 Bond lengths [A] and angles [°] for compkxcontinued.

N(2)-C(23)-C(24) 124.3(6)
C(21)-C(22)-N(1) 122.1(4)
N(1)-C(14)-C(15) 123.9(4)
0(14)-C(1)-Ru(2) 178.5(4)
C(22)-C(21)-C(20) 120.1(4)
C(21)-C(20)-C(15) 118.0(4)
C(21)-C(20)-C(19) 123.5(4)
C(15)-C(20)-C(19) 118.5(4)
C(16)-C(15)-C(20) 120.0(4)
C(16)-C(15)-C(14) 122.5(4)
C(20)-C(15)-C(14) 117.5(4)
C(17)-C(16)-C(15) 120.1(4)
C(18)-C(19)-C(20) 119.9(4)
C(19)-C(18)-C(17) 121.6(4)
C(16)-C(17)-C(18) 120.0(5)
CI(5)-C(34)-CI(4) 108.4(4)
CI(5)-C(34)-CI(6) 111.0(3)
Cl(4)-C(34)-CI(6) 109.9(3)
Cl(1)-C(32)-CI(3) 111.0(3)
Cl(1)-C(32)-CI(2) 110.6(3)
CI(3)-C(32)-CI(2) 109.2(3)
C(31A)-C(26)-C(25) 123.5(13)
C(31A)-C(26)-C(31B) 22.2(11)
C(25)-C(26)-C(31B) 118.7(10)
CI(8)-C(33)-CI(9) 109.9(3)
CI(8)-C(33)-CI(7) 110.6(3)
CI(9)-C(33)-CI(7) 110.8(3)
C(14)-N(1)-C(22) 118.4(4)
C(14)-N(1)-Ru(3) 121.4(3)
C(22)-N(1)-Ru(3) 120.2(3)
0(4)-C(4)-0(2) 127.6(4)
O(4)-C(4)-C(5) 117.3(5)

0(2)-C(4)-C(5) 115.1(5)



Table 4-3 Bond lengths [A] and angles [°] for compkxcontinued.

0(5)-C(2)-0(3) 127.0(4)
0(5)-C(2)-C(3) 116.4(4)
0(3)-C(2)-C(3) 116.5(4)
0(6)-C(10)-0(9) 126.8(4)
0(6)-C(10)-C(11) 116.7(4)
0(9)-C(10)-C(11) 116.5(4)
0(7)-C(12)-0(8) 127.1(4)
0(7)-C(12)-C(13) 116.9(4)
0(8)-C(12)-C(13) 116.1(4)
0(10)-C(8)-O(12) 126.6(4)
0(10)-C(8)-C(9) 116.4(4)
0(12)-C(8)-C(9) 117.0(4)
0(13)-C(6)-O(11) 126.3(4)
0(13)-C(6)-C(7) 118.2(4)
0(11)-C(6)-C(7) 115.6(4)
C(27B)-N(2)-C(23) 108.6(10)
C(27B)-N(2)-C(27A) 27.1(13)
C(23)-N(2)-C(27A) 122.5(8)
C(27B)-N(2)-Ru(1) 127.4(10)
C(23)-N(2)-Ru(1) 122.7(4)
C(27A)-N(2)-Ru(1) 113.5(7)
Ru(3)-O(1)-Ru(1) 120.63(16)
Ru(3)-O(1)-Ru(2) 119.71(15)
Ru(1)-O(1)-Ru(2) 119.63(14)
C(4)-0(2)-Ru(1) 130.1(3)
C(2)-0(3)-Ru(1) 133.3(3)
C(4)-O(4)-Ru(2) 131.7(3)
C(2)-0(5)-Ru(2) 128.2(3)
C(10)-0(6)-Ru(2) 128.9(3)
C(12)-0(7)-Ru(2) 134.5(3)
C(12)-0(8)-Ru(3) 128.7(3)
C(10)-0(9)-Ru(3) 133.0(3)

C(8)-0(10)-Ru(3) 132.7(3)



Table 4-3 Bond lengths [A] and angles [°] for compkxcontinued.

C(6)-0(11)-Ru(3)
C(8)-0(12)-Ru(1)
C(6)-0(13)-Ru(1)
O(1)-Ru(1)-0(2)

O(1)-Ru(1)-0(12)
0(2)-Ru(1)-0(12)
O(1)-Ru(1)-O(13)
0(2)-Ru(1)-O(13)

0(12)-Ru(1)-0(13)

O(1)-Ru(1)-0(3)
0(2)-Ru(1)-0(3)
0(12)-Ru(1)-0(3)
0(13)-Ru(1)-0(3)
O(1)-Ru(1)-N(2)
0(2)-Ru(1)-N(2)
0(12)-Ru(1)-N(2)
O(13)-Ru(1)-N(2)
0(3)-Ru(1)-N(2)
C(1)-Ru(2)-O(1)
C(1)-Ru(2)-0(5)
O(1)-Ru(2)-0(5)
C(1)-Ru(2)-0(6)
O(1)-Ru(2)-0(6)
O(5)-Ru(2)-0(6)
C(1)-Ru(2)-0(7)
O(1)-Ru(2)-0(7)
0(5)-Ru(2)-0(7)
0(6)-Ru(2)-0(7)
C(1)-Ru(2)-O(4)
O(1)-Ru(2)-0(4)
O(5)-Ru(2)-0(4)
0(6)-Ru(2)-0(4)
O(7)-Ru(2)-0(4)

124.8(3)
125.6(3)
131.8(3)
92.58(13)
94.38(12)
172.72(13)
96.11(12)
88.90(13)
88.22(13)
95.78(12)
92.46(13)
88.98(13)
167.96(12)
176.28(17)
83.83(17)
89.26(16)
84.80(14)
83.46(14)
179.45(17)
88.15(17)
91.30(12)
89.24(17)
91.30(12)
177.38(12)
89.07(17)
90.82(12)
84.93(12)
95.36(12)
87.16(17)
92.94(12)
94.46(12)
85.08(13)
176.20(12)



Table 4-3 Bond lengths [A] and angles [°] for compkxcontinued.

O(1)-Ru(3)-0(8) 93.72(12)
O(1)-Ru(3)-O(11) 93.76(12)
0(8)-Ru(3)-O(11) 172.50(12)
O(1)-Ru(3)-0(9) 96.70(13)
0(8)-Ru(3)-0(9) 92.76(12)
0(11)-Ru(3)-0(9) 86.95(12)
O(1)-Ru(3)-O(10) 95.21(12)
0(8)-Ru(3)-O(10) 87.47(12)
0(11)-Ru(3)-0(10) 91.26(12)
0(9)-Ru(3)-0(10) 168.05(12)
O(1)-Ru(3)-N(1) 179.53(14)
0(8)-Ru(3)-N(1) 86.54(13)
O(11)-Ru(3)-N(1) 85.98(13)
0(9)-Ru(3)-N(1) 83.69(13)
O(10)-Ru(3)-N(1) 84.40(13)

Symmetry transformations used to generate equivatems:



Table 4-4 Crystal data and structure refinement for compl®F; .

Identification code
Empirical formula
Formula weight
Temperature
Wavelength
Crystal system
Space group

Unit cell dimensions

Volume

z

Density (calculated)
Absorption coefficient

F(000)

Crystal size

Theta range for data collection
Index ranges

Reflections collected
Independent reflections
Completeness to theta = 25.00°
Absorption correction

Max. and min. transmission
Refinement method

Data / restraints / parameters
Goodness-of-fit on &

Final R indices [I>2sigma(l)]

R indices (all data)

Largest diff. peak and hole

eb_091109b_0m

C27 H33 F6 N3 013 P Ru3
1055.74

150(2) K

0.71073 A

Monoclinic

P2(1)/n

a=21.330(2) A o= 90°.
B= 100.666(2)°.
c=22.864(2) A y=90°.

b =7.7725(8) A

3725.2(7) B
4
1.882 Mgfn
1.337 mrh
2084
0.50 x 0.20 x 0.10 méh
1.45 to 25.64°.

-25<=h<=25, -8<=k<=9, -27<=[<=27

35643
7003 [R(int) = 0.0612]
100.0 %
Semi-empirical from equivaken
0.8779 and 0.5545
Full-matrix least-squares énF
7003/0/484
1.068
R1 = 0.0448, wR2 4002
R1 =0.0613, wR2 = 0.1088
2.156 and -0.671®.A

71



Table 4-5 Bond lengths [A] and angles [°] for complePF;.

C(1)-0(3) 1.255(7)
C(1)-0(2) 1.261(6)
C(1)-C(2) 1.506(7)
C(2)-H(2A) 0.9800
C(2)-H(2B) 0.9800
C(2)-H(2C) 0.9800
C(3)-0(4) 1.257(6)
C(3)-0(5) 1.259(7)
C(3)-C(4) 1.497(8)
C(4)-H(4A) 0.9800
C(4)-H(4B) 0.9800
C(4)-H(4C) 0.9800
C(5)-0(6) 1.256(6)
C(5)-0(7) 1.261(6)
C(5)-C(6) 1.504(8)
C(6)-H(6A) 0.9800
C(6)-H(6B) 0.9800
C(6)-H(6C) 0.9800
C(7)-0(9) 1.249(6)
C(7)-0(8) 1.257(6)
C(7)-C(8) 1.501(7)
C(8)-H(8A) 0.9800
C(8)-H(8B) 0.9800
C(8)-H(8C) 0.9800
C(9)-0(11) 1.262(6)
C(9)-0(10) 1.267(7)
C(9)-C(10) 1.492(7)
C(10)-H(10A) 0.9800
C(10)-H(10B) 0.9800
C(10)-H(10C) 0.9800
C(11)-0(13) 1.255(6)

C(11)-0(12) 1.272(7)



Table 4-5 Bond lengths [A] and angles [°] for compl@PF;, continued.

C(11)-C(12) 1.491(7)
C(12)-H(12A) 0.9800
C(12)-H(12B) 0.9800
C(12)-H(12C) 0.9800
C(13)-N(1) 1.346(7)
C(13)-C(14) 1.382(8)
C(13)-H(13) 0.9500
C(14)-C(15) 1.380(9)
C(14)-H(14) 0.9500
C(15)-C(16) 1.386(9)
C(15)-H(15) 0.9500
C(16)-C(17) 1.373(8)
C(16)-H(16) 0.9500
C(17)-N(2) 1.352(7)
C(17)-H(17) 0.9500
C(18)-N(2) 1.341(8)
C(18)-C(19) 1.394(8)
C(18)-H(18) 0.9500
C(19)-C(20) 1.381(9)
C(19)-H(19) 0.9500
C(20)-C(21) 1.375(9)
C(20)-H(20) 0.9500
C(21)-C(22) 1.391(8)
C(21)-H(21) 0.9500
C(22)-N(2) 1.351(7)
C(22)-H(22) 0.9500
C(23)-N(3) 1.354(7)
C(23)-C(24) 1.370(8)
C(23)-H(23) 0.9500
C(24)-C(25) 1.392(8)
C(24)-H(24) 0.9500
C(25)-C(26) 1.380(8)

C(25)-H(25) 0.9500



Table 4-5 Bond lengths [A] and angles [°] for compl@PF;, continued.

C(26)-C(27) 1.388(8)
C(26)-H(26) 0.9500
C(27)-N(3) 1.355(7)
C(27)-H(27) 0.9500
N(1)-Ru(2) 2.104(4)
N(2)-Ru(3) 2.110(4)
N(3)-Ru(1) 2.092(5)
O(1)-Ru(2) 1.913(4)
O(1)-Ru(1) 1.943(4)
O(1)-Ru(3) 1.947(3)
0(2)-Ru(1) 2.043(4)
O(3)-Ru(2) 2.044(4)
O(4)-Ru(1) 2.039(4)
O(5)-Ru(2) 2.047(4)
0(6)-Ru(2) 2.035(4)
O(7)-Ru(3) 2.041(4)
0(8)-Ru(2) 2.037(4)
0(9)-Ru(3) 2.034(4)
O(10)-Ru(3) 2.015(4)
O(11)-Ru(1) 2.026(4)
0O(12)-Ru(3) 2.024(4)
O(13)-Ru(1) 2.034(4)
F(1)-P(2) 1.592(4)
F(2)-P(1) 1.603(4)
F(3)-P(1) 1.597(4)
F(4)-P(1) 1.605(5)
F(5)-P(1) 1.603(5)
F(6)-P(1) 1.579(5)
0(3)-C(1)-0(2) 126.3(5)
O(3)-C(1)-C(2) 117.1(5)
0(2)-C(1)-C(2) 116.6(5)

C(1)-C(2)-H(2A) 109.5



Table 4-5 Bond lengths [A] and angles [°] for compl@PF;, continued.

C(1)-C(2)-H(2B) 109.5
H(2A)-C(2)-H(2B) 109.5
C(1)-C(2)-H(2C) 109.5
H(2A)-C(2)-H(2C) 109.5
H(2B)-C(2)-H(2C) 109.5
0(4)-C(3)-0(5) 125.4(5)
0(4)-C(3)-C(4) 116.9(5)
0(5)-C(3)-C(4) 117.7(5)
C(3)-C(4)-H(4A) 109.5
C(3)-C(4)-H(4B) 109.5
H(4A)-C(4)-H(4B) 109.5
C(3)-C(4)-H(4C) 109.5
H(4A)-C(4)-H(4C) 109.5
H(4B)-C(4)-H(4C) 109.5
0(6)-C(5)-0(7) 125.6(5)
0(6)-C(5)-C(6) 117.2(5)
0(7)-C(5)-C(6) 117.1(5)
C(5)-C(6)-H(6A) 109.5
C(5)-C(6)-H(6B) 109.5
H(6A)-C(6)-H(6B) 109.5
C(5)-C(6)-H(6C) 109.5
H(6A)-C(6)-H(6C) 109.5
H(6B)-C(6)-H(6C) 109.5
0(9)-C(7)-0(8) 126.3(5)
0(9)-C(7)-C(8) 116.3(5)
0(8)-C(7)-C(8) 117.4(5)
C(7)-C(8)-H(8A) 109.5
C(7)-C(8)-H(8B) 109.5
H(8A)-C(8)-H(8B) 109.5
C(7)-C(8)-H(8C) 109.5
H(8A)-C(8)-H(8C) 109.5
H(8B)-C(8)-H(8C) 109.5

0(11)-C(9)-O(10) 125.3(5)



Table 4-5 Bond lengths [A] and angles [°] for compl@PF;, continued.

0(11)-C(9)-C(10) 117.9(5)
0(10)-C(9)-C(10) 116.7(5)
C(9)-C(10)-H(10A) 109.5
C(9)-C(10)-H(10B) 109.5
H(10A)-C(10)-H(10B) 109.5
C(9)-C(10)-H(10C) 109.5
H(10A)-C(10)-H(10C) 109.5
H(10B)-C(10)-H(10C) 109.5
0(13)-C(11)-0(12) 125.7(5)
0(13)-C(11)-C(12) 117.1(5)
0(12)-C(11)-C(12) 117.2(5)
C(11)-C(12)-H(12A) 109.5
C(11)-C(12)-H(12B) 109.5
H(12A)-C(12)-H(12B) 109.5
C(11)-C(12)-H(12C) 109.5
H(12A)-C(12)-H(12C) 109.5
H(12B)-C(12)-H(12C) 109.5
N(1)-C(13)-C(14) 121.8(5)
N(1)-C(13)-H(13) 119.1
C(14)-C(13)-H(13) 119.1
C(15)-C(14)-C(13) 119.4(6)
C(15)-C(14)-H(14) 120.3
C(13)-C(14)-H(14) 120.3
C(14)-C(15)-C(16) 119.0(5)
C(14)-C(15)-H(15) 120.5
C(16)-C(15)-H(15) 120.5
C(17)-C(16)-C(15) 118.8(6)
C(17)-C(16)-H(16) 120.6
C(15)-C(16)-H(16) 120.6
N(1)-C(17)-C(16) 122.6(6)
N(1)-C(17)-H(17) 118.7
C(16)-C(17)-H(17) 118.7

N(2)-C(18)-C(19) 122.4(6)



Table 4-5 Bond lengths [A] and angles [°] for compl@PF;, continued.

N(2)-C(18)-H(18) 118.8
C(19)-C(18)-H(18) 118.8
C(20)-C(19)-C(18) 118.7(6)
C(20)-C(19)-H(19) 120.7
C(18)-C(19)-H(19) 120.7
C(21)-C(20)-C(19) 119.4(6)
C(21)-C(20)-H(20) 120.3
C(19)-C(20)-H(20) 120.3
C(20)-C(21)-C(22) 119.0(6)
C(20)-C(21)-H(21) 120.5
C(22)-C(21)-H(21) 120.5
N(2)-C(22)-C(21) 122.0(6)
N(2)-C(22)-H(22) 119.0
C(21)-C(22)-H(22) 119.0
N(3)-C(23)-C(24) 122.3(5)
N(3)-C(23)-H(23) 118.8
C(24)-C(23)-H(23) 118.8
C(23)-C(24)-C(25) 119.1(5)
C(23)-C(24)-H(24) 120.5
C(25)-C(24)-H(24) 120.5
C(26)-C(25)-C(24) 119.5(6)
C(26)-C(25)-H(25) 120.3
C(24)-C(25)-H(25) 120.3
C(25)-C(26)-C(27) 118.8(5)
C(25)-C(26)-H(26) 120.6
C(27)-C(26)-H(26) 120.6
N(3)-C(27)-C(26) 122.0(5)
N(3)-C(27)-H(27) 119.0
C(26)-C(27)-H(27) 119.0
C(13)-N(1)-C(17) 118.4(5)
C(13)-N(1)-Ru(2) 120.7(4)
C(17)-N(1)-Ru(2) 120.9(4)

C(18)-N(2)-C(22) 118.3(5)



Table 4-5 Bond lengths [A] and angles [°] for compl@PF;, continued.

C(18)-N(2)-Ru(3) 122.0(4)
C(22)-N(2)-Ru(3) 119.5(4)
C(23)-N(3)-C(27) 118.4(5)
C(23)-N(3)-Ru(1) 119.9(4)
C(27)-N(3)-Ru(1) 121.6(4)
Ru(2)-O(1)-Ru(1) 119.95(18)
Ru(2)-O(1)-Ru(3) 120.34(19)
Ru(1)-O(1)-Ru(3) 119.71(18)
C(1)-0(2)-Ru(1) 132.8(4)
C(1)-0(3)-Ru(2) 131.7(3)
C(3)-O(4)-Ru(1) 133.1(4)
C(3)-0(5)-Ru(2) 132.5(4)
C(5)-0(6)-Ru(2) 134.5(4)
C(5)-0(7)-Ru(3) 130.3(4)
C(7)-0(8)-Ru(2) 130.2(4)
C(7)-0(9)-Ru(3) 132.8(3)
C(9)-0(10)-Ru(3) 133.9(4)
C(9)-0(11)-Ru(1) 131.6(4)
C(11)-0(12)-Ru(3) 132.0(3)
C(11)-0(13)-Ru(1) 134.0(4)
F(6)-P(1)-F(1) 91.7(3)
F(6)-P(1)-F(3) 89.7(3)
F(1)-P(1)-F(3) 178.7(3)
F(6)-P(1)-F(5) 92.0(3)
F(1)-P(1)-F(5) 90.0(3)
F(3)-P(1)-F(5) 89.8(3)
F(6)-P(1)-F(2) 178.7(3)
F(1)-P(1)-F(2) 88.7(2)
F(3)-P(1)-F(2) 90.0(2)
F(5)-P(1)-F(2) 89.2(3)
F(6)-P(1)-F(4) 90.2(3)
F(1)-P(1)-F(4) 89.6(3)

F(3)-P(1)-F(4) 90.5(3)



Table 4-5 Bond lengths [A] and angles [°] for compl@PF;, continued.

F(5)-P(1)-F(4) 177.7(3)

F(2)-P(1)-F(4) 88.5(3)

O(1)-Ru(1)-O(11) 95.74(16)
O(1)-Ru(1)-O(13) 93.21(15)
O(11)-Ru(1)-0(13) 91.82(17)
O(1)-Ru(1)-0(4) 96.04(15)
O(11)-Ru(1)-O(4) 168.18(16)
0(13)-Ru(1)-0(4) 88.51(17)
O(1)-Ru(1)-0(2) 94.12(15)
0(11)-Ru(1)-0(2) 88.97(17)
0(13)-Ru(1)-0(2) 172.52(16)
0(4)-Ru(1)-0(2) 89.20(17)
O(1)-Ru(1)-N(3) 178.93(15)
O(11)-Ru(1)-N(3) 83.57(17)
O(13)-Ru(1)-N(3) 86.02(16)
O(4)-Ru(1)-N(3) 84.68(16)
0(2)-Ru(1)-N(3) 86.68(16)
O(1)-Ru(2)-0(6) 94.24(15)
O(1)-Ru(2)-0(8) 94.03(15)
0(6)-Ru(2)-0(8) 92.21(18)
O(1)-Ru(2)-0(3) 94.17(15)
0(6)-Ru(2)-0(3) 86.80(18)
0(8)-Ru(2)-0(3) 171.79(15)
O(1)-Ru(2)-0(5) 97.35(16)
0(6)-Ru(2)-0(5) 168.21(15)
0(8)-Ru(2)-0(5) 89.12(17)
0(3)-Ru(2)-0(5) 90.21(18)
O(1)-Ru(2)-N(1) 178.45(16)
0(6)-Ru(2)-N(1) 85.90(17)
0(8)-Ru(2)-N(1) 84.42(16)
0(3)-Ru(2)-N(1) 87.38(16)
O(5)-Ru(2)-N(1) 82.57(16)

O(1)-Ru(3)-O(10) 96.87(15)



80

Table 4-5 Bond lengths [A] and angles [°] for compl@PF;, continued.

O(1)-Ru(3)-0(12) 92.94(15)
0(10)-Ru(3)-0(12) 90.46(19)
O(1)-Ru(3)-0(9) 96.03(15)
0(10)-Ru(3)-0(9) 167.09(15)
0(12)-Ru(3)-0(9) 89.42(19)
O(1)-Ru(3)-0(7) 93.61(15)
0(10)-Ru(3)-0(7) 90.06(18)
0(12)-Ru(3)-0(7) 173.32(15)
0(9)-Ru(3)-0(7) 88.58(18)
O(1)-Ru(3)-N(2) 177.91(17)
0(10)-Ru(3)-N(2) 81.04(17)
0(12)-Ru(3)-N(2) 87.00(17)
0(9)-Ru(3)-N(2) 86.06(17)
O(7)-Ru(3)-N(2) 86.50(17)

Symmetry transformations used to generate equivatems:
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Chapter 5

Mixed valency across hydrogen bonds: a first look

5.1 Introduction

Mixed valency and proton-coupled electron tran{fleCET) are widely explored and
relatively well understood fields® but there are few reports from the intersectiotheftwo’® There
are many reported studies of photoinduced electransfer across hydrogen borfd$!*® often
yielding surprisingly large donor-acceptor couprgnd a large range of observed kinetic isotope
effects. Symmetric ground state electron transteipled to one or more protons would offer a
platform for experimental insight into fundamen&éctron transfer, electron delocalization as a
stabilizing factor for hydrogen bonds in self-asbgm the stability of hydrogen bonds in the
presence of electron density, and the many mudtitadn multi-proton transformations in natural and
artificial photosynthesis.

Complex1 (Fig. 5-1),an oxo-centered trinuclear ruthenium cluster witie carbonyl, one
pyridyl, and one isonicotinic acid ligand affordsiltiple chromophores and oxidation states, as well
as access to a simple hydrogen bonding motif, aelio-head dicarboxylic acid dim@r.Partial
reduction ofl results in the monoanionic dimet){ while full reduction gives a dianionic dimer,

(1),%, each with a distinct electronic structure.

83
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Figure 5-1. Structures of the isolated neutral rutheniumtelitisand the mixed valence dicarboxylic
acid dimer (),
5.2 Electrochemistry

Previous studies predict electronic communicationreduced states of, based on
symmetry allowed interactions of the cluster gystem with pyridinen* orbitals!*® Anodic
reactions are found to be reversible one-electrmtgsses in all cases, irrespective of solvent

polarity and state of protonation, as shown in Fadgb+2.
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Figure 5-2. Electrochemistry of 1 mM in (a) CHCl,, (b) DMSO and (c) the deprotonated,Ru
carboxylate salt of in CH,Cl,. All solutions contained 0.1 M BNPF;, and used an Au WE, Pt CE,
and Fc/FE REF.

Figure 5-3 shows the cathodic electrochemistry of CH,Cl, and DMSO. The reduction
of the protonated cluster in GEl, (Fig 2, red solid line) shows two waves, and thexidation
shows two waves with a larger apparent splittinichis can be explained by an ECE mechanism
where E is a one electron reduction and C is arséhle dimerization. Reduced clustéreacts with
neutrall in the diffusion layer to form a mixed-valence éinfl),” which can then be reduced again
to form a doubly reduced dimet)¢, giving two reduction waves. This dimer is theoxidized in

two one electron steps split symmetrically aboethhlf wave potential of the monomer, resulting in

waves of approximately half the peak current ofdhe electron cluster oxidations seen at positive
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potentials. The neutral dimer falls apart to yi¢let neutral monomel. Consistent with a
dimerization step, the use of a solvent known sougtit hydrogen bonding (DMSO, Figure 5-3, black
dashed line) or use of the deprotonated clusteyNBoarboxylate salt, Figure 5-2) results in a single

reversible cathodic process with peak currents @waige to the anodic waves.

25x10°

——1inCHGI,
- - -1inDMSO

2.0x10°

1.5x10°

1.0x10°

i (A)

50x10°

A0 7T
06 08 -10 12 14  -16 1.8

E (V, vs. Fc/Fc)

Figure 5-3. Cathodic electrochemistry df in CH,CI, (red solid line) and DMSO (black dashed
line), with arrows to indicate splitting of the rexion upon dimerization. ~1 mM with 0.1 M
Bu,;NPF;, Au WE, Pt CE, and Fc/FREF.
5.3 Measurement of diffusion coefficients and hydmynamic radii to distinguish monomers
from dimers

The assignment of neutralas a monomer and the reduced states as dimarppsrsed by
diffusion coefficients measured by rotating diskitammetry measurements dnand diffusion
ordered NMR spectroscopy (DOSY) on neutral and ¢cedistates of. No neutral dimer is detected

by IR, NMR, or rotating disk electrochemistry atllimiolar concentrations in MeCN or GBI,

supporting a l§m, < 0.01 forl.
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Using a rotating glassy carbon disk electrode, antidear sweep voltammograms f
were recorded at a scan rate of 100 mV/s and ootathites of 200-2000 rpm. The oxidation
displayed Levich-Koutecky behavior, withyB 1.12(6) x 10 cnf s* in CH,Cl, and 1.46(6) x 10
cnt s'in MeCN. For comparison, a triruthenium clustéthvone carbonyl and two pyridine ligands
gave Q = 9.9(4) x 1¢ cn? s* in CH,Cl, and 1.19(7) x 10cn? s* in MeCN.

1, (1);, and (),* were characterized by DOSY at -20 °C inJCH and hydrodynamic radii
were determined by comparison of the measured diliffu coefficients with a ferrocene internal
standard to obviate the differences in solutiorasity between samples. Table 5-1 shows the ratios
of diffusion coefficients, the corresponding hydyndmic radii, and crystallographic or calculated
(DFT) radii. The assumption made here is thatlifferences between the crystallographic radii and
hydrodynamic radii are small (as in the known valge= 0.32 nm and,g, = 0.29 nm for ferrocene)
and sample independent. The calculated radiiartdble are spherical for Fc ahd Perrin’s oblate
spheroid formalisff is used for the distinctly non-spherical dimers ¢he predicted radius is 0.73

nm, instead of 0.63 nm obtained using a sphericalah

Table 5-1. Ratios of diffusion coefficients and experimentatl@alculated hydrodynamic radii.

Species D/, I'bosy (NM) I'wtalrcalc (NM)
Ferrocene 1 n/a 0.29
1 0.59 0.49 0.50
1), 0.34 0.83 0.73
(1),” 0.31 0.93 0.73

While not necessarily related to dimerization, Arotmeasure of thermodynamic stability,
the comproportionation constant, can be calculétech the splitting in the reoxidation waves of
(1),%. K.~ 10 for the mixed valence ion in GBI, at 100 mV/s scan rates indicating a highly stable
mixed valence ion with respect to disproportionatioSignificant contributions are expected from

both electrostatic and electronic structure factbrs
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5.4 Spectroelectrochemistry

The electronic structures of the three oxidatioates were probed by infrared and
UV/vis/near IR spectroelectrochemistry, shown igufe 5-4. Figure 5-4(a) shows th@CO) region
of the infrared. The neutral cluster shows thealband at 1945 cth and a fully reduced sample
shows a single band at 1900 trwith the usual shift seen for a single reductidnaccarbonyl
substituted RgO(OAC) cluster. A half reduced sample shows a sligHt &hi the “neutral” band to
about 1940 c, consistent with an increase in pyridine donotigbupon dimerization with a
reduced cluster, but otherwise simply a supergmsitf the neutral and reduced species. This
confirms an electron-localized structure, with gper bound on the electron transfer rate constant

(ker) of ~10°s™,
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Figure 5-4. IR and UV/Nis/NIR spectra of, 3 mM in MeCN, -20 °C. (ay(CO) region of the
infrared, showing electron localization on the iRdscale in the singly reduced mixed valence
dimer (green). (b) UV/Vis/INIR, showing a distindeeronic structure for the mixed valence dimer

(green).

Figure 5-4(b) shows UV/is/NIR spectra obtainedLas stepped through two one-electron
reductions, with equivalent results obtained byaitchemical or electrochemical reduction. The
fully reduced cluster spectrum (red line) is simtla other reduced carbonyl substituted triruthemiu
clusters’*? with several bands evident between 7000-12000, @nd an increase in intensity and
blue shift of the intracluster band observed at 588 (17000 crl) in the neutral species. The

monoanionic species identified a$),{ exhibits an unusual spectral response, not sintpéy
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superposition of neutral and fully reduced spediia might be expected in view of the simple
weighted average of neutral and redue€dO) bands in the infrared spectra in Figure 5-4(8he
intracluster absorption decreases in intensityisaseen in singly reduced dimers of triruthenium
clusters bridged by pyrazine or 4-4'-bipyridiffebut the near-IR shows an absorption profile at
much higher energy than the fully reduced dimehwait/m., of 11000 crit (green trace) instead of
8500 cnit (red trace). Several possible explanations ferriixed valence electronic structure merit
immediate discussion: orbital destabilization doieslectron-electron repulsion, an exciton shift, a
non-Gaussian Marcus-Hush intervalence charge #aifBfCT) band and a hypsochromic shift of
the cluster-to-ligand charge transfer (CLCT) trtioss due to stabilization of the ground state.

Red shifts upon sequential reduction similar inegyance to those in Figure 5-4(b) have
been observed in CLCT transitions of trispyridyituthenium clusterd! This was attributed to
destabilization of occupied cluster orbitals byréasing electron-electron repulsion. Applying this
explanation to 1), would require sequential population of a single enalar orbital, and thus a
delocalized Robin-Day Class Il classificatibnThe IR spectra preclude a delocalized electronic
structure (Fig. 5-4(a)) and thus electronic occepaas an explanation for the band positionsla (
and(1),>.

An exciton shift might be invoked fol),> as a dimer of chromophor&stelative to (),
However the exciton splitting falls off as the cubkthe distance between the dipole moment
center§®?’ (~14 A for these dimers) and is calculated to behe order of 50 cihfor these species,
more than an order of magnitude lower than the rolese2500 crit shift.

If the mixed valence dimerl), is moderately coupled and fits solidly in the Rebay
Class Il regime, a distinct electronic signaturexpected in lieu of a weighted average of thenatut
and doubly reduced spectra. This has been obsdrvesl mixed valence hydrogen bonded
assembly® When the non-Gaussian absorption profile in @R spectrum oflj, is treated as a
single IVCT transition, the electronic couplingzyHand the total reorganization energy,can be
extracted using the measured transition dipole mmonaad Marcus-Hush theoty.?*%° Such

treatment gives kg = 370 cm andi = 11000 crit using a Ru-Ru distance of 14 A for the electron
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transfer distance,t The reorganization energy is in very good agesgnwith thermodynamic
estimates for 0/- couples of triruthenium clustér&’ The predicted linewidth at half-max is 4650
cm?, wider than the observetlv,, of 3600 crit. However, thenalf-width at half max on the high
energy side is 2325 ¢ half the predicted bandwidth. .4 = 3% appears too small to justify
narrowing of an IVCT band, but gimay actually be larger if the electron transfestatice r is
shorter than the Ru-Ru intercluster distance. & problem with this line of reasoning is that it
cannot explain the disappearance of the CLCT tiiansi from the cluster to the pyridine and
isonicotinic acid ligands observed )£ and in other anionic clusters of this type.

If the near IR absorption profile irl), is indeed two CLCT transitions (e.g. cluster-to-
pyridine and cluster-to-isonicotinic acid) as itiis (1),>, the large hypsochromic shift can be
explained as a stabilization of the ground state miixed valency across hydrogen bonds.
Stabilization of ground states by hydrogen bondingpn pairing is well knowr* but the effect is
not evident in the fully reduced specid3,{, confirmed as a dimer by diffusion NMR experiments
This means that the combination of hydrogen bondimd) mixed valency stabilizes the ground state

of (1), by ~2500 crit (or 7.1 kcal/mol, or 310 meV).

5.5 Conclusions

()7 is the best characterized system to date for exjim of proton-dependent or proton-
coupled mixed valency, where in the latter caseetbetron transfer depends explicitly on the proton
coordinate. The large apparent stabilization oke&l/mol from the combination of mixed valency
and hydrogen bonding is enticing, and begs forr@utuork on larger self-assembled systems, as well
as measurement of the electron transfer rate aunstehe following chapter describes the solvent
dependence of electrochemistry and electronic spsmipy, variation of the electron donating
ability of the ancillary pyridine ligand, and detggon of the pyridine carboxylic acid. This work
begins to illuminate the behavior of hydrogen bahggstems subjected to repeated electron transfer,

as well as stabilization of the hydrogen bondsIbgteon exchange.
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5.6 Experimental

General. All chemicals were used as received unless otherwisted. CBCN was
distilled under nitrogen from CaH Electrochemistry and spectroscopy solvents wgperged with
argon and dried over alumina. Elemental analysis performed by Numega Resonance Labs in
San Diego, CA.

Synthesis and characterization.Complex1 was synthesized by the usual methods, except
that it was purified by reprecipitation instead of chromatography.
Ru;0(OAC)(CO)(pyridine)(HO)™" #? (118 mg, 0.148 mmol) was stirred in 40 mL & and 10
mL MeOH in an ice bath. Isonicotinic acid (190 Migh4 mmol) was added as a solid over three
minutes, and the reaction was allowed to come eonrtemperature slowly and stirred for 48 hours.
It gradually turned from blue to teal in color. é&feaction was rotavapped at 35 °C. The residse wa
taken up in unstabilized GBI, and filtered through celite to remove excess isatmic acid. The
solvent was reduced to a minimum, and the produad wrecipitated with excess hexanes, and
collected on a frit. It was washed several timéh Wexanes, and dried on the frit overnight cosere
by a rubber stopper for a typical yield of 80% bfdsgreen solid. If the compound degraded (as was
observed over a matter of months of storage in sicdator) it could be repurified by similar
methods.

H NMR (500 MHz, DMSO-g): & ppm 9.00 (d, J = 6.30 Hz, 2 H), 8.96 (d, J = 4&82 H), 8.57
(d, 3 =6.30 Hz, 2 H), 8.35 (t, J = 8.02 Hz, 1 81p2 (td, J = 6.30 Hz, 2 H), 1.94 (s, 6 H), 1.936(s
H), 1.72 (s, 6 H). UV/is (CkCl,) nm € M™s%) 354 (5200), 408 (5100), 588 (6200). IR (KBr)tm
3441 (br), 1950, 1736, 1716 (sh), 1609, 1573, 1449, 1424, 1349, 690.ESI MS (neg. mode) m/z
calc. (-H")" 903.8, found 903.5,1), calc 1807.7, found 1808.0. Elemental analysidc.Clar
Ru0(OAC)(CO)(py)(4nic) GaHogN,016RU; C 31.90; H 3.12; N 3.10. Found 32.24; 3.23; 2.97.

Spectroscopy. UV/vis/NIR data were collected on a Shimadzu W08 UV/vis/NIR
spectrometer and infrared spectra were collecteda dBruker Equinox 55 FTIR spectrometer.

Infrared spectroelectrochemistry was performed austom built reflectance céfl,and UV/vis/NIR
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SEC was performed in a cell based on a publishsiya® but sealed in a quartz cuvette with a
septum, with wires threaded through the top. Redwsamples were not stable at room temperature.

Electrochemistry. Electrochemistry was performed with a BAS Epsijmstentiostat in
dried deoxygenated GBI, or DMSO with 0.1 M tetrabutylammonium hexafluorogphate
(TBAH, recrystallized from MeOH and dried under vam at 80 °C) and 0.5-3 mM sample
concentrations at a scan rate of 100-500 mV/sdadicated glovebox. The working electrode was a
gold disk (1.6 mm diameter). The counter electrads a platinum wire, and the reference was the
ferrocene/ferrocenium couple.

Rotating disk electrochemistry. 75 mL of a solution (0.49 mM i, 0.1 M in BuNPF,)
was placed in a reactor. A freshly polished glasmypon rotating disk electrode, 28 mm diameter,
was lowered into the solution, and a platinum wimnter electrode and a silver wire pseudo-
reference were placed in the solution through otpenings in the reactor. Anodic linear sweep
voltammograms were recorded at a scan rate of M8 end rotation rates of 200-2000 rpm.

'"H DOSY - Diffusion Ordered Spectroscopy. A 1.6 mM solution ofl in CDCN
(distilled from CaH) was prepared in a nitrogen filled glove box. Ma8l amount of ferrocene was
added as an internal diffusion standard. About dfathe solution was pipetted into a second vial,
and reduced with decamethylcobaltocene. As thecestl solution degrades at room temperature, it
was quickly mixed in varying proportions with theutral solution, sealed in NMR tubes, taken out
of the box, and cooled on dry ice to retard degrada

DOSY spectra were collected on a JEOL 500 MHz imsént, with 16384 points per scan,
16 scans for each gradient, and 32 gradient ampktuanging from 30 mT/m to 250 mT/m. Data
was analyzed with the “continuous” mode (i.e. néikad number of discrete species) in JEOL Delta
software, and diffusion coefficients for the ruthem clusters were calculated by comparison with
ferrocene. Both neutrdl and the fully reduced dimef)> gave narrow diamagnetic lineshapes.
This is expected fot, as the HOMO for such clusters is a singly degaeedelocalized orbital. The

possibility of anti-ferromagnetic coupling will ievestigated in subsequent studies.
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Calculation of H,,. The transition dipole moment;p| = 2.28 D for the near-IR absorption
of (1), was calculated by integrating the area under & qildhe reduced extinction coefficient,
e(v)/(v). The area was measured by fitting to severals&an bands in Origin 6.0 and summing the
area of the peaks, excluding the peak requireit thé higher energy band at ~17000crmH,, =
370 cm was then calculated fromgt 1ol * vimad(€ * rap) using for g, the calculated intercluster
distance of 14 A. L was taken to be,.. The predicted width was calculated fram,° =
[16RTIN2(.)]"% = 4650 crit (remembering that T = -20 °CJ = 1-(Avy,J Avy,°) and is predicted to
be between 0 and 0.5 for moderately coupled Clasystems. Fori),, with Avy, = 3600 crit
andAv,,° = 4650 crit, I' = 0.22, with “narrowing” on the low energy sitié®® The half-width at

half max for the high energy side is 2325%mearly exactly half the predicted value.

Note: Much of the material for this chapter comes diredtbm a manuscript entitled “Mixed
valency across hydrogen bonds” by John C. GoellzGlifford P. Kubiak, which has been published
in Journal of the American Chemical Society, 2010, 132, 17390-17392.

http://dx.doi.org/10.1021/ja108841k The disseomatuthor is the primary author of this manuscript.
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Chapter 6

Mixed valency across hydrogen bonds: a more camplescription

6.1 Introduction

Noncovalent interactions are often implicated irthbassembly and electron transfer in
natural system&® but very few synthetic systems are available tbprthe intersection of the two,
particularly for ground state electron transferiked valency.'® The previous chapter left us with
an intriguing but incomplete picture of mixed vatgracross hydrogen bonds. It laid out a single
complex that displayed some very interesting beiravi a wide range of experiments but left us
without a measure of the electronic couplingjHbr the electron transfer rate constang(k This
chapter attempts to fill in the gaps by systemagéidation of the cluster ancillary ligands and the
solvents, and by playing a few tricks in the NMR&pometer.

Complexes1-3 (Figure 6-1) allow insight into hydrogen bonds adridge for electron
transfer by comparison with the well understoodtets transfer in systems such43. Reduced
states of4-7 have significant electron density in pyridyi orbitals, resulting in fast inter4¢6) and
intramolecular 7) electron transfer rate constants for relativedygé reorganization energies
(A~11000 cm') in the 0/- couple$:™® Electron density is also expected on pyridikystems ofl-

3, but additional spectroscopic and electrochenbehlaviors may be attributed to hydrogen bonding

from the isonicotinic acid ligand.

97
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Figure 6-1 Structures of ruthenium clusters discussedisidhapter. R = H, R’ = H in complelx
R = (dimethyl)amino, R’ = H in comple, and R = H, R’ = F in compleR. Complex (), isa
mixed valence hydrogen bonded dimer. Also shoventhe previously studied cluste4s6 and
dimer of clusters/. R = cyano in compled, R = H in complex5, and R = (dimethyl)amino in
complex6.

The behavior ofl was discussed in the previous chaptebut systematic studies of
ancillary pyridine ligand and solvent dependenceewmeded to fully understand the mixed valency
and the hydrogen bonding evident in spectroscamicedectrochemical results. Briefly,was found
to dimerize upon one or two electron reduction ieQM to form a mixed valence singly reduced
dimer, (),, and a doubly reduced dimé{* based on diffusion coefficients measured by diéfas

ordered NMR spectroscopy (DOSY). Electron transfethe mixed valence dimer was slow on the
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IR timescale (<1¥ s%) but the electronic absorptions in the near-IR eve500 crif higher in
energy than those of the doubly reduced dimerceSihat study, derivative was synthesized using
4-(dimethyl)aminopyridine (dmap), a more electramalting pyridine an® with 3-fluoropyridine,
allowing for**F NMR experiments.

This chapter describes the electrochemical andtrg@eopic behavior ol - 3 in several
solvents, as well as an attempt to estimate of itlieamolecular rate constant by NMR.
Unfortunately but not unexpectedfythe measurement of-k for the mixed valence dimer was
confounded by the fact that neither of the “excliaggspecies” could be isolated in the NMR.
Neutral dimers were not observed, and neither veerg paramagnetic species not undergoing
exchange. Comparingd and'*F spectra resulted in bracketing the electron fearmte constant

for (3), as 1 x 16s® < ker< 8.6 x 1d s in CD,CN at -20 °C.

6.2 Electrochemistry

The electrochemistry of RO(OAC)(CO)(L), clusters has been known for some tihé®
2 The donor ability of the pyridine strongly affedhe oxidation and reduction potentials 468,
with a somewhat greater effect noticeable in thducdons. This is explained by electron
delocalization onto the pyriding* system, which is symmetry allowed in the reductates but
forbidden in the neutral and oxidized stdtesPyrazine bridged dimers of these clusters (&.g.
Figure 6-1) exhibit strong electronic communicatinrcathodic electrochemistry, witkE;;, ranging
from 200-450 mV, depending on the solvent and [iyeicdonor ability. More electron donating
pyridines increase the observed splitting, as aglthe rate of electron transfegrkby pushing the
energy of the clusters closer to that of the pymdridger*. ™

The anodic electrochemistry df and 2 is straightforward, with two single electron
oxidations visible within common solvent windowsigiire 6-2). The cathodic electrochemistry,
where electronic communication might be expectesd,somewhat more complicated. Two
overlapping single electron waves are observedhasvbltage is swept negative, and two well

separated reoxidation waves are observed on ragutairest potential. This can be explained by an
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ECE mechanism where E is a reversible one eleecgduaction and C is a reversible dimerization.
Reduced clustet” reacts with neutral in the diffusion layer to form a mixed-valence ém(l),
which can then be reduced again to form a doullyaed dimer1),%, giving two reduction waves.
This dimer is then reoxidized in two one electrdaps split symmetrically about the half wave
potential of the monomer, resulting in waves of ragpnately half the peak current of the one
electron cluster oxidations seen at positive paént The neutral dimer falls apart to yield the
neutral monomet. The splitting of the return waves appears dlaitge, on the order of 400 mV in
CH,CI, at 1 mM concentration and 100 mV/s scan rate.s Will be discussed in greater detail
below.

The waveform is stable to repeated scanning, bhigisly solvent, concentration, and scan
rate dependent, and is also dependent on the prtaiarof the isonicotinic acid ligand. Consistent
with a hydrogen bonded dimer, the use of a solkaatvn to disrupt hydrogen bonding (DMSO), or
the prior deprotonation of the cluster results isiregle reversible cathodic wave of the same peak
height as the oxidation waves. Figure 6-2 shovelicyoltammograms of (a) in CH,Cl,, (b) 1 in

DMSO, and (c1-BusN, the deprotonated tetrabutylammonium salt, inClH
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Figure 6-2 Electrochemistry of (&} in CH,Cl,, (b) 1 in DMSO, and (c)l-BusN, the deprotonated
tetrabutylammonium salt, in GBl,. Each sample was 1 mM with 0.1 M BIPF;, an Au WE, Pt
CE, and Fc/FEcREF. The scan rate was 100 mV/s.

DMSO was the only non-aqueous solvent found to detaly disrupt the dimerization df
Otherwise the splitting in the reoxidation wavessveependent on the choice of solvent, the scan
rate, and the concentration. Reduction potenf@lst mM 1 or 2 at a scan rate of 100 mV/s are
shown in Table 6-1. At these conditions, the 8ptit tracks very well with the solvent dielectric
constant, indicating that solvent polarity direddlfifects the dimerization (see Figure 6-3). A mibt

scan rate versus observed peak potential ofl mM in MeCN) is shown in Figure 6-4.
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Extrapolation to a scan rate of 0 givesAR;, of about 120 mV for botl and2 at 1 mM

concentration in MeCN.

Table 6-1. Reduction potentials in mV, versus Fc/For 1 and2, 1 mM, scan rate

with solvent dielectric constants.

of 100 mV/s,

Complex Solvent Dielectric En T Ey ™ Ey @m0 | Ep™
constant (dimen)
1 THF 7.52 +820 +100 -1170 -157(
1 CH.CI, 9.08 +971 +200 -1020 -143(d
1 PhCN 25.9 +769 +90 -1200 -1520
1 DMF 36.71 n/a +220 -1070 -133(
1 MeCN 37.5 +920 +200 -1040 -1320
1 DMSO 47.2 n/a +290 -1220 n/a
1-BusN CH,ClI, 9.08 +960 +150 -1430 n/a
2 CH.CI, 9.08 +790 +40 -1230 -1620Q
2 MeCN 37.5 +820 +220 -1080 -1364
] toluene
| |
400 - "
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Figure 6-3. Plot of AE;;, (in mV) for the oxidations of the doubly reduceitndr (1),> at 1 mM

concentration and 100 mV/s scan rate versus sotlielgctric constant.
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Figure 6-4. Plot of scan rate versus peak potentials foridetion waves o2, 1 mM in MeCN.

The splitting is clearly a mixture of thermodynamand kinetic effects, though it is
sufficiently complicated that digital simulation tie waves in DigiSim software has yet to yield
reasonable parameters. Based on electronic spedeanfra, the thermodynamic stabilization from
hydrogen bonding appears to be relatively solveti¢pendent, so the solvent dielectric parameter is
likely indicative of differences in dimerizationrgtics rather than thermodynamics. This is also
consistent with comparable (and small) electrowigptings in1-3, which will also be discussed in

greater detail in reference to the electronic spect

6.3 Infrared spectroscopy
As discussed in previous chapters, #{€O) band is a reliable indicator of the redoxestat
and electronic distribution in RO(OAc)(CO)(L), clusters, appearing at ~1940 trfor neutral

clusters and ~1900 chfor singly reduced clustefs. It has also been a useful marker for electron
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transfer kinetics in pyrazine bridged dimers of®wlusters>*° In the mixed valence monoani@n
(Figure 6-1), partial coalescence of the neutrall aeducedv(CO) bands is consistent with
picosecond lifetimes for electron transfer.

With this in mind we investigated the infrared dpeelectrochemistry of the hydrogen
bonded assemblies, monitoring g O) band at increasingly negative applied poté&ati&or both
1 and 2, a smooth transition is observed in going from mieeitral clusters to the mixed valence
monoanions1), and @),, then to the fully reduced dimers){ and @),>. Data forl in MeCN at -
20 °C are shown in Figure 6-5. No ET behaviorisible on the IR timescale (~10s?), though the
small shift of the neutral cluste{CO) from 1945 cil in 1 to 1940 crit in (1), is consistent with
the reduced cluster increasing the electron dogadlnility of the isonicotinic acid ligand on the
neutral cluster. Similar shifts have been seexiposly upon increasing the ligand donor ability;,
example upon substitution of dmap for pyridifie The nominallyv(CO) band for the carboxylic
acid, present in the neutral complex at 1740"cmwas not observed in any reduced state.
Frustratingly, it is presumed to shift and coincidéh solvent, acetate, or aromatic vibrational

modes.
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Figure 6-5. Infrared spectroelectrochemistry bfin MeCN at -20 °C. Upon reduction théCO)
band shifts to lower energy by about 40tcnComplex2 gives equivalent results. No ET kinetics
are observed on this timescale.

6.4 Nuclear magnetic resonance
Electron transfer in the mixed valence specigs &nd @),” was seen to be trapped on the
infrared timescale, so kinetic information was duuigp *H NMR experiments. Diffusion ordered
NMR spectroscopy (DOSY) was previously used to ionfdimerization upon reduction, as
discussed in chapter 6. Comparison with a ferrocene internal standardth(wa known
hydrodynamic radius) showed that neufratas monomeric, and thak)§ and (),> were dimeric.
Isolation of the pure mixed valence dimetk(or (2), has thus far been unsuccessful, but a
range of “oxidation states” may be probed by NMR raixing neutral and reduced samples in
various proportions in a glove box and quickly kéhg them on dry ice before inserting them into the
spectrometer. The aromatic regions of spectrd feith varied amounts of reductant in ¢IN at -
20 °C are shown in Figure 6-6. Interestingly, bibi neutral species and the doubly reduced dimer

have typical narrow diamagnetic lineshapes (bothmah top traces in Figure 6-6). The electrons are
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not delocalized on the IR timescale, and thus dooooupy a single orbital in the reduced dimer as
discussed in the previous chapter. This suggéststhe highest energy electrons ),{ are

antiferromagnetically coupled, a phenomenon thghirbe investigated in a separate study.

o UYL ‘

3 s % - [ 1 R )}
2~ e = D/t~ S ST ST T SRR i B = IR O \ I e Sl N Ty

Figure 6-6. 'H spectra ofl in CD:CN at -20 °C with varying amounts of the reductant
decamethylcobaltocene. The bottom trace is nelifrle middle trace (purple) is nearly pufg,(
and the top trace is fully reducet)£ with an excess of reductant.

Meyer et al. attempted a similar experiment withyeazine bridged dimer similar o but
with pyridine ligands in places of the carbonyhligis'® Their determination ofd¢ was confounded
by multiple competing equilibria on comparable tsoales, as is ours. Electron transfer in the mixed
valence speciesl),” appears to be in the fast regime, as a singlefdetoadened pyridyl peaks is
observed for the main species (purple trace, midtileigure 6-6). They are close in position to the
peaks of the neutral species, and if ET is trulythe fast regime, then the positions should be
averages of the diamagnetic and paramagnetic batibhs. The paramagnetic species thus has very
similar chemical shifts and it would not take véagt exchange to average the peaks and yield the
observed spectra. Simulation with WinDNMR givesnmimum k- on the order of 1000sfor

peaks 100 Hz apart to give a single peak with ahwid about 25 Hz, as observé&d Unfortunately
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the rate constant could be as high aS<'0and still be consistent with the observed NMR #Rd
spectra.

As a range of 6 orders of magnitude of possible cainstants is somewhat unsatisfying,
complex3 was synthesized to facilitaléF NMR studies where the peaks might be well sepdrat
enough to be in the slow exchange regirté spectra foB, (3), and B),> were comparable to those
obtained for the pyridyl and dmap derivatives, véathingle set of resonances observed for the mixed
valence species and diamagnetic lineshapes fanehtral and doubly reduced speciéd: spectra
did indeed prove to be in the slow exchange regimith, peaks separated by almost 40 kHz (Figure

6-7).

|

Figure 6-7. 1% NMR spectra foB, and 8), at -20 °C in CBCN, with x-axis in kHz.3 displays one
resonance at ca. -58 kHz arR),{ displays 2 resonances at -58 kHz and -98 kHzcaiilig slow
exchange on this timescale.

SR 1) s e 2 s e R | L N A | e 1 | A N N ain ) o | R L T PO 1
-570 590 610 630 -650 670 690 710 730 750 770 790 810 83D -850 870 890 -910 930 950 -970 -990

The neutral comple8 had one resonance attributed to the fluoropyridigend at -125
ppm (-58 kHz). The mixed valence dim&),{ had peaks at ca. -125 ppm and -207 ppm (-98 kHz).
Strangely, no peaks were observed in the fully cedudimer 8),%. In all spectra, the resonance
around -58 kHz was more intense and allowed edggfiof the data. The peak displayed weak
coupling to the adjacent protons 3n but was broadened somewhat and shifted slighgfield in

(3),. It broadened and shifted further upfield withrimasing temperature (Figure 6-8). All of these
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phenomena are consistent with slow exchange, gigngupper limit of 8.6 x 10s® for an
exchanging species not yet in the intermediatentegicoalescing to a single peak). Clearly the

peaks are not close to being coalescedgsis kikely a good deal slower than the upper bound.
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Figure 6-8. *F NMR spectra for the “neutral” resonance 8 (at -35 °C (left),  -20 °C (center),

and -10 °C (right) in CECN, with x-axis in kHz. The peaks broaden withr@asing temperature,
consistent with slow exchange.

6.5 Electronic spectroscopy

The electronic spectra @fand2 in various oxidation states were obtained undieogén at
-20 °C in acetonitrile and THF. The neutral speaehibit typical absorptions for this class of
complex. The fully reduced dimers are also typieath a broad, multi-peak near-infrared profile
ranging from about 7000 — 12000 ¢roorresponding to nominally cluster do ligandz* MLCT
transitions. The mixed valence dimef3,(and @), are atypical, and exhibit a near-IR profile at

much higher energy than expected. Figure 6-9 shbweglectronic spectra fdr (1),, and (),> in

MeCN.
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Figure 6-9. Electronic spectra fdt, (1),, and (),> in MeCN.

The region from 18000 to 8000 cm-1 was fit to thbeeds for 1), and @), in MeCN and
THF, an intracluster transition and two MLCT trdiwsis (see Figure 6-10 for a sample fit). The two
lower energy MLCT bands for each experimental frevsummed and are presented in Figure 6-11,
and band parameters are summarized in Table 6k& profile indicates that this region is indeed

made up of multiple peaks and not an asymmetricli\é@nd, as might have been expected for these

moderately coupled systerhs’ %
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Figure 6-10. Curve fitting for UV/vis/INIR spectrum of complg®), in MeCN. The two lower

energy bands are summed to give a representatitiie dflIR profiles oflL and2 in Figure 6-11 and
Table 6-2.
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Figure 6-11. Sums of near-IR bands from curve fitting in thixed valence dimers, offset vertically

for visual clarity.

Table 6-2. Parameters found by fitting the near-IR regiotwio Gaussian absorption bands.

Sample | Solvent) Band 1vmax | vie | e(M?'| Band2 vip | e(M*
(cm™) (em?) | em?) | vma(cm®) | (em?) | cmi?)
(D)2 MeCN 11900 2170 1490 10600 1440 1450
(D)2 THF 11800 1920 1900 10600 1700 1660
(2)y MeCN 12500 2600 1470 10700 1550 1400
(2)y THF 12400 2700 1200 10700 1590 2230

The bands seem remarkably insensitive, changing slightly with solvent and ligand

substitution. Discussion of this phenomenon islifated by an understanding of electronic spectra

for 4-6". Ligand substitution leads to large changes dlucéon potential and rates of intermolecular

electron exchange (see chapters 1 and 3), but doetead to large differences in the near-IR

absorption profiles as shown in Figure 6-12.
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Figure 6-12. Electronic spectra fof-6 in MeCN, showing the relative insensitivity of thdR
profile of reduced “monomer” clusters to pyridingaind substitution.

Examining molecular orbital (MO) diagrams for tHasters once again sheds light on their
behavior. Figure 6-13 shows an MO diagram forRlogO core, and Figure 6-14 shows qualitative
MO diagrams for mixing of the cluster SOMO and gime n* orbitals of 3-5. As discussed at
length by Glover, Lear, and Kubiak,?* pyridines of differing donor ability inductivelyhit the
energy levels of the cluster. More pertinent is thork is the allowed orbital mixing. In the casfe
clusters4-6, the mixing is such that the two allowed MLCT typpansitions remain at nearly the
same energies. The singly occupied HOMO has lgddipe n* character as the ligand becomes
more donating. In other words, it looks more armatarlike the RyO core, which explains slower

intermolecular self-exchange as discussed in satal éh chapters 3 and 4.
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Figure 6-13. Qualitative molecular orbital diagram for the;Rucomponent of clusteds 5, and6.
Clustersl, 2, and3 have similar electronic structure with slightlyder symmetry ().

—
! \
! \
—
; \ ! A
| \ \
! \ i VW
i 1 I N
! \ i "\
— ;) n i )
i v N w i W
1 ' 1) W 1 XY
H 1 [ W I 3
i ) W 1 by
h r w I
4 \ e X i
! i /i ) i y
i W I N P
i} \y 1 ) i
i r ) M |} I
i u 1 3 y
i W i % il !
/ \
/ } ] ] mapd
o 3 i _ o dmapdma
I b/ [’ | " 1
1, " 1]
It 4 ! / /
v I’ I L] »
[/ J 1
M § : Pypy , :
. g ; /
y / H {
;I" ! / ; — ;
—— .
1 N, ] - 4 I}
. { - /
— ; Cpycpy . ; S
y N ;
\ ] / I
N / U N\ 4 /
Ru;O * ( '
h
\ ] |
\ 4 !
\

Figure 6-14. Qualitative molecular orbital diagrams showinlpwkd mixing for the cluster LUMO
and pyridine ligand* orbitals for the clusterd’, 5, and6'.

Here this understanding provides a solid framewforkdiscussion of the nicotinic acid

substituted cluster§-3. The degree of orbital mixing ii-6 varies substantially, but the optical

transition energies vary only slightly. The samérue in comparing the mixed valence speci®s (



and @),, consistent with the observations in Figure 6-@ diable 6-2.
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However this line of

reasoning can also help explain the difference éetwthe mixed valence speciéy (and the doubly

reduced isovalentlf,”. Qualitative MO diagrams fd, (1), and (),> are shown in Figure 6-14.
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Figure 6-15. Qualitative molecular orbital diagrams fbr(1), and (),
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In this MO description, the hydrogen bonding of thidging ligand 4-nicotinic acid to

another isonicotinic acid ligated to a rutheniumastér appears to stabilize the 4nicorbital to a

degree that mixing with the B core is substantial. Increased mixing both Bias the SOMO

and destabilizes the unoccupied orbitals. Thibil&tation is not seen in the doubly reduced dimer

(1),%, indicating that hydrogen bonding brings about eatidielocalization (i.e. extension of the

effective n* orbital) only in the mixed valence species. THescription may be favored over the

more specific.

“stabilization of the ground state” initially uséd explain this phenomenBhsimply because it is

Electroabsorption spectroscopy esonance Raman spectroscopy with a tunable

excitation wavelength would provide evidence for against this description, but are both

undertakings for another day.

6.6 Crystallography

A single crystal o suitable for X-ray diffraction was grown from slavaporation of a 1

mM solution in acetonitrile under ambient laborgtoonditions. An ORTEP plot is shown in Figure
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6-16. The structure is generally unremarkable gixtieat it crystallizes as a monomer, with two
acetonitrile molecules and two adventitious watetenules in the asymmetric unit. The two water
molecules appear to stabilize the packing, withrbgdn bonding contacts to both the carboxylic
acid group and an acetate group of a neighborimgted. Attempts at crystallizing the mixed valence

state and the fully reduced state have thus fan breéless, but work continues.

Figure 6-16. ORTEP (50% probability) of compleX Solvent molecules have been omitted for
clarity.

6.7 Conclusions

Complexedl-3 have been characterized spectroscopically andretdemically and exhibit
unique properties attributed to the combinatioméfed valency and hydrogen bonding. Our initial
explanation was that this combination stabilizes dhound state for these mixed valence species by
about 2500 cih, or 7 kcal/mol. More specifically, MO theory ptsrto increased orbital mixing due
to the hydrogen bonding of the electron donor toaaceptor. |If this is true, it would be more
accurate to say that the HOMO-LUMO gap was increédseabout 2500 cih) and that the ground

state was stabilized by somewhat less than thatiainolhe electrochemical splitting is highly scan
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rate dependent, and extrapolation to infinitelyskran rates gives thermodynamig,,, values on
the order of ~120 mV for both and2 at 1 mM in MeCN. The splitting is also conceritat
dependent, and a complete analytical expressiomuatiog for both the concentration and scan rate
dependence was not worked out at the time of thisngy.

The fact that the stabilization observed in thectetanic spectra and the thermodynamic
splitting observed in cyclic voltammetry are congdde in (), and @), is consistent with
attenuation of electronic communication by the dastpbilization of the ground state relative to the
bridge energy levels. Increasing the cluster gnéegel involved in the reduction with a more
electron donating pyridine is insufficient to inase the stability from hydrogen bonding or
electronic communication. Of course the electrangfer distance could be quite small if electron
density in the donor extends out onto the nicotagiti t* system as expected.

The bracketing of the electron transfer rate candtr (3), as 1 x 18s* < ker < 8.6 x 14
s* allows a bit more analysis. The Marcus-Hush esgiom’? as explained by Sutff,attempts to
relatel, ke, and Hy quantitatively. When applied to these mixed vetéehydrogen bonded clusters,
usingA = 11000 crit, Hy, is calculated to be quite small, on the order @50 cnm, Figure 6-17.
This is consistent with the conspicuous absenca dgssical intervalence charge transfer (IVCT)
band in the near-IR of the mixed valence specigach a small magnitude of electronic coupling
suggests that an IVCT band is indeed there, blikésy of low molar extinction coefficient and

simply lost underneath the other absorptions inrdgion.
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Figure 6-17. Calculated rate constants for given values gfith A = 11000 cr.

6.8 Experimental

General. All chemicals were used as received unless otfkerwoted. CBCN was
distilled under nitrogen from CaH Electrochemistry and spectroscopy solvents gperged with
argon and dried over alumina on a solvent syst&temental analysis was performed by Numega
Resonance Labs in San Diego, CA. Clusieand2 were unstable in solution at room temperature
in the reduced states, particularly the doubly cedudimers. At -20 °C, the complexes were stable
in acetonitrile, and fairly stable (for a period mfnutes) in THF. Stability dictated the choice of
solvents for the various experiments that otherwisght appear arbitrary. The reduced states

appeared to be stable on the electrochemical tafe gt all solvents investigated.
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Synthesis and characterization. Complex1 was synthesized by the usual methtds
except that it was purified by reprecipitation @wmi of chromatography.
RuO(OAC)(CO)(pyridine)(HO) (118 mg, 0.148 mmol) was stirred in 40 mL £ and 10 mL
MeOH in an ice bath. Isonicotinic acid (190 mg54L.mmol) was added as a solid over three
minutes, and the reaction was allowed to come eonrtemperature slowly and stirred for 48 hours.
It gradually turned from blue to teal in color. €lfeaction was rotavapped at 35 °C. The residse wa
taken up in unstabilized GBI, and filtered through celite to remove excess isatimic acid. The
solvent was reduced to a minimum, and the produad wrecipitated with excess hexanes, and
collected on a frit. It was washed several timéh Wexanes, and dried on the frit overnight cosere
by a rubber stopper for a typical yield of 80%.tHé compound degraded (as was observed over a
matter of months of storage in a desiccator) ildde repurified by similar method$H NMR (500
MHz, DMSO-d6): § ppm 9.00 (d, J = 6.30 Hz, 2 H), 8.96 (d, J = 4#&82 H), 8.57 (d, J = 6.30 Hz,

2 H), 8.35 (t, J = 8.02 Hz, 1 H), 8.22 (td, J =06t&, 2 H), 1.94 (s, 6 H), 1.93 (s, 6 H), 1.726%).
UV/is (CH,Cl,) nm ¢ Ms?) 354 (5200), 408 (5100), 588 (6200). IR (KBr)'tsu41 (br), 1950,
1736, 1716 (sh), 1609, 1573, 1449 (sh), 1424, 1889, ESI MS (neg. mode) m/z calc. (1yH
903.8, found 903.5, (f) calc 1807.7, found 1808.0. Elemental analysis:lc.Cdor
Ru0(OAC)(CO)(py)(4nic) GaHogN,016RU; C 31.90; H 3.12; N 3.10. Found 32.24; 3.23; 2.97.

Complex2 was prepared in an analogous fashitid.NMR (300 MHz, DMSO-d6):5 ppm
9.11 (d, J = 6.51 Hz, 2 H), 8.81 (d, J = 7.02 HE{)28.63 (d, J = 6.51 Hz, 2 H), 7.44 (t, J = TH2
2 H), 3.30 (s, 6 H), 1.93 (s, 6 H), 1.91 (s, 6 HYO (s, 6 H). UVNis (CkCl,) nm ¢ M's?) 261
(6900), 313 (8100), 404 (3250), 590 (6500). IR (K&* 3444 (br), 1941, 1735, 1716 (sh), 1609,
1575, 1539, 1423, 1389, 1349, 1230, 1021, 688. NES(neg. mode) m/z calc24H") 947.9, found
946.1, @), calc 1890.79, found 1890.44. Elemental analysi€alc. for
RuO(OAC)(CO)(dmap)(4nic)s4blD CyeHaiNsO0RUs C 30.65; H 4.06; N 4.12. Found C 30.49; H
4.08; N 4.26.

Complex3 was prepared in an analogous fashion except tidhti@n of 3-fluoropyridine to

the carbonylated cluster required a brief reflustéad of the usual room temperature treatméfit.
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NMR (300 MHz, DMSO-d6): 5 ppm (note: 3fpy signals overlap with 4nic signat&l two of the
three acetate signals overlap) 9.01 (d, J = 6.22H4), 8.78 (m, 2 H), 8.62 (d, J = 6.0 Hz, 2 HBA.
(m, 2 H), 2.00 (s, 12 H), 1.80 (s, 6 HF NMR (282 MHz, DMSO-d6):5 ppm -124.2 (s). UV/vis
(MeCN) nm ¢ M7's?) 365 (2600), 588 (2300). IR (KBr) ¢hiB446 (br), 1953, 1737, 1716 (sh),
1607, 1573, 1483, 1441 (sh), 1424, 1388, 1349, 12840, 689. ESI MS (neg. mode) m/z cak. (
H" 921.8, found, 921.0 Elemental analysis: Calc. RuO(OAC)(CO)(3fpy)(4nic)s HO
CoaHogFN,O;7RUs C 30.68: H 3.11: N 2.98. Found C 30.73; H 3.44.07.

Sample Preparation Samples for NMR, IR, and UV/Vis/NIR experimemisre prepared
in a nitrogen-filled glove box. For NMR, a totdl @6 mL for each sample was added to standard
NMR tubes (500 MHz, Wilmad), capped, and sealech wdipe. Samples for UV/vis/NIR were
pipetted into a 0.1 mm path length quartz cuvettd asealed with a septum with PTFE tubing
threaded through it. A solution of decamethylctdine was taken up in a syringe, and the syringe
was fitted onto the end of the tubing, sealingtirstem before removal from the glovebox. Samples
were chilled to -20 °C in a variable temperaturena compartment in the instrument before
reducing agent was added.

UVNis/INIR Data Collection. UV/vis/NIR data were collected on a Shimadzu 8800
UV/Nis/NIR spectrometer at -20 °C. Curve fitting spectra to multiple Gaussian peaks was
performed in Origin 6.0.

Infrared Data Collection. Infrared spectra were obtained on a Bruker Equibd
spectrometer using KBr, standard liquid cells, aruatom built reflectance spectroelectrochemical
cell

NMR Data Collection and Analysis 'H spectra and®F (128 scans) were collected on a
JEOL 500 MHz NMR spectrometer and analyzed usinQLJPelta software. Peaks were fit to
Lorentzian lineshapes in the Delta software witHinebroadening.

Electrochemical Measurements Electrochemistry was performed with a BAS Epsilo
potentiostat in dried deoxygenated solvents with M. tetrabutylammonium hexafluorophosphate

(TBAH, recrystallized from MeOH and dried under vam at 80 °C) and 0.01-3 mM sample
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concentrations in a dedicated glovebox. The wayldalectrode was a gold disk (1.6 mm diameter).

The counter electrode was a platinum wire, andréfierence was the ferrocene/ferrocenium couple

or a silver wire with Fc internal standard.

Crystallographic Structure Determination.

The single-crystal

X-ray structure

determination was carried out at 100(2) K on a Brukappa Diffractometer using G{, radiation

(A = 1.54178 A) in conjunction with a Bruker APEX-2tdctor. The structure was solved by direct

methods using Bruker Apex software using SHELXTId aefined with full-matrix least-squares

procedures in SHELX-97 using OLEX2%°

6.9 Appendix

Table 6-3. Crystal data and structure refinement for comglex

Identification code
Empirical formula
Formula weight
Temperature
Wavelength
Crystal system
Space group

Unit cell dimensions

Volume

4

Density (calculated)
Absorption coefficient

F(000)

Crystal size

Theta range for data collection
Index ranges

Reflections collected

shelxl
C30 H43 N5 018 Ru3
1064.90
100(2) K
1.54178 A
Monoclinic
P2(1)/n
a=14.0951(7) A
b = 14.9495(8) A
¢ =20.1290(10) A
4019.1(4) B
4
1.760 Mghn
9.710 nith
2136
0.10 x 0.10 x 0.05 méh
3.38 to 64.52°.

o= 90°.
B=108.636(3)°.
vy =90°.

-16<=h<=16, -17<=k<=17, -23<=I<=22

16851
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Table 6-3. Crystal data and structure refinement for comglecontinued.

Independent reflections 6618 [R(int) = 0.0366]
Completeness to theta = 60.00° 99.5%

Absorption correction Semi-empirical from equivaken
Max. and min. transmission 0.6424 and 0.4435
Refinement method Full-matrix least-squares énF
Data / restraints / parameters 6618 /6 /528
Goodness-of-fit on & 1.029

Final R indices [I>2sigma(l)] R1 =0.0431, wR2 41™48

R indices (all data) R1 =0.0576, wR2 =0.1340

Largest diff. peak and hole 1.052 and -1.155%.A
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Table 6-4. Bond lengths [A] and angles [°] for compl2x

Ru(1)-C(1) 1.845(7)
Ru(1)-O(1) 2.057(4)
Ru(1)-O(5) 2.062(5)
Ru(1)-O(3) 2.066(5)
Ru(1)-0(2) 2.071(5)
Ru(1)-O(4) 2.075(5)
Ru(2)-O(1) 1.899(4)
Ru(2)-0O(6) 2.028(4)
Ru(2)-0(8) 2.040(4)
Ru(2)-0(7) 2.044(4)
Ru(2)-0(9) 2.051(4)
Ru(2)-N(1) 2.101(5)
Ru(3)-O(1) 1.895(4)
Ru(3)-0(12) 2.044(4)
Ru(3)-0(10) 2.048(4)
Ru(3)-0(11) 2.049(4)
Ru(3)-0(13) 2.051(4)
Ru(3)-N(2) 2.142(5)
0(2)-C(2) 1.233(8)
0O(3)-C(4) 1.230(8)
0(4)-C(12) 1.228(8)
O(5)-C(10) 1.234(8)
0(6)-C(2) 1.231(8)
O(7)-C(6) 1.236(7)
0(8)-C(8) 1.253(7)
0(9)-C(4) 1.245(7)
O(10)-C(8) 1.241(7)
O(11)-C(6) 1.232(8)
0(12)-C(10) 1.236(8)
0(13)-C(12) 1.234(7)
0(14)-C(1) 1.146(8)

0O(15)-C(26) 1.295(8)



Table 6-4. Bond lengths [A] and angles [°] for compl2xcontinued.

O(15)-H(15)
O(16)-C(26)
N(1)-C(18)
N(1)-C(14)
N(2)-C(21)
N(2)-C(25)
N(2S)-C(3S)
N(3)-C(16)
N(3)-C(20)
N(3)-C(19)
C(2)-CB3)
C(3)-H(3A)
C(3)-H(3C)
C(3)-H(3B)
C(3S)-C(4S)
C(4)-C(5)
C(4S)-H(4SB)
C(4S)-H(4sSC)
C(4S)-H(4SA)
C(5)-H(5C)
C(5)-H(5A)
C(5)-H(5B)
C(6)-C(7)
C(7)-H(7A)
C(7)-H(7C)
C(7)-H(7B)
C(8)-C(9)
C(9)-H(9A)
C(9)-H(9B)
C(9)-H(9C)
C(10)-C(11)
C(11)-H(11C)
C(11)-H(11A)

0.8400
1.212(8)
1.349(8)
1.351(7)
1.334(7)
1.354(8)
1.168(12)
1.344(8)
1.449(8)
1.454(8)
1.512(9)
0.9800
0.9800
0.9800
1.450(14)
1.516(8)
0.9800
0.9800
0.9800
0.9800
0.9800
0.9800
1.512(8)
0.9800
0.9800
0.9800
1.497(8)
0.9800
0.9800
0.9800
1.490(9)
0.9800
0.9800

123
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Table 6-4. Bond lengths [A] and angles [°] for compl2xcontinued.

C(11)-H(11B) 0.9800
C(12)-C(13) 1.515(9)
C(13)-H(13A) 0.9800
C(13)-H(13B) 0.9800
C(13)-H(13C) 0.9800
C(14)-C(15) 1.361(9)
C(14)-H(14) 0.9500
C(15)-C(16) 1.419(9)
C(15)-H(15A) 0.9500
C(16)-C(17) 1.410(8)
C(17)-C(18) 1.357(8)
C(17)-H(17) 0.9500
C(18)-H(18) 0.9500
C(19)-H(19B) 0.9800
C(19)-H(19C) 0.9800
C(19)-H(19A) 0.9800
C(20)-H(20A) 0.9800
C(20)-H(20C) 0.9800
C(20)-H(20B) 0.9800
C(21)-C(22) 1.372(8)
C(21)-H(21) 0.9500
C(22)-C(23) 1.395(9)
C(22)-H(22) 0.9500
C(23)-C(24) 1.380(9)
C(23)-C(26) 1.498(9)
C(24)-C(25) 1.366(9)
C(24)-H(24) 0.9500
C(25)-H(25) 0.9500
O(18)-H(18A) 0.852(10)
O(18)-H(18B) 0.853(10)
O(17)-H(17A) 0.856(10)
O(17)-H(17B) 0.853(10)

N(1S)-C(1S) 1.136(10)
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Table 6-4. Bond lengths [A] and angles [°] for compl2xcontinued.

C(1S)-C(2S) 1.421(13)
C(2S)-H(2SB) 0.9800
C(2S)-H(2SC) 0.9800
C(2S)-H(2SA) 0.9800
C(1)-Ru(1)-0(1) 179.1(2)
C(1)-Ru(1)-0(5) 89.0(2)
O(1)-Ru(1)-0(5) 90.61(17)
C(1)-Ru(1)-0(3) 89.3(2)
O(1)-Ru(1)-0(3) 91.12(16)
0(5)-Ru(1)-0(3) 178.27(19)
C(1)-Ru(1)-0(2) 88.2(2)
O(1)-Ru(1)-0(2) 92.61(17)
0(5)-Ru(1)-0(2) 84.8(3)
0(3)-Ru(1)-0(2) 95.0(3)
C(1)-Ru(1)-0(4) 86.7(2)
O(1)-Ru(1)-0(4) 92.58(17)
O(5)-Ru(1)-0(4) 95.6(3)
0(3)-Ru(1)-0(4) 84.4(3)
0(2)-Ru(1)-0(4) 174.79(19)
O(1)-Ru(2)-0(6) 95.48(18)
0(1)-Ru(2)-0(8) 94.68(16)
0(6)-Ru(2)-0(8) 169.71(19)
O(1)-Ru(2)-0(7) 93.86(17)
0(6)-Ru(2)-0(7) 85.0(3)
0(8)-Ru(2)-0(7) 92.7(2)
O(1)-Ru(2)-0(9) 94.68(16)
0(6)-Ru(2)-0(9) 93.0(2)
0(8)-Ru(2)-0(9) 87.8(2)
O(7)-Ru(2)-0(9) 171.38(17)
O(1)-Ru(2)-N(1) 178.44(17)
0(6)-Ru(2)-N(1) 85.27(19)

0(8)-Ru(2)-N(1) 84.61(17)
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Table 6-4. Bond lengths [A] and angles [°] for compl2xcontinued.

O(7)-Ru(2)-N(1) 87.56(18)
0(9)-Ru(2)-N(1) 83.92(17)
O(1)-Ru(3)-0(12) 94.07(16)
O(1)-Ru(3)-O(10) 94.59(16)
0(12)-Ru(3)-0(10) 171.27(17)
O(1)-Ru(3)-O(11) 94.19(16)
0(12)-Ru(3)-0(11) 85.7(2)
0(10)-Ru(3)-0(11) 92.5(2)
O(1)-Ru(3)-O(13) 95.57(16)
0(12)-Ru(3)-0(13) 92.2(2)
0(10)-Ru(3)-0(13) 88.1(2)
0(11)-Ru(3)-0(13) 170.13(17)
O(1)-Ru(3)-N(2) 177.83(16)
0(12)-Ru(3)-N(2) 87.29(17)
0(10)-Ru(3)-N(2) 84.09(17)
O(11)-Ru(3)-N(2) 87.59(17)
0(13)-Ru(3)-N(2) 82.68(17)
Ru(3)-O(1)-Ru(2) 121.66(19)
Ru(3)-O(1)-Ru(1) 119.47(19)
Ru(2)-O(1)-Ru(1) 118.87(18)
C(2)-0(2)-Ru(1) 134.0(4)
C(4)-0(3)-Ru(1) 132.3(4)
C(12)-0(4)-Ru(1) 134.3(5)
C(10)-O(5)-Ru(1) 132.7(4)
C(2)-0(6)-Ru(2) 132.9(5)
C(6)-0(7)-Ru(2) 132.3(4)
C(8)-0(8)-Ru(2) 132.2(4)
C(4)-0(9)-Ru(2) 133.4(4)
C(8)-0(10)-Ru(3) 132.1(4)
C(6)-0(11)-Ru(3) 131.8(4)
C(10)-0(12)-Ru(3) 133.1(4)
C(12)-0(13)-Ru(3) 133.3(4)

C(26)-O(15)-H(15) 109.5
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Table 6-4. Bond lengths [A] and angles [°] for compl2xcontinued.

C(18)-N(1)-C(14) 116.8(5)
C(18)-N(1)-Ru(2) 121.9(4)
C(14)-N(1)-Ru(2) 121.2(4)
C(21)-N(2)-C(25) 117.2(5)
C(21)-N(2)-Ru(3) 122.2(4)
C(25)-N(2)-Ru(3) 120.6(4)
C(16)-N(3)-C(20) 121.1(5)
C(16)-N(3)-C(19) 120.4(5)
C(20)-N(3)-C(19) 117.8(6)
0(14)-C(1)-Ru(1) 178.1(6)
0(6)-C(2)-0(2) 126.7(6)
0(6)-C(2)-C(3) 116.0(6)
0(2)-C(2)-C(3) 117.4(6)
C(2)-C(3)-H(3A) 109.5
C(2)-C(3)-H(3C) 109.5
H(3A)-C(3)-H(3C) 109.5
C(2)-C(3)-H(3B) 109.5
H(3A)-C(3)-H(3B) 109.5
H(3C)-C(3)-H(3B) 109.5
N(2S)-C(3S)-C(4S) 178.7(9)
0(3)-C(4)-0(9) 127.3(6)
0(3)-C(4)-C(5) 116.0(6)
0(9)-C(4)-C(5) 116.7(6)
C(3S)-C(4S)-H(4SB) 109.5
C(3S)-C(4S)-H(4SC) 109.5
H(4SB)-C(4S)-H(4SC) 109.5
C(3S)-C(4S)-H(4SA) 109.5
H(4SB)-C(4S)-H(4SA) 109.5
H(4SC)-C(4S)-H(4SA) 109.5
C(4)-C(5)-H(5C) 109.5
C(4)-C(5)-H(5A) 109.5
H(5C)-C(5)-H(5A) 109.5

C(4)-C(5)-H(5B) 109.5
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Table 6-4. Bond lengths [A] and angles [°] for compl2xcontinued.

H(5C)-C(5)-H(5B) 109.5
H(5A)-C(5)-H(5B) 109.5
0(11)-C(6)-0(7) 126.2(6)
0(11)-C(6)-C(7) 117.5(5)
0(7)-C(6)-C(7) 116.2(6)
C(6)-C(7)-H(7A) 109.5
C(6)-C(7)-H(7C) 109.5
H(7A)-C(7)-H(7C) 109.5
C(6)-C(7)-H(7B) 109.5
H(7A)-C(7)-H(7B) 109.5
H(7C)-C(7)-H(7B) 109.5
0(10)-C(8)-0(8) 126.4(5)
0(10)-C(8)-C(9) 116.1(5)
0(8)-C(8)-C(9) 117.4(5)
C(8)-C(9)-H(9A) 109.5
C(8)-C(9)-H(9B) 109.5
H(9A)-C(9)-H(9B) 109.5
C(8)-C(9)-H(9C) 109.5
H(9A)-C(9)-H(9C) 109.5
H(9B)-C(9)-H(9C) 109.5
0(5)-C(10)-O(12) 127.1(6)
0(5)-C(10)-C(11) 116.6(5)
0(12)-C(10)-C(11) 116.3(5)
C(10)-C(11)-H(11C) 109.5
C(10)-C(11)-H(11A) 109.5
H(11C)-C(11)-H(11A) 109.5
C(10)-C(11)-H(11B) 109.5
H(11C)-C(11)-H(11B) 109.5
H(11A)-C(11)-H(11B) 109.5
0(4)-C(12)-O(13) 126.5(6)
0(4)-C(12)-C(13) 115.9(6)
0(13)-C(12)-C(13) 117.6(6)

C(12)-C(13)-H(13A) 109.5
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Table 6-4. Bond lengths [A] and angles [°] for compl2xcontinued.

C(12)-C(13)-H(13B) 109.5
H(13A)-C(13)-H(13B) 109.5
C(12)-C(13)-H(13C) 109.5
H(13A)-C(13)-H(13C) 109.5
H(13B)-C(13)-H(13C) 109.5
N(1)-C(14)-C(15) 123.8(5)
N(1)-C(14)-H(14) 118.1
C(15)-C(14)-H(14) 118.1
C(14)-C(15)-C(16) 120.1(5)
C(14)-C(15)-H(15A) 120.0
C(16)-C(15)-H(15A) 120.0
N(3)-C(16)-C(17) 123.0(5)
N(3)-C(16)-C(15) 122.0(5)
C(17)-C(16)-C(15) 115.0(5)
C(18)-C(17)-C(16) 121.3(5)
C(18)-C(17)-H(17) 119.4
C(16)-C(17)-H(17) 119.4
N(1)-C(18)-C(17) 123.1(5)
N(1)-C(18)-H(18) 118.5
C(17)-C(18)-H(18) 118.5
N(3)-C(19)-H(19B) 109.5
N(3)-C(19)-H(19C) 109.5
H(19B)-C(19)-H(19C) 109.5
N(3)-C(19)-H(19A) 109.5
H(19B)-C(19)-H(19A) 109.5
H(19C)-C(19)-H(19A) 109.5
N(3)-C(20)-H(20A) 109.5
N(3)-C(20)-H(20C) 109.5
H(20A)-C(20)-H(20C) 109.5
N(3)-C(20)-H(20B) 109.5
H(20A)-C(20)-H(20B) 109.5
H(20C)-C(20)-H(20B) 109.5

N(2)-C(21)-C(22) 123.0(6)
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Table 6-4. Bond lengths [A] and angles [°] for compl2xcontinued.

N(2)-C(21)-H(21) 118.5
C(22)-C(21)-H(21) 118.5
C(21)-C(22)-C(23) 119.0(6)
C(21)-C(22)-H(22) 120.5
C(23)-C(22)-H(22) 120.5
C(24)-C(23)-C(22) 118.6(5)
C(24)-C(23)-C(26) 120.0(6)
C(22)-C(23)-C(26) 121.4(6)
C(25)-C(24)-C(23) 118.4(6)
C(25)-C(24)-H(24) 120.8
C(23)-C(24)-H(24) 120.8
N(2)-C(25)-C(24) 123.7(5)
N(2)-C(25)-H(25) 118.1
C(24)-C(25)-H(25) 118.1
0(16)-C(26)-0O(15) 124.0(6)
O(16)-C(26)-C(23) 122.2(6)
0(15)-C(26)-C(23) 113.7(6)
H(18A)-O(18)-H(18B) 109(3)
H(17A)-O(17)-H(17B) 107(3)
N(1S)-C(1S)-C(2S) 175.7(10)
C(1S)-C(2S)-H(2SB) 109.5
C(1S)-C(2S)-H(2SC) 109.5
H(2SB)-C(2S)-H(2SC) 109.5
C(1S)-C(2S)-H(2SA) 109.5
H(2SB)-C(2S)-H(2SA) 109.5
H(2SC)-C(2S)-H(2SA) 109.5

Symmetry transformations used to generate equivatems:
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