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Abstract:
© 2014 the authors. The ventral tegmental area (VTA) is required for the rewarding and
motivational actions of opioids and activation of dopamine neurons has been implicated in
these effects. The canonical model posits that opioid activation of VTA dopamine neurons is
indirect, through inhibition of GABAergic inputs. However, VTA dopamine neurons also express
postsynaptic δ-opioid peptide (MOP) receptors. We report here that in Sprague Dawley rat, the
MOP receptor-selective agonist DAMGO (0.5-3 μM) depolarized or increased the firing rate of 87
of 451 VTA neurons (including 22 of 110 dopamine neurons). This DAMGO excitation occurs in
the presence of GABAergic receptor blockade and its EC50 value is two orders of magnitude lower
than for presynaptic inhibition of GABA release on to VTA neurons. Consistent with a postsynaptic channel opening, excitations were accompanied by a decrease in input resistance. Excitations were blocked by CdCl2 (100 ÷M, n 5) and -agatoxin-IVA (100 nM, n = 3), nonselective and Cav2.1 Ca2+ channel blockers, respectively. DAMGO also produced a postsynaptic inhibition in 233 of 451 VTA neurons, including 45 of 110 dopamine neurons. The mean reversal potential of the inhibitory current was -78 ±7 mV and inhibitions were blocked by the K+ channel blocker BaCl2 (100 ÷M, n 7). Blockade of either excitation or inhibition unmasked the opposite effect, suggesting that MOP receptors activate concurrent postsynaptic excitatory and inhibitory processes in most VTA neurons. These results provide a novel direct mechanism for MOP receptor control of VTA dopamine neurons.
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The ventral tegmental area (VTA) is required for the rewarding and motivational actions of opioids and activation of dopamine neurons has been implicated in these effects. The canonical model posits that opioid activation of VTA dopamine neurons is indirect, through inhibition of GABAAergic inputs. However, VTA dopamine neurons also express postsynaptic μ-opioid peptide (MOP) receptors. We report here that in Sprague Dawley rats, the MOP receptor-selective agonist DAMGO (0.5–3 μM) depolarized or increased the firing rate of 87 of 451 VTA neurons (including 22 of 110 dopamine neurons). This DAMGO excitation occurs in the presence of GABAergic receptor blockade and its EC50 value is two orders of magnitude lower than for presynaptic inhibition of GABA release on to VTA neurons. Consistent with a postsynaptic channel opening, excitations were accompanied by a decrease in input resistance. Excitations were blocked by CdCl2 (100 μM, n = 5) and ω-agatoxin-IVA (100 nM, n = 3), nonselective and Cax2,1 Ca2+ channel blockers, respectively. DAMGO also produced a postsynaptic inhibition in 233 of 451 VTA neurons, including 45 of 110 dopamine neurons. The mean reversal potential of the inhibitory current was −78 ± 7 mV and inhibitions were blocked by the K+ channel blocker BaCl2 (100 μM, n = 7). Blockade of either excitation or inhibition unmasked the opposite effect, suggesting that MOP receptors activate concurrent postsynaptic excitatory and inhibitory processes in most VTA neurons. These results provide a novel direct mechanism for MOP receptor control of VTA dopamine neurons.
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### Introduction

While μ-opioid peptide (MOP) receptors are widely distributed in the brain, their expression in the ventral tegmental area (VTA) is required for MOP receptor-mediated positive reinforcement. Local microinfusion of MOP receptor agonists into the VTA produces conditioned place preference (Bozarth and Wise, 1984) and rodents self-administer MOP receptor agonists directly into the VTA (Bozarth and Wise, 1981; but see Jhou et al., 2012). Importantly, the rewarding effect of systemically administered MOP receptor agonists is blocked by VTA inactivation of neurons, injection of MOP receptor-selective antagonists, and down-regulation of MOP receptor expression (Olmstead and Franklin, 1997; Moaddab et al., 2009; Zhang et al., 2009). Because selective activation of VTA dopamine neurons produces positive reinforcement (Tsai et al., 2009; Witten et al., 2011; Steinberg et al., 2013) and dopamine receptor antagonists in the ventral striatum can block reinforcement produced by VTA MOP receptor activation in opioid-dependent rodents (Shippenberg et al., 1993; Nader and van der Kooy, 1997; Laviolette et al., 2002), it is widely accepted that MOP receptor agonists produce positive motivational actions through excitation of VTA dopamine neurons.

Although the synaptic and local circuit mechanisms responsible for MOP receptor reinforcement are unknown, the dominant current view is that the excitatory action of MOP receptors on VTA dopamine neurons is indirect, due to somadendritic hyperpolarization of local GABA interneurons or inhibition of GABA release from terminals. Several lines of indirect evidence support this idea: local GABA neurons synapse on and inhibit VTA dopamine neurons (Johnson and North, 1992a; Omelchenko and Sesciuk, 2009; van Zessen et al., 2012), a subset of VTA GABA neurons is hyperpolarized by MOP receptor activation (Stefensen et al., 2006; Chieng et al., 2011; Margolis et al., 2012), and GABA terminals in the VTA are inhibited by MOP receptor-selective agonists (Johnson and North, 1992a; Bonci and Williams, 1997; Matsui and Williams, 2011; Hjelmstad et al., 2013). Therefore, the local circuitry required for disinhibition exists in the VTA. However, there is no direct evidence that inhibition of GABA inputs by MOP receptor agonists is required for excitation of dopamine neurons. Arguments supporting the disinhibition model depend in part upon the assumption that the VTA consists...
of only two types of neurons: GABA interneurons uniformly inhibited by MOP receptor agonists and dopamine projection neurons not directly affected by MOP receptor agonists. In fact, MOP receptor agonists have a variety of synaptic actions on different neuronal types in the VTA. MOP receptor agonists inhibit GABA inputs to both dopamine and nondopamine VTA neurons (Margolis et al., 2008; Xia et al., 2011; Hjelmstad et al., 2013). MOP receptor activation also inhibits glutamate release onto most VTA neurons (Boni and Malenka, 1999; Margolis et al., 2005).

Even more problematic, direct inhibition of VTA dopamine neurons by MOP receptor agonists has been observed in guinea pigs, mice, and rats (Cameron et al., 1997; Margolis et al., 2003; Ford et al., 2006). To directly examine the synaptic mechanism(s) by which MOP receptor agonists excite VTA dopamine neurons, we systematically investigated the effect of the MOP receptor-selective agonist DAMGO across a large sample of neurons throughout the VTA.

**Materials and Methods**

Animal care and all experimental procedures were in accordance with guidelines from the National Institutes of Health and approved in advance by the Ernest Gallo Clinic and Research Center and University of California, San Francisco institutional animal care and use committees.

**Slice preparation and electrophysiology.** Recordings were made in control male Sprague Dawley rats (postnatal day 22–56). A small number of experiments were completed in adult male Sprague Dawley rats (230–330 g). Some data were obtained in neurons also used for previously reported experiments (Margolis et al., 2003, 2006, 2012). Rats were thoroughly anesthetized with isoflurane and then decapitated. Horizontal brain slices (150 μm thick) were prepared using a vibratome (Leica Instruments). Slices were prepared in ice-cold Ringer’s solution (in mM: 119 NaCl, 2.5 KCl, 1.3 MgSO4, 1.0 NaH2PO4, 2.5 CaCl2, 2.6 NaHCO3, and 11 glucose saturated with 95% O2–5% CO2) and allowed to recover at 33–35°C for ≥1 h. Slices were visualized under a Zeiss Axioskop or Axioskop FS 2 Plus with differential interference contrast optics and near infrared illumination, using a Zeiss Axiocam MRm and Axiovision 4 (Zeiss) or Microlucida (MBF Biosciences) software. Whole-cell recordings were made at 33°C using 2.5–5 MΩ pipettes containing the following (in mM): 123 K-glucuronate, 2.0 HEPES, 0.2 EGTA, 8 NaCl, 2 MgATP, 0.3 Na3GTP, and 0.1% biocytin, pH 7.2, osmolarity adjusted to 275. Liquid junction potentials were not corrected during recordings. Hyperpolarization-activated current (Ih) was measured by voltage-clamping cells and stepping from −60 to −40, −50, −70, −80, −90, −100, −110, and −120 mV. Input (RI) and series resistances were monitored with hyperpolarizing pulses (0.1 Hz) throughout each experiment.

Recordings were made using an Axopatch 1-D (Molecular Devices), filtered at 2 kHz, and collected at 5 kHz, or filtered at 5 kHz, and collected at 20 kHz using IGOR Pro (WaveMetrics). For all current-clamp experiments, I = 0; for voltage-clamp experiments, V = −60 or −70 mV. Most VTA neurons were selected in an unbiased manner from throughout the VTA by superimposing a grid on the slice, numbering each grid location, and using a random number generator to choose the grid location for recording. The closest healthy cell to the randomly generated grid location was patched.

In all cases, action potentials (APs) were collected by holding the cell in current clamp at I = 0, and only spontaneously occurring APs collected within the first 2 min of gaining whole-cell access were analyzed for waveform data. Neurons were required to be firing spontaneously and stably for ≥2 min with firing rates ≥0.25 Hz to be included in the firing rate data.

Agonists, antagonists, salts, ATP, and GTP were obtained from Sigma-Aldrich or Tocris Bioscience. αω-Agaotoxin-IVA was purchased from Alomone Labs.

**Cell-type identification and immunocytochemistry.** All cells were labeled with biocytin during whole-cell recording. Slices were fixed immediately after recording in 4% formaldehyde for 2 h and then stored at 4°C in PBS.

| Table 1. Postsynaptic MOP receptor agonist effects do not sort by neurotransmitter content |
|-----------------------------------------------|-----------------|-----------------|-----------------|
| TH−                                        | Excited/depolarized | Inhibited/hyperpolarized | No change |
| n (110)                                    | 22 (20%)         | 45 (41%)         | 43 (39%) |
| Mean membrane potential change in quiescent neurons | n (12)           | n (24)           |             |
| 4.2 ± 1.2 mV                                | −3.6 ± 0.6 mV    |                 |
| n (61)                                     | 9 (15%)          | 34 (56%)         | 18 (30%) |
| Mean membrane potential change in quiescent neurons | n (5)           | n (30)           |             |
| 3.6 ± 1.3 mV                                | −5.5 ± 0.9 mV    |                 |
| n (40)                                     | 11 (28%)         | 18 (45%)         | 11 (28%) |
| Mean membrane potential change in quiescent neurons | n (11)           | n (9)            |             |
| 4.6 ± 1.5 mV                                | −4.3 ± 1.0 mV    |                 |
| Adult                                       | n (8)            |                 |             |
| 4                                           | 3                | 1                |

Slices were preblocked for 2 h at room temperature in PBS plus 0.2% BSA and 5% normal goat serum, then incubated at 4°C with a rabbit anti–TH polyclonal antibody (1:100). Slices were then washed thoroughly in PBS with 0.2% BSA before being aged overnight at 4°C with Cy5 anti-rabbit secondary antibody (1:100) and FITC streptavidin (6.5 μl/ml). Sections were rinsed and mounted on slides using Bio-Rad Fluoroguard Antifade Reagent mounting media and visualized under a Zeiss LSM 510 META microscope or with an Axioskop FS2 Plus with an Axioiam MRM running Neurolucida (MBF Biosciences). Primary antibodies were obtained from Millipore Bioscience Research Reagents or Millipore, secondary antibodies were obtained from Jackson ImmunoResearch Laboratories, and all other reagents were obtained from Sigma Chemical.

In neurons where immunocytochemistry was unconvincing, Ih− neurons were classified as nondopaminergic (Margolis et al., 2006). While false negatives are possible using immunocytochemical techniques, we have previously demonstrated that the experimental methods for both recording and cytochemistry used here produce reliable TH results (Margolis et al., 2010). Further, our percentage of TH− neurons out of the total population of cytochemically identified neurons when Ih− neurons are included in the total (52%, 110 of 211 neurons; Table 1) is remarkably similar to those obtained in the systematic anatomical analysis of sections cytochemically processed for TH and NeuN (Margolis et al., 2006).

**Single-cell qRT-PCR.** Individual neurons were recorded in whole-cell configuration for ≥3 min. At the termination of recording, the cytoplasm of the neuron was aspirated into the recording pipette, the pipette was retracted from the slice, and the pipette contents were ejected into an RNase-free centrifuge tube prechilled to −20°C. Samples were stored at −80°C until they were processed. cDNA was synthesized from single-cell VTA neurons using the MessageBOOSTER cDNA Synthesis from Cell Lysates Kit (MBC190310, Epicentre) according to the manufacturer’s protocol. Real-time PCR was performed using the Power SYBR Green qPCR Master Mix (Applied Biosystems). The PCR template source was 4 µl of 10× diluted first-strand cDNA. Amplification was performed with an ABI Prism 7900HT sequence detection system (Applied Biosystems). After an initial denaturation step at 95°C for 10 min, amplification was performed using 45 cycles of denaturation (95°C for 15 s), annealing (55°C for 30 s), and extension (72°C for 30 s). We amplified GAPDH, a housekeeping gene, as control. The data were analyzed using the sequence detection system software (version 2.2.1, Applied Biosystems). The software generates the baseline-subtracted amplification plot of normalized reporter values (ΔRn) versus cycle number. The amplification threshold was set at 6–7 of ΔRn linear dynamic range (50–60% of maximum ΔRn). The fractional cycle at which the intersection of amplification threshold and the plot occurs is defined as the threshold cycle (Ct-value) for the plot. Samples that gave a Ct-value within 45 cycles were
considered to be positive for the mRNA expression. The samples for which Ct-values were not observed within 45 cycles (i.e., undetected) were considered to be negative for the mRNA expression. The OPRM1 primers were confirmed as specific by comparing brain tissue samples from wild-type (WT) mice and OPRM1-knock-out (KO) mice. These samples were quantified using ImageJ band intensity analysis following gel visualization. Using this approach, midbrain and cortex WT samples were measured at 35.3 and 29.1 mean band intensity, respectively, compared with 3.7 and 1.9 mean band intensity in samples from the same brain regions in the KO mice. Further, RNase/DNase-free water yielded 0.0 signal for all primers.

The forward (F) and reverse (R) primers are as follows: GAPDH-F, TCAAGAAGGTTGGAAGACAG; GAPDH-R, AGGTGGAGAACATGGAGTTG; OPRM1-F, TCGGCTCCTCGTAAATGTC; OPRM1-R, CAGATTTTGAGCAGGTTCTCC; TH-F, AGGGTGACAAAACCTCCTC; TH-R, CGCACAATATCCTGAGTG.

Data analysis. At least 10 APs from each neuron were averaged together, and the resulting trace was measured between when the membrane potential ($V_m$) crossed threshold (when the slope of the $V_m$ first rise exceeded 5 V/s for data collected at 5 kHz or 10 V/s for data collected at 20 kHz) to when the $V_m$ recrossed the threshold following the AP peak. $t_\text{m}$ magnitude was measured as the difference between the initial capacitative response to a voltage step from $-60$ to $-120$ mV and the final current during the same 200 ms step. Neurons were considered $t_\text{m}$ if the slope of the $I$–$V$ curve for hyperpolarizing steps from $-60$ to $-90, -100, -110,$ and $-120$ mV was 0. The reported firing rates are averages of the instantaneous firing rate over at least 2 and up to 10 min, usually at the beginning of the experiment.

Results are presented as mean ± SEM. DAMGO effects were statistically evaluated in each neuron by binning data into 30 s data points and comparing the last eight baseline data points to the last eight data points during drug application using Student’s unpaired $t$ test. In neurons that were firing spontaneously, firing rate was analyzed. In neurons that were quiescent, membrane potential was analyzed. In experiments where DAMGO was applied multiple times, this analysis was applied to each individual DAMGO application, where baseline data were the 4 min preceding each individual DAMGO application. Therefore, when DAMGO was applied in the presence of blockers, the baseline period consisted of 4 stable minutes of recording during aCSF plus blocker application. Effects of blockers were assessed with Student’s paired $t$ tests comparing the response to the first DAMGO application in control aCSF compared with the second DAMGO application in the presence of the blocker. To assess whether intracellular GDP–$\beta$-s interfered with DAMGO-induced effects, we performed permutation analysis of the SDs of changes in $V_m$ with DAMGO of quiescent neurons. The one-tailed $p$ value is given because the hypothesis being tested is directional: did the GDP–$\beta$-s make the variability of responses smaller? Statistical comparisons between groups of neurons were made using one-way ANOVAs. $p < 0.05$ was required for significance in all analyses.

Results

Using whole-cell current-clamp recording of the MOP receptor agonist DAMGO. Significant numbers of VTA neurons were either excited or inhibited: 87 of 451 (19%) of VTA neurons showed a depolarization or an increase in firing rate in response to a saturating dose of DAMGO (500 nm–3 M; Fig. 1; Fig. 3). The EC$_{50}$ value was in the low nanomolar range (Fig. 5f). Surprisingly, a larger percentage (233 of 451, 52%) was inhibited (hyperpolarized or decreased firing rate) by DAMGO (500 nm–3 M; Figs. 2, 3). The dose–response curve for inhibitions overlapped that of the excitations (EC$_{50}$ value in the low nanomolar range; Fig. 5f). Furthermore, contrary to previous interpretations, the proportions of excited and inhibited VTA neurons and the magnitudes of these effects were similar in identified dopamine (TH$^+$) and nondopamine (TH$^-$) neurons (Table 1). We also observed inhibitions and excitations in neurons that were $t_\text{m}$ (Table 1), which are uniformly TH$^-$ (Margolis et al., 2006), and possibly GABAergic or glutamatergic. Both excitations and inhibitions were reversed by the MOP receptor-selective antagonist d-Phe-Cys-Tyr-$\beta$-Trp-Arg-Pen-Thr-$\text{NH}_2$ (CTAP, 100–500 nm;
Figure 2. MOP receptors inhibit VTA dopamine neurons by activating an outward current. A, Pooled data from all quiescent neurons that showed a significant hyperpolarization following bath application of the MOP receptor-selective agonist DAMGO. B, Example current-clamp (I = 0) experiment in a neuron filled with biocytin (red, left) and post hoc identified as dopaminergic with immunocytochemistry against TH (green, middle; merged image in yellow on right). DAMGO (500 nM) hyperpolarized this neuron and decreased its input resistance (blue). This neuron was \( h_n \) and had a short-duration AP (top and bottom insets, respectively). Inset scale bars: top, 100 pA, 50 ms; bottom, 10 mV, 2 ms. C, Example neuron where the MOP receptor-selective antagonist o-Phe-Cys-Tyr-o- Trp-Arg-Pen-Thr-NH\(_2\) (CTAP; 100 nM) reversed a DAMGO-induced hyperpolarization. B, Example voltage-clamp \( (V_m = -70 \text{ mV}) \) recording where DAMGO activated an outward current in the presence of picrotoxin (100 \( \mu \text{M} \)), and this current was accompanied by an increase in conductance (blue).

Figs. 1D, 2C), indicating that both effects require actions at the MOP receptor. There was no apparent topographic organization within the VTA of neurons exhibiting excitations or inhibitions (Fig. 4). While most observations were made in young rats (postnatal days 22–56), we confirmed these observations in VTA tissue taken from adult rats (250–350 g; Table 1).

Excitations are postsynaptic, not disinhibition
One immediate question raised by this data is as follows: are the excitations due to removal of GABA inputs, i.e., disinhibition, as posited in the canonical model? MOP receptor agonists robustly inhibit GABA release onto all VTA neurons in \textit{ex vivo} recordings (Bonci and Williams, 1997; Margolis et al., 2008), and bath application of the GABA\(_A\) receptor Cl\(^-\) channel blocker picrotoxin (100 \( \mu \text{M} \)) can depolarize neurons in the slice (5 of 5 neurons, where all neurons had baseline membrane potentials more depolarized than the Cl\(^-\) equilibrium potential; data not shown) indicating that there is tonic GABA release in VTA slice preparations. However, arguing against the disinhibition model, we observed that most of the DAMGO-induced depolarizations were associated with a concurrent increase in conductance (Fig. 3B). Furthermore, the magnitudes of the excitations were directly and significantly correlated with the increase in conductance \((r = 0.66, p = 0.0005)\). This is consistent with opening a channel, not disinhibition through reduction of an inhibitory input that would decrease membrane conductance through channel closings. To test the GABA disinhibition model directly, responses to DAMGO were measured in voltage clamp \((V_m = -60 \text{ or } -70 \text{ mV})\) in the presence of picrotoxin (100 \( \mu \text{M} \)). In 6 of 24 neurons (25%), we observed an inward current in response to DAMGO, a proportion similar to that of excitations observed in control aCSF in current-clamp experiments (Fig. 1E,F). Furthermore, of four neurons where DAMGO induced an inward current in voltage clamp, depolarizations were observed in three when they were tested again with DAMGO after switching into current clamp (Fig. 1F). To provide additional evidence that the MOP receptor excitations were not due to presynaptic inhibition of GABA terminals, we compared the DAMGO dose–response curve for the presynaptic inhibition of GABA release with that for the depolarization. If the two effects were due to activation of MOP receptors on GABA terminals, the dose–response curves for the two actions should overlap. Instead, we found that the EC\(_{50}\) value for DAMGO presynaptic inhibition of GABA release was two orders of magnitude higher than that for the somadendritic hyperpolarizations/depolarizations (Fig. 5I). Thus three independent lines of evidence argue strongly against disinhibition as a major factor in this excitation of VTA neurons: it is associated with a conductance increase, it requires a much lower MOP receptor agonist concentration than presynaptic inhibition of GABA release, and it is insensitive to pharmacological blockade of GABA\(_A\) receptors.

Many VTA neurons fire spontaneously in the slice and this leads to local GABA, glutamate, and dopamine neuron crosstalk in the VTA (Ford et al., 2009; Omelchenko and Sesack, 2009; Dobi et al., 2010). Because more neurons than expected responded to DAMGO, it is possible that the observed effects in some neurons could be indirect. If the DAMGO effects on the recorded neuron were indirect, i.e., due to a direct receptor action on the firing of other neurons in the slice, the voltage-gated Na\(^+\) channel blocker tetrodotoxin (TTX; 500 nM–1 \( \mu \text{M} \)) should decrease or eliminate DAMGO responses. In fact, DAMGO-induced hyperpolarizations persisted in the presence of TTX (control response: \(-9.7 \pm 1.9 \text{ mV}; \) TTX: \(-6.7 \pm 2.0 \text{ mV}; n = 4\)). Because TTX alone often caused VTA neurons to depolarize, we tested for DAMGO-induced excitations in the presence of TTX in voltage clamp, holding the cells at \( V_m = -60 \text{ mV} \), further from the reversal potential of a depolarizing conductance, and closer to the basal membrane potential of typical VTA neurons. Under these conditions, 8 of 21 neurons responded to DAMGO with a significant inward current (control: \(-91 \pm 33 \text{ pA}, n = 3\); TTX: \(-248 \pm 131 \text{ pA}, n = 8\)). These observations render it unlikely that the inhibitions or excitations produced by DAMGO are indirect.

What MOP receptor-activated conductance(s) depolarize VTA neurons?
Another possibility is that MOP receptor activation increases glutamate release that is independent of AP activity, either by a direct effect on nerve terminals (Velásquez-Martínez et al., 2012) or via an effect on glia (Moussawi et al., 2011). A MOP receptor-induced increase in glutamate release from nerve terminals is unlikely since synaptic experiments have demonstrated that
MOP receptor activation inhibits glutamate release onto VTA neurons (Bonci and Malenka, 1999; Margolis et al., 2005). MOP receptors have been observed on microglia and astrocytes (Ruzicka et al., 1995; Dever et al., 2012; Merighi et al., 2013), and activation of microglia can cause glutamate release (Noda et al., 1999). To test whether glutamate is involved in MOP receptor-mediated excitations, we first found a VTA neuron that exhibited an excitation in response to DAMGO, then retested the neuron with DAMGO in the presence of DNQX (10 μM) and D(-)-2-amino-5-phosphonopentanoic acid (AP-V, 50 μM) to block excitatory glutamate receptors. In control experiments where DAMGO was applied twice, the magnitude and direction of membrane potential change was consistent between applications (Fig. 5C). DAMGO effects in the presence of glutamate antagonists were not different from controls (Fig. 5D).

In isolated Purkinje neurons, MOP receptor activation increases a Ca_{2.1} conductance (Iegorova et al., 2010). Ca_{2.1} comprises ~40% of voltage-dependent Ca^{2+} currents in VTA dopamine neurons (Cardozo and Bean, 1995). To test whether a Ca^{2+} channel is involved in the MOP receptor-induced depolarizations in the VTA, we measured responses to DAMGO in the presence of the Ca^{2+} channel blocker CdCl_{2} (100 μM) in neurons that were excited under control conditions. CdCl_{2} not only prevented excitations, but in 5 of 5 neurons CdCl_{2} treatment revealed an inhibition in response to DAMGO (Fig. 5E). To test whether Ca_{2.1} channels were involved, in another set of neurons we retested DAMGO in the presence of the selective blocker ω-agatoxin IVA (100 nM); this also prevented the DAMGO-induced excitations and revealed inhibitions, similar to CdCl_{2} (Fig. 5A, F). Finally, we also tested whether the excitations depended upon G-protein signaling in the recorded neuron by replacing intracellular GTP with the non-hydrolyzable GDP-β-s (500 μM). None of the five cells tested showed any response to DAMGO after GDP-β-s was delivered into the cell via the recording electrode (Fig. 5J), despite the fact that four of these neurons were tested with and responded to DAMGO in cell-attached configuration before establishing whole-cell access and therefore GDP-β-s delivery, two increasing and two decreasing in firing rate. Consistent with intracellular GDP-β-s eliminating DAMGO signaling, the variability of the differences in V_{m} between baseline and in DAMGO application in these cells was significantly smaller than across the population of quiescent neurons (permutation analysis of SD, p < 0.0005). These data indicate that excitations require G-protein signaling in the recorded neuron and are consistent with the interpretation that DAMGO causes a direct excitation of a subset of VTA neurons, including dopamine neurons, through G-protein-dependent activation of Ca_{2.1}.

Figure 3. Distribution of significant (p < 0.05) DAMGO-elicited physiological responses in VTA neurons. A, DAMGO-induced changes in membrane potential in neurons not firing spontaneously. B, Among these quiescent neurons, decreases in input resistance (top) were observed in most neurons with significant DAMGO-induced change in membrane potential, including those that were depolarized by DAMGO. A smaller number of neurons showed either an increase (middle) or no change (bottom) in input resistance. C, Distribution of DAMGO-induced increases (top) or decreases (middle) in firing rate in neurons that were firing spontaneously before DAMGO application.

In isolated Purkinje neurons, the DAMGO-elicited physiological responses in VTA neurons were bidirectional (Iegorova et al., 2010). DAMGO-induced changes in membrane potential in neurons not firing spontaneously. Among these quiescent neurons, decreases in input resistance (top) were observed in most neurons with significant DAMGO-induced change in membrane potential, including those that were depolarized by DAMGO. A smaller number of neurons showed either an increase (middle) or no change (bottom) in input resistance. DAMGO effects in the presence of glutamate antagonists were not different from controls (Fig. 5D).

In isolated Purkinje neurons, MOP receptor activation increases a Ca_{2.1} conductance (Iegorova et al., 2010). Ca_{2.1} comprises ~40% of voltage-dependent Ca^{2+} currents in VTA dopamine neurons (Cardozo and Bean, 1995). To test whether a Ca^{2+} channel is involved in the MOP receptor-induced depolarizations in the VTA, we measured responses to DAMGO in the presence of the Ca^{2+} channel blocker CdCl_{2} (100 μM) in neurons that were excited under control conditions. CdCl_{2} not only prevented excitations, but in 5 of 5 neurons CdCl_{2} treatment revealed an inhibition in response to DAMGO (Fig. 5E). To test whether Ca_{2.1} channels were involved, in another set of neurons we retested DAMGO in the presence of the selective blocker ω-agatoxin IVA (100 nM); this also prevented the DAMGO-induced excitations and revealed inhibitions, similar to CdCl_{2} (Fig. 5A, F). Finally, we also tested whether the excitations depended upon G-protein signaling in the recorded neuron by replacing intracellular GTP with the non-hydrolyzable GDP-β-s (500 μM). None of the five cells tested showed any response to DAMGO after GDP-β-s was delivered into the cell via the recording electrode (Fig. 5J), despite the fact that four of these neurons were tested with and responded to DAMGO in cell-attached configuration before establishing whole-cell access and therefore GDP-β-s delivery, two increasing and two decreasing in firing rate. Consistent with intracellular GDP-β-s eliminating DAMGO signaling, the variability of the differences in V_{m} between baseline and in DAMGO application in these cells was significantly smaller than across the population of quiescent neurons (permutation analysis of SD, p < 0.0005). These data indicate that excitations require G-protein signaling in the recorded neuron and are consistent with the interpretation that DAMGO causes a direct excitation of a subset of VTA neurons, including dopamine neurons, through G-protein-dependent activation of Ca_{2.1}.
Inhibitions

Our finding that approximately half of all VTA neurons, including 41% of all confirmed dopamine neurons, were inhibited by MOP receptor activation contradicts the assumptions that support the canonical disinhibition model. Postsynaptic MOP receptor-induced inhibitions are typically mediated by the opening of G-protein-activated inwardly rectifying K⁺ channels (GIRKs). In neurons that were hyperpolarized by DAMGO, we reapplied DAMGO in the presence of the K⁺ channel blocker BaCl₂ (500 μM) to directly test that opening K⁺ channels mediates the DAMGO-induced inhibitions. Not only did BaCl₂ treat the inhibitions, in six of seven neurons it uncovered small excitations (Fig. 5G). We further observed that both CdCl₂ and ω-agatoxin IVA made DAMGO-induced hyperpolarizations larger (Fig. 5E,F). By applying a voltage ramp in voltage clamp, we determined that the reversal potential for the DAMGO-induced inhibitions is \(-78 ± 7 mV (n = 8)\) and correcting for the liquid junction potential estimated at \(-15 mV\) yields a reversal potential of \(-93 mV\) (Fig. 5H). This is somewhat depolarized from the estimated K⁺ reversal potential given the aCSF and internal solutions used here (\(-103 mV\)), possibly due to the contribution of the excitatory component of MOP receptor signaling in these neurons. The inhibitions are thus most likely an example of the well-known opioid receptor activation of a GIRK. It is important to note that although blockade of the DAMGO inhibition by BaCl₂ reveals an excitation, intracellular blockade of G-protein signaling with GDP-β-s does not unmask an excitation. This supports the conclusion that both excitations and inhibitions are G-protein mediated and are specific to the recorded neuron. Furthermore, together with the observation that the inhibitions and excitations have the same dose–response curve, this observation provides additional support for the idea that DAMGO concurrently produces both effects directly on the recorded neuron.

MOP receptors are expressed in most VTA dopamine neurons

Together, our observations that the majority (71%) of both dopamine and nondopamine VTA neurons respond to DAMGO (by either excitation or inhibition) indicate that most VTA neurons express the MOP receptor. This was unexpected given that previous studies have reported only modest MOP receptor protein or mRNA expression in the VTA (Mansour et al., 1994, 1995). Furthermore, while some VTA dopamine neurons have previously been reported to express MOP receptor (Garzón and Pickel, 2001) and to be inhibited by MOP receptor activation (Cameron et al., 1997; Margolis et al., 2003; Ford et al., 2006), our proportions of MOP receptor-responsive VTA neurons are higher than predicted. To provide an independent line of support for the conclusion that many VTA neurons express MOP receptor, we measured TH and MOP receptor mRNA from individual VTA neurons with RT-PCR. Of the 21 sampled neurons, 12 (57%) expressed TH mRNA; this proportion is consistent with anatomical findings of proportions of TH⁺ VTA neurons (Margolis et al., 2006; Nair-Roberts et al., 2008). We found that 10 of 12 neurons that expressed mRNA for TH also expressed MOP receptor mRNA. Among the nine neurons in which TH mRNA was not detectable, MOP receptor mRNA was detected in five. Together with the electrophysiological observations described above, these RT-PCR results provide strong support for the concept that the majority of VTA dopaminergic neurons express MOP receptors.

Discussion

Here we report that a subset of both dopamine and nondopamine VTA neurons are excited by DAMGO. This occurred in the absence of GABA_A receptor signaling and required Ca_{2.1} activity. Consistent with a direct postsynaptic effect, the excitations were associated with an increase in conductance and were blocked by intracellular application of GDP-β-s. A larger proportion of both dopamine and nondopamine neurons were directly inhibited through activation of a GIRK. We confirmed that both excitatory and inhibitory effects of DAMGO occur in VTA neurons from adult rats as well. Blockade of either excitation or inhibition revealed or enhanced the opposite effect, indicating that MOP receptor agonists concurrently activate both GIRKs and Ca_{2.1} channels in the same neuron.

Direct excitation or disinhibition?

Although excitations of dopamine neurons were frequent, we found no evidence of MOP receptor-mediated disinhibition. This was unexpected because presynaptic inhibition of evoked GABA release by MOP receptor agonists is robust in this preparation and there is significant ongoing tonic GABA_A receptor activity as revealed by picrotoxin-induced depolarizations. In other words, even though (1) a reduction of GABA input in this \textit{ex vivo} preparation does excite VTA dopamine neurons and (2) activation of MOP receptor inhibits GABA neurons and their terminals, inhibition of GABA input is not required for the excitation of VTA neurons by locally acting MOP receptor agonists. However, disinhibition could be significant if the nervous system is intact. There are MOP receptor-sensitive GABAergic terminals in the VTA that arise from neurons in other structures, including the ventral pallidum (Hjemstad et al., 2013) and the rostromedial tegmental nucleus (Matsui and Williams, 2011), and while these synapses may be very active \textit{in vivo}, their activity would be...
minimized in our preparation where their terminals are severed from their cell bodies. Consistent with this idea, spontaneous GABA IPSCs occur at very low rates in VTA neurons in horizontal brain slices (~1–4 Hz; Margolis et al., 2008; Theile et al., 2008; Xiao and Ye, 2008), and similar rates have been reported for AP-independent miniature IPSCs (Bonci and Williams, 1997; Melis et al., 2002). Furthermore, when measured directly, IPSC frequency is only reduced by ~30% by TTX (our unpublished observations). Despite the low spontaneous IPSC event rates, there must be a source for the significant tonic GABA_A receptor signaling revealed by picrotoxin. One possibility is that there is ambient GABA from a nonneuronal source, such as astrocytes (Jiménez-González et al., 2011), which could explain why it is not significantly regulated by MOP receptors. On the other hand, DAMGO excitations were associated with an increase in conductance. Consequently, although the present results do not rule out a contribution of disinhibition to MOP receptor activation of VTA neurons, they strongly support the conclusion that direct excitation contributes significantly in vivo when MOP agonists are systemically administered.

MOP receptor expression and function is ubiquitous in the VTA
Approximately 20% of VTA neurons, both TH^+ and TH^−, were excited by MOP receptor activation. Such a Ca_{2.1}-dependent MOP receptor excitatory effect has been reported in cerebellar neurons (Igorova et al., 2010). Although the Ca_{2.1}-selective blocker ω-agatoxin IVA abolished the excitations, some of the neurons were relatively hyperpolarized at baseline, with membrane potentials at which Ca_{2.1} channels are reportedly inactivated.

Figure 5. DAMGO excitations require Ca_{2.1}. A, Example neuron where DAMGO (500 nM) application caused a depolarization and increase in AP firing frequency. In the presence of highly selective Ca_{2.1} (P/Q type) Ca^{2+} channel blocker ω-agatoxin IVA (100 nM), the same dose of DAMGO caused an inhibition. B, Time course data across seven neurons where either the nonselective Ca^{2+} channel blocker CdCl_2 (100 μM) or ω-agatoxin IVA (100 μM) was used to block a DAMGO-induced depolarization. The neuron in A was excluded from this plot because of the nonlinearity of membrane potential changes when neurons start and stop firing. C, Control data show that repeated applications of DAMGO within the same cell elicited responses of similar magnitudes for both depolarizations and hyperpolarizations. In gray, a small hyperpolarizing effect of DAMGO was made bigger by ω-agatoxin IVA. D, In neurons that responded to DAMGO with a hyperpolarization, the K^+ channel blocker BaCl_2 (500 μM) eliminated the hyperpolarizations, and in

most neurons revealed a depolarization (inset). E, In voltage clamp, voltage ramps were used to estimate the reversal potential for the DAMGO effect in neurons that hyperpolarized ≥8 mV in response to DAMGO (n = 10). F, Dose responses were measured for the postsynaptic excitations and inhibitions, as well as for the inhibition of electrically stimulated GABA release (evIPSCs). Dose–response relationships were indistinguishable for postsynaptic DAMGO excitations (blue) and inhibitions (red) but the EC_{50} value was two orders of magnitude lower than for DAMGO inhibition of evIPSCs (green). n = 4–8 for each concentration. G, Including GDP–β–s (500 μM) in the recording pipette to block G protein signaling in the recorded cell eliminated all DAMGO responses. GDP–β–s significantly decreased the variation in responses to DAMGO (permutation analysis, p < 0.0005), consistent with a blockade of both excitations and inhibitions.
Table 2. Electrophysiological properties of rat VTA neurons sorted according to Johnson and North’s 1992 criteria

<table>
<thead>
<tr>
<th>Measure</th>
<th>D2R inhibited; MOP receptor not inhibited</th>
<th>D2R not inhibited; MOP receptor inhibited</th>
</tr>
</thead>
<tbody>
<tr>
<td>Johnson and North</td>
<td>Margolis et al.</td>
<td>Margolis et al.</td>
</tr>
<tr>
<td>Percentage TH +</td>
<td>5 of 8 (63%)</td>
<td>14 of 19 (74%)</td>
</tr>
<tr>
<td>Percentage (I_h^{+})</td>
<td>100%</td>
<td>100% (n = 37)</td>
</tr>
<tr>
<td>Percentage (I_h^{-}) for (I_h &gt; 20 \text{ pA})</td>
<td>97% (36 of 37)</td>
<td></td>
</tr>
<tr>
<td>Firing rate&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Mean: 1.7 Hz</td>
<td>3.0 Hz</td>
</tr>
<tr>
<td></td>
<td>Maximum: 5.8 Hz</td>
<td>6.75 Hz</td>
</tr>
<tr>
<td>Percentage spontaneously active</td>
<td>148 of 187; 79%</td>
<td>10 of 19; 53%</td>
</tr>
<tr>
<td>(R_h&lt;sup&gt;h&lt;/sup&gt;)</td>
<td>192 ± 12</td>
<td>545 ± 67</td>
</tr>
<tr>
<td>Spike threshold (mV)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>−53</td>
<td>−63</td>
</tr>
<tr>
<td>Spike duration (ms)&lt;sup&gt;e&lt;/sup&gt;</td>
<td>2.14 ± 0.13</td>
<td>1.86 ± 0.20</td>
</tr>
</tbody>
</table>

<sup>a</sup>The seminal in ex vivo electrophysiological report of VTA neuron properties by Johnson and North (1992a) concluded that a variety of physiological properties differ between dopamine and GABA neurons. We have not observed such a pattern (Margolis et al., 2006, 2012). However, in Johnson and North’s original report, neurons were classified as putative dopamine or putative GABA according to their pharmacological responses to dopamine D2 receptor (D2R) and MOP receptor activation; putative dopamine neurons were inhibited by D2R but not MOP receptor activation, and putative GABA neurons had the converse responses. Here we sort our data for cells tested with both quinpirole and DAMGO for a more appropriate comparison to this previous work. For \(I_h\), magnitude, data were categorized as \(I_h^{+}\) or \(I_h^{-}\), as described in Materials and Methods. Additionally, since small-magnitude \(I_h\) responses were probably difficult to detect with sharp electrodes in the Johnson and North study, we also present the data where only cells with an<br>

active. Consequently, an indirect mechanism could be involved, such as presynaptic MOP receptor enhancement of Ca<sup>2+</sup>-<br>
channel-dependent vesicular release of an excitatory substance. However, MOP receptor activation inhibits release from glutam-<br>
mate terminals in the VTA (Bonci and Malenka, 1999; Margolis et al., 2005), and the excitations we observed were not blocked by glutamate receptor antagonists. Alternatively, MOP receptors might be expressed on glia or at neuronal sites where another depolarizing agent may be released that acts at a G-protein-<br>
coupled receptor, such as orexin, substance P, cholecystokinin, or neurotensin. However, the fact that the dose–response curves for the excitations and inhibitions are virtually identical is consistent with a single postsynaptic receptor binding site capable of mediating both excitations and inhibitions. Therefore, the most parsimonious explanation for our data is that these DAMGO-induced excitations are due to postsynaptic MOP receptors on the recorded neurons that open Ca<sub>2.1</sub> channels. We also observed that postsynaptic excitations and inhibitions occurred at much lower concentrations than the presyn-<br>
aptic inhibition of VTA GABA release at terminals. This relationship is consistent with the presynaptic and postsynaptic potency differences reported by Johnson and North for Met-<br>
enkephalin in the VTA (1992a). Such differences could be caused by a wide variety of conditions that would affect the affinity of the receptor for the ligand. For instance, the conformation of the receptor may be influenced by the proximity of a G-protein (Kuszak et al., 2009; Malik et al., 2013) or by the local ion concentra-<br>
tions (Wong et al., 1994). There is also evidence that heterodimeriza-<br>
tion of opioid receptors alters ligand binding (Jordan and Devi, 1999) and the regulator of the G-protein-signaling protein family can alter opioid receptor activation (Georgoussi et al., 2006; Wang et al., 2009). The fact that the postsynaptic receptors are more sensitive to not only DAMGO, as demonstrated here, but also Met-<br>
enkephalin raises the possibility that endogenous opioid release acts more potently at postsynaptic than presynaptic sites. A particularly intriguing observation is that DAMGO-induced excitations were unmasked in most inhibited cells follow-<br>

ing blockade of K<sup>+</sup> currents, and conversely, most excited neurons responded with an inhibition when Ca<sub>2.1</sub> channels were blocked. The purpose this serves in an individual neuron is not obvious, especially if each receptor is coupled to both down-<br>
stream ion channels. On the other hand, this observation might make sense if the excitatory and inhibitory actions were initiated by spatially segregated MOP receptors, such that certain den-<br>
drites are controlled by MOP receptors coupled to K<sup>+</sup> channels, while in other dendrites the MOP receptors are coupled primarily to Ca<sup>2+</sup> channels. A similar possibility is that the different MOP receptor effects may segregate according to the source of the nearby synaptic inputs, or may depend upon which other recep-<br>
tors are nearby in the plasma membrane. While opioid receptors are generally thought of as inhibitory, there is a growing literature supporting the idea that the signaling pathways they employ are actually more varied. In fact, evidence of seven transmembrane domain receptor/G-protein coupled re-<br>
cceptor signaling concurrently through several different pathways has been accumulating. In addition to MOP receptors activating Ca<sub>2.1</sub> channels in the cerebellum (Igororova et al., 2010), a variety of stimulatory effects of opioid receptor activation has been reported (Harrison et al., 1998). For example, morphine in-<br>
creases adenyly cyclase in rat corpus striatum (Puri et al., 1975), and endogenous opioid peptides increase adenyly cyclase in the rat olfactory bulb in a Gi/Go-dependent manner (Onali and Oli-<br>

anas, 1991). In cell culture, there is also evidence that in cells expressing both the MOP receptor and the δ-opioid receptor, DAMGO increases intracellular Ca<sup>2+</sup> in a Gi<sub>δ</sub>-dependent manner (Charles et al., 2003). These and other observations in a vari-<br>
ty of brain regions and in different reduced systems lend credence to the interpretation that in the VTA, MOP receptor activation can directly excite neurons by opening a Ca<sub>2+</sub> channel. The high proportion of confirmed dopamine neurons directly inhibited by MOP receptor activation was surprising. At first glance these results differ from the seminal electrophysiological work by Johnson and North (1992b). However, Johnson and North identified “dopamine” neurons as those inhibited by do-<br>
pamine and not opioids; “GABA” neurons were identified as those insensitive to dopamine and inhibited by opioids. Subse-<br>
quent work has shown that these criteria are unreliable. However, when we applied the Johnson and North criteria to our neuronal cohort, the electrophysiological properties of the two datasets are strikingly similar (Table 2). However, 28% of our neurons that would have been classified as GABAergic by Johnson and North were TH<sup>−</sup>-.
Dopamine neurons are inhibited by MOP receptor agonists (Cameron et al., 1997; Ford et al., 2006; but see Chieng et al., 2011). One possible reason that we found more MOP receptor-inhibited dopamine neurons is that our sample size is much larger and includes recordings in the medial VTA, which is not sampled in many ex vivo studies. While we did not observe any topographical sorting of MOP receptor-inhibited dopamine neurons, we excluded substantia nigra pars compacta neurons, which are reportedly MOP receptor insensitive (Lacey et al., 1987). Further, some of the inhibitions were relatively small (Fig. 3) and may have been ignored in previous studies. However, we found that these changes were significant compared with baseline, time locked to drug application, reproducible within cells, and blocked by BaCl₂.

VTA MOP receptors and behavior

The physiologic data are compelling that virtually every VTA neuron is either presynaptically or postsynaptically modulated by MOP receptor activation, and any of these actions may contribute to reward. In fact, even MOP receptor actions at nondopamine neurons can be rewarding, as in naive rodents where VTA MOP reward is unaffected by dopamine antagonists (Nader and van der Kooy, 1997). The extent of MOP receptor-mediated inhibition of dopamine neurons is also consistent with a growing appreciation of the diversity of VTA dopamine neuron connectivity and function. Particularly noteworthy is evidence that some dopamine neurons are activated by aversive stimuli (Brischoux et al., 2009; Bromberg-Martin et al., 2010). Also, activation of PFC-projecting dopamine neurons can cause conditioned place aversion (Lammel et al., 2012). One possibility is that the MOP receptor-inhibited neurons we report here represent a subpopulation of dopamine neurons that respond to noxious stimulation.

Given the variety of synaptic actions of the MOP receptor in the VTA, it is difficult to predict the relative contribution of GABA terminal inhibition versus somadendritic dopamine neuron excitation to an increase in dopamine neuron firing in an awake behaving rat. This will depend upon a variety of factors, including the activity of specific GABAergic inputs, the membrane potential of the neuron, and the concentration of nonopioid neurotransmitters and modulators. Behaviorally effective systemic doses of morphine do suggest that the more potent postsynaptic effects reported here are significant to behavioral responses: following a typical rodent analgesic dose of morphine in rat (ED₅₀ value, ~10 mg/kg), brain concentrations of ~140 ng/g or 0.5 µM are achieved (Patrick et al., 1975). Therefore, a systemic dose of 3 mg/kg morphine, which is sufficient to produce place preference (Shippenberg and Herz, 1987), yields a brain concentration of 150 nM. Assuming equivalent dose responses for morphine and DAMGO, this is a saturating dose for the somadendritic action but is closer to the EC₅₀ value for inhibition of GABA release, raising the possibility that postsynaptic effects dominate in the VTA for systemic opioid administration. Consequently, it is likely that the direct MOP receptor-mediated excitatory effect on VTA dopamine neurons contributes significantly to the rewarding action of MOP receptor agonists. This conclusion is supported by the findings of Zhang et al. (2009) showing that siRNA knockdown of MOP receptors intrinsic to the VTA/substantia nigra region reduces the rewarding effect of systemic MOP receptor agonist administration.

In summary, we report a novel mechanism for neuronal activation by MOP receptor in the VTA, i.e., the opening of somadendritic Ca₂⁺,2.1 channels, an effect seen on both dopamine and nondopamine neurons. MOP receptor-mediated postsynaptic inhibition is more common than excitation even among VTA dopamine neurons. Both postsynaptic excitations and inhibitions are G-protein mediated and both occur concurrently in the same neuron at much lower concentrations of agonist than presynaptic inhibition of GABA release. These observations challenge the canonical disinhibition model and are consistent with the idea that more than one synaptic mechanism can contribute to MOP reward.
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