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Abstract
This dissertation investigates the factors thet influence an individud’ s residentid choice. Therole
that residentia choice playsin other individua decisionsis dso investigated, with an emphas's
placed on understanding the importance of land use configuration on individud travel demand.
To achieve this, a conceptual modd of residentia choice/preference was devel oped that was a
comprehensive reflection of those relationships supported by the literature and by informed
judgement. The complexity of thismode is seen in the many interdependent rel ationships that
involve residentia choice. For example, in choosing a placeto live, a household may evauate a
dweling unit and/or neighborhood according to how it fits dong severd interrdlaed dimensions,
such as. housing type, neighborhood type, distance to work, distance to shopping and other

household-related activities, type of mode to work and car ownership.

The measurement of neighborhood type as a continuous varigble through factor andyss was
another important part of thiswork. A two-factor disaggregate solution representing traditiona
and suburban neighborhood dimensions was used in thisstudy. This approach adlowed for a
sngle area to possess atributes of both types of neighborhoods, and dlowed individuas within
the same areato face different neighborhood characteristics — aflexibility amply judtified by the

empirica results. Further, it has the Satistical advantage of producing continuous measures of
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endogenous variables, atrait that is desirable in both regression and structura equation models.

The data andlyzed in this sudy came from 852 individuas from five neighborhoods in the San
Francisco Bay Area. Information such astrip records, life style preferences, and attitudes
towards urban transportation, housing and the environment, were incorporated with household
demographic and socio-economic data to perform multivariate satistical analyses of an
individua’ s resdentia choice. Specificdly, three different sets of models were estimated: 1) a
binary mode of residential choice (adjusted ?* = 0.52), where residential choice aternatives
included suburb (= 1) and traditiond (= 0), 2) Sngle-equation regresson models of eementsin
the conceptual mode (with adjusted R? values ranging from 0.39 for residentia choice =
traditional to 0.02 for travel demand = daily walk/bike milesrate ), and 3) structura equation
models (with good mode fit indices such asthe rdative fit index = 0.913)

A particularly noteworthy finding supported by al of the models referred to aboveis
that attitude and lifestyle variables play the grestest role in explaining resdentia choice and
travel demand. Results suggest that the association commonly observed between
neighborhood type and travel patternsis not one of direct causdlity, but due to correlations of
each of those variables with others. In particular, is believed that when attitudind, lifestyle, and
sociodemographic variables are accounted for, neighborhood type has very little influence on

travel behavior.
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CHAPTER 1
INTRODUCTION

Spatid interaction moddling is of fundamenta importance to trangportation and land use
researchers and planners. Studiesin this area semmed from interest in and concern regarding
rapid urban growth and development during the 1960s (e.g., Kain, 1962b; Lierop, 1986). In
the hope of understanding the growth and geographic arrangement of human settlements,
researchers devel oped theoretical gpproaches to urban modeling oriented toward describing the
gpatial pattern of urban growth (e.g., Alonso, 1964).

Asthe urban spatid dructure is fundamentally influenced by the location decisons of
households, one of the most important spatid interaction modeling components is residentid
choice. Lierop (1986) categorized residentia neighborhood location research into three arees:
1) resdentia mohbility, 2) residentid choice (both housing and neighborhood choice), and 3)
relocation. Before continuing into the work on resdentid choice, it is useful to briefly introduce
the concepts of resdentia mobility and relocation. Residentid relocation research involves the
study of an individua’ s decisions to move from and locate to a resdence, while residentia
mobility research only concerns the decision to move (Porell, 1982). Neither resdentia
mohbility nor relocation are afocus of this study since we only have specific data about the
current residence of each respondent. The lack of data on each person’s past home locations
and motivations for moving to the current location prevert a proper residentia relocation study.

However, the rich data we have on the present neighborhood and individua attitudes permitsa

useful sudy of resdentid choice, the focus of this dissertation. An important residentia mobility



study (Vergter, 1985) isreviewed in the next chapter, with respect to the inaght it offersinto
resdentia choice behavior.

Residentia choice research is complex because household location decisons are highly
interdependent. In choosing a placeto live, a household may evduate a dwdling unit and/or
neighborhood on severd interrdated dimensions, such as. housing type, neighborhood type,
distance to work, distance to shopping and other household-rdated activities, and availability of
various modes of trangportation. The interconnectedness of these dimensions aso shows the
vaue of resdentia choice studies to improve our understanding of peoples travel behavior.

The spatid choice of residentia |ocation faced by an individua or household depends
on both spatial and nonspatid factors. In terms of spatid factors, the location of aperson’s
resdence relative to his or her activities of greatest interest (and/or frequency) in ageographic
location & agiven timeis very important. Possibly equaly importart to the decison are the
nonspatia factors, such as the person’s socioeconomic characterigtics, attitudina orientation,
lifestyle, and familiarity with the dternatives involved.

Though residentid location will be at the center of the sudy’ s hypotheses and modeling
efforts, investigating the core relationships between travel behavior and land use configuration of
the resdentia neighborhood will be an important part of this research. Undergtanding these
relationships will improve the theory and empirical development of residential choice models.

The organization of this dissertation isasfollows. The remainder of Chapter 1 contains
ashort description of research on the impact of neighborhood design on travel behavior, a

definition of residentia location, and the objectives of the dissertation. Chapter 2 is a sdected



review of relevant past research. An origind conceptua model of resdentia choice, with
supporting literature, is discussed in the next chapter dong with tables of potentid model
variables. The fourth chapter of the dissertation includes a description of this study’ s data set
and background, aong with a discusson of variable development for residentia choice
modeling. Andysisof abinary logit mode of residentia choice (traditiona neighborhoods
versus suburban neighborhoods) follows, and leads to Chapter 6 which contains formulation of
continuous measures of residentia choice that can be modeled using regression techniques.
Andyss and discusson of Sngle-equation regression models form the next chapter, a chapter
which provides the foundation for the development of the more complex multi-equation
structura equation models (SEMs) presented in Chapter 8. Chapter 8 also contains discussion
of the concept of causdity in relation to the empirica estimation of a modification of the
conceptua model presented in Chapter 3. Thefind chapter contains a short summary of the
main findings and implications of the research, aswell as adiscusson of potentid future

extensons of this dissartation.

11 Land Useand Travel Behavior

The invedtigation of interactions between travel behavior and land useis one key stream
of research motivating the present sudy. In smple terms, work in this area examines how urban
form affects peoples’ travel patterns. A specific part of this research isthe study of
neighborhood design, where researchers are investigating travel variability among individudsin

different neighborhoods (e.g., Cervero and Radisch, 1996; Friedman et al., 1994).
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The passage of the Intermoda Surface Transportation Efficiency Act (ISTEA) in 1991
created a new trangportation policy focus for the 1990s, one that, among other things,
emphasized planning for non-motorized modes of travel. Consequently, urban planners and
transportation professionas have an even greater interest than before in creating land
development policies that facilitate more nontmotorized trips. This motivation has supported the
implementation of pedestrian- and trangt- oriented developments (PODs, TODs), whereit is
expected that people are more likely to walk and bike to a destination than is the case for an
automobile-dominated neighborhood. In fact, this potential decrease in auto tripsin POD and
TOD neighborhood designs has some researchers examining whether land use strategies can
sgnificantly mitigate traffic congestion (see, for example, Atash, 1993).

In conclusion (aswill be discussed further later), research has demondtrated thet land
use and travel decisions are related to neighborhood design (e.g., Friedman et al., 1994).
Consequently, as neighborhood design has the potentid to influence a households decison on
resdentid location, the relationship between them is very connected to land use and travel
behavior factors (Handy, 1997). For example, an individua who enjoys waking and/or using
public trangt islikely to choose alocation where she can have that option. The careful
congderation of the complex interrelationships mentioned above are important to model

development and interpretation.

1.2  Defining Residential Location for Model Development

Residentia location can be categorized in two primary ways. as atype of dwelling unit,
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such as asingle-family home or high-density apartment, and as atype of neighborhood, such as
aquiet rurd community or alively city-center area. Researchers have aso studied specific
neighborhoods and/or dwelling units. For example, Lindstrom (1997) sdected two
neighborhoods that were known to be very different in their socio-economic diversity and
resdential dengity to test the impact of race and urban form on choice of residentia
neighborhood.

Resdentid choice researchers have generdly selected either dweling unit type or
neighborhood type as a dependent variable in modd devel opment, with the other component
included among the explanatory variables. Thisis naturd for two reasons. Firg, the dependent
variable chosen will be based on the goa of the study, which may be oriented toward
understanding only one of those two choices. Second, precisely determining the causdlity of
resdentia choiceisdifficult due to the interdependence between the neighborhood and dwelling
unit variables. 1t seems reasonable that some individuas or households will focus on the type of
dwdling unit as the main determinant of resdentid choice; that is, some people will decide that
they need a sngle-family dwelling unit with avery large yard, and then they will seek a
neighborhood that meets this requirement (dwdling unit ----- > neighborhood choice). On the
other hand, though hypothesized to be a less-likely scenario, neighborhood choice may influence
a household's dwelling unit decison. For example, aquiet and safe neighborhood with parks
nearby may be the primary focus of aresdentia choice, and once a neighborhood(s) is found
that satisfies this need the type of dwelling unit chosen may be affected by dterndives available

in the chosen neighborhood (neighborhood choice ----> dweling unit). Ancther exampleisa



household' s desire to locate in a particular neighborhood that is very prestigious, and then
choosng adwelling unit available in that neighborhood (e.g., a high-rise condominium). In other
cases, the choice of neighborhood and dwelling unit may be made more or less smultaneoudy,

with the choice set conggting of various neighborhood/dwel ling unit combinations.

1.3 Deveoping a Measurefor Neighborhood Type

Theresdentia choice moddsin this dissertation use neighborhood type as the
dependent varigble. There are many different ways to define a neighborhood. However, for
this dissertation we will focus on a neighborhood characterigtic that has been studied in
connection with travel, and that is how “ (neo)traditiond” it is (see, for example, Friedman et al.,
1994). Theleve of “traditionadness’ a neighborhood has may be determined by how well it
embodies traditiond qualities such as high-densty development, mixed uses, and a grid-based
street structure.

It can be seen from the foregoing discussion that defining a neighborhood dependent
variable for resdentia choice modelsis a complex task. Modelswith dependent variables
based solely on an individud trait (such as housing Size) are likely not to capture well the
vaiation in an individud’ sresdentid choice. Thisisdue to the fact that a person or household
chooses a combination of traits when selecting aresdence. Aseach of thetraits of this study’s
neighborhoods are measured separately, it is necessary to develop aresidentia choice
dependent variable that represents a variety of traits Smultaneoudy. In Chapter 6 ameasure of

neighborhood type that was developed through factor analysisis described and isthe basisfor a



mgority of the resdentia choice empiricad work found in this dissertation.

1.4  Dissertation Objectives

There are three interrelated objectives for this dissertation. Thefirst missonisto
present aredistic conceptual mode of the relationships among residentia choice, job location,
travel behavior, and other mgjor components involved with spatid interaction modeling at a
disaggregate level. The next ams are to provide a better understanding, through empirical
models, of what motivates an individual to choose a certain type of resdentia location, and of
the relationship between resdentia location and travel behavior. In particular, we want to
identify the role that attitudina and lifestyle variables play in people s resdentia location choice
and travel behavior.

Achieving the above-mentioned objectives will result in some useful contributions to the
land use and travel research area. Firg, the development of aredlistic conceptua mode of the
rel ationships among residentia choice, job location, travel behavior, and other mgor
components involved with spatid interaction modding at a disaggregate level can lead to the
improvement of resdentia choice models. By better understanding the underlying factors
moativating an individua or household to select a particular type of resdentia location,
trangportation and urban planners can better understand the market for various neighborhood
types (neotraditiond, rurd, etc.). In doing so, researchers may be better able to predict
adoption of those types of neighborhoods, and in turn, better estimate the impact of changing

resdentia land use patterns on travel behavior and vehicle emissons.
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A large mgority of the research to date has mainly consisted of pointing out corrdations
between travel patterns and characteristics of urban form. An important next step taken in this
study isthe development of ingight into the behavior underlying these correlations (i.e,, the
causal relaionships). Knowledge of the causal rdaionships isimportant for improved land
useltravel policiesto be created (Handy, 1997). For example, isthe association found in
previous studies (e.g., Cervero, 1996b and Friedman et al., 1994), of denser and more mixed
land uses with fewer vehidle-trips and lower distances traveled, adirectly causa one, or isthe
influence of land use on travel more indirect or even a spurious artifact of correlation with other
variables such as atitudes? The answer could have alarge impact on the above mentioned
land/use trave palicies.

The incorporation of factor analyssinto empirical land use/trangportation andysis, a
contribution of this study, may help answer the above question. Attitudes, lifestyles, and
neighborhood type are examples of variables that cannot be well defined by a single measure,
and are usefully modeled as latent variables or factors derived from the combination of multiple
observed indicators. Indeed, given that a person’s perceptions, attitudes and preferences have
aggnificant impact on dl of her or his decisons, the use of atitudind variablesin the estimation
of modds can be vauable. In particular, few residentia choice studies have incorporated
attitudind variables (see for example, Prevedouros, 1992), with the present study advancing the
date of the art in that regard. In conclusion, the conceptual model and the Satistical models
(especidly the gtructurd equations modeling in Chapter 8) developed in this dissertation may

contribute to a better understanding of individud residentia choice, and the potentid causal



impact of urban form on travel demand.

15 Chapter 1 Summary

Chapter 1 provides afoundation for the development of this dissertation’s andysis of
resdential choice. The present study was placed in the context of spatid interaction modeling
and research on land useftravel behavior interactions. The selection of residential location
modeling in genera, and neighborhood type as the key dependent variable in particular, was
explained on the basis of the available data. A discussion of the mgor objectives of the study

and their importance to transportation and urban planning research concluded Chapter 1.
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CHAPTER 2
RESIDENTIAL CHOICE LITERATURE

2.1  Introduction

Modeling an individud’s or household' s resdentia choice is a complex task due to the
many interrelated variables that are theorized to be part of it. Much of the resdentia location
research to date has primarily focused on two such variables, travel and housing characterigtics.
Thisfocusislikely the result of the classic economic resdentid |ocation models by Alonso
(1964) and Muth (1969), models that represent residential |ocation as a consumer alocation
problem. In short, the models are based on the assumption that households have a fixed annua
income which they use to buy land (aresidence), travel (based mainly on commute distance),
and other commodities. This congtrained utility maximization processis generaly described in
terms of the relationship between rent or housing prices and distance from the centra business
digrict (CBD). It isassumed that households ba ance resdentia consumption (i.e., housing
prices that decrease with increased distance from the CBD) with commuting distance (i.e.,
travel cogsthat increase with increased distance from the CBD). Lerman (1975) and Shin
(1985) drew on this classic framework by placing great emphasis on travel and housing
explanatory variables (such as mode to work, commute travel time, and type of dwelling unit) in
their disaggregate logit models of residentia location.

Prevedouros (1992) extended the types of variables studied in residentia choice
research by including persondity characteristics in the modeling of location decisions.

Interestingly, no one study was found that rigoroudy accounted for the many different variables
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that have been hypothesized to affect residentia choice. In particular, attitudes and lifestyle
dimensions were generaly not included in the reviewed residentia choice Sudies.

To achieve the goals of depth and breadth in the review of the resdentia choice
literature for this dissertation, two different gpproaches were taken. Studies that highlighted
concepts and methodologies that are most directly pertinent to this dissertation are discussed
firs. Further, the reviews of these papers contain more reflective eva uation and discusson
(depth). The second gpproach provides additiond breadth, by briefly summarizing numerous

other papers.

2.2  Extended Review of Selected Key Studies

This section highlights some of the landmark studiesiin this area of research, aswell as
some lesser-known, but germane work. Each of the studies described below is different in
empirical methodology and/or theoretical assumptions. Advantages and disadvantages of these
studies may be used to improve future work on residentia choice modeling. By including
additiona important variables (such as attitudina variables), and more redigtic Sructures and
assumptions, the models developed in this dissertation benefit from this earlier work while

extending it.

2.2.1 An Econometric Model of Urban Residential and Travel Behavior
Kain (19629), in hisflagship study of urban trangportation and land- use planning, uses

an econometric framework to model the resdential and tripmaking behavior of workersin
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Detroit. He uses survey data from 40,000 households to estimate the relationships among
resdentia space consumption, auto ownership, choice of transportation mode, and length of
journey-to-work. Employing least-squares multiple- regression techniques, Kain estimates a
system of 9 equations that represent the relationships among the above 4 listed variables.

Kain assumes a sequentia or causal ordering for his nine equations. He assumesthat a
worker: 1) first decides what amount of housing She wants, 2) then decides whether to buy an
auto, 3) then determines to drive or to use trangit, and 4) that the first three decisions determine
the mean length of hisor her commute. This structural equiation gpproach to investigating the
relationships among residential choice and travel produced reasonable results, such as. the
percentage of people living in two-family unitsincreased when commute distance increased, and
zones with lower housing costs and larger household sizes tended to have a higher proportion of
sngle-family units

Though this study showed how an economic framework could shed light on the
interdependencies between travel and housing consumption, it did not provide ingght into
individuas travel and housing choice behavior dueto its use of aggregate datain the mode

estimations.

2.2.2 Location and Land Use

In his book Location and Land Use (1964), Alonso established the foundations of a

mathematical model of urban land use. Alonso assumes a single centra business digtrict (CBD)

that is the location of al employment, and that households reside on ainfinite plain surrounding
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it. Further, the travel time per unit of distance isthe same in every direction on the plain.

Each household consumes an amount of housing, goods, and travel time to work that
maximizes its utility function. As households must determine how much of their budgets to
dlocate to the consumption of each item, this problem can be viewed as a condtrained
maximization problem. Animportant conclusion from Alonso’s bid rent theory isthat housing
price decreases as the distance to the CBD increases. This consumer behavior theory of utility

maximization is seen in amgority of the rdated sudies following Alonso's.

2.2.3 A Disaggregate Behavioral M odel of Urban M obility Decisions

One of the first efforts at modding residentid choice a a disaggregate level was
undertaken by Louviere (1979). He developed atheory on the individud preference for single-
family dwelling units by looking at resdentid “bundles’ as potentia choice dternatives for 185
Wyoming residents living near the Univeraity of Wyoming, in the city of Laramie (samplesize
for experiments 1, 2, and 3 are 35, 50, and 100 respectively). Subjects rated a number of
hypothetica resdentia bundles, with an example of one such bundie being a sngle family home
with monthly payments of $400, 20 blocks from work, 34 blocks from the central business
digtrict, 9 blocks from neighborhood shopping, 15 blocks from schools, 3 bedrooms, 2 baths, a
garage, conventiona congtruction, and new paint and fencing. Louviere interviewed redtors
and home devel opers to determine the eleven factors (the neighborhood and dwelling unit
characterigtics having the greatest influence on individua home sdlections) thet are seen abovein

the bundle. These eleven factors were used as explanatory variables in regresson and
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ANOVA modds to determine what most influenced individuals resdentia choice. Louviere's
models showed that his study sample was most concerned with housing cost, quality of
neighborhood (a categorica variable defined by Louvierein his stated preference survey; 1=
below average qudity, 2 = average quality, and 3 = above average quality), and square footage
in the decison to purchase asngle-family home.

Louviere conducted a near identica experiment to the one described above (experiment
3), with the main difference being the use of 13 factors (as opposed to 11) determined by a
different set of redtors and developers. Both experiments provided the following two
conclusons 1) persond characteristics such as gender and age greetly affected the model
coefficients for the variables describing preference, and 2) individuals are not likely to share the

same utility function.

2.24 Resdential Mobility of Job Changers

Vergter (1985), in an effort to include an influence often left out of studies of spatid and
travel interaction, considers the effect that job location has on moving behavior and residentia
choice. Theanalysisisbased on survey responses from about 4000 people from the Randstad
region of the western Netherlands, where each person was defined as the head of the household
and categorized by one of the following four groups: 1) moved to a new residence and took
new job, 2) moved to a new residence and kept old job, 3) stayed at old residence and took
new job, and 4) neither moved nor changed jobs. Verster notes that as “the places where

individuas sttle for living and working are the spatia framework for their other dally activities’
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(p. 195), any changesin residence or employment location for an individua will cregte large
impacts on his’her lives, and consequently, the choice to change both job and residence will
likely not be made smultaneoudy. That observation islesslikely to hold for larger countries
such as the United States, in which ajob change often necessitates a location change.
However, the degree to which this observation holds for the United States (and other countries)
may be changing with the rise in two-career households imposing more geographic congraints
than before.

Verster makes some important points about causdlity in modeling. Firg, it is noted that
even though the sample was draified into four different types of mobility groups, it is possble
that any of these groups of decison makers will not have a*“homogeneous preference
gructure’. Next, Verger provides the following statistics about the potential direction of
causality between residence and work changes. “ Of the respondents whose latest residential
move was associated with a change of work, 93 percent when asked about the causality
answered that the house move was aresult of the job change (in only two percent of the cases
the causdlity was the other way about)” (pg. 196). Taken aone this can be a powerful reason
for creating a modd dructure that has job location as a cause of resdentia choice - at least for
the “head of the household”. However, Verster points out that the literature on residentia
mohbility and migration “gives conflicting resuts for some variables’ (pg. 198). For example,
coefficient sgns and magnitudes for the variables household size and household income have
been found to be inconsistent across various studies, potentialy giving credence to the idea of

different populations having different preference structures. Further, while the concept of *head
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of household” has falen into disuse with the increase of women entering professona careers, it
isdill quite possible that in atwo-worker household, aresidentia change may be prompted by
ajob change for one worker, while the converse is true for the other worker.

A multinomid logit model structure was used to estimate the residentia-location choice
of people who changed jobs and moved. To create arelevant and tractable set of resdentia
aternatives to be modeled, each worker’ s choice set was assumed to contain the 20
municipalities nearest to his or her employment zone (where the study area comprised 25
employment zones and 160 municipdities). Verster drew two main conclusons from the results:

1) travel cost variables (such as commuting distance) were sgnificant in modds of resdentid
mohbility (probability of moving) and residentid choice (destination), and 2) the magnitude of the
impact of changesin travel costs on an individud’ s behavior was positively associated with the
travel costs to which one had been accustomed. The second conclusion isinteresting in that it
supports the hypothesis that experience influences attitude, and illustrates the value of having

longitudind datato investigate such effects.

2.25 Causal Analysisof Trip-Chaining Behavior

Kitamuraet al. (1990) sudied alarge sample of commuters from an urban region in
Japan (Osaka) in an effort to understand their trip chaining behavior. Survey datafrom 7,611
commuters that made exactly one non-work stop (such as atrip to astore or restaurant) on
work days were studied to determine the relationship between commuting distance and nor+

work stop location, and the impact of travel time on activity duration. Two specific gods of the
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project were to identify the effect of time-gpace congraints on the spatia distribution of norr
work stops and to investigate the causal mechanism underlying commuters' trip chaining
behavior. Thislast objectiveis particularly relevant to this dissertation’ s task of exploring the
causal mechanismsin an individud’ s resdentia location choice behavior.

Spatid digtributions of home, work, and activity (non-work stop) locations were
andyzed to achieve the first god. Primary findings from this andysisincluded: 1) non-work
stop locations were most frequent in places near home and work, with the grestest
concentration of trip stops being near work; 2) commuting distance was the principa
determinant influencing the choice and duration of non-work stops by commuters; and 3)
additiona time spent traveling to reach a non-work activity (stop) was postively correlated with
the time spent participating in the non-work activity (stop).

A path andysis was conducted with log-linear models based on contingency tables to
reech the second am of finding a hierarchica rdationship among the following trip-chaning
factors (dl in categorica dataform): commuting distance, added travel distance (the extra
distance traveled to get to anon-work stop), travel mode to reach non-work stop, time spent at
non-work stop, and totd travel time of trip-chaining event. Three types of log-linear causd
models were estimated. Firdt, 24 five-tier linear hierarchica models were developed with the
assumption that commuting distance was the firgt factor (the “primordid” factor) in the
hierarchy. Thiswasthe smplest mode design in that it didn’t dlow for Smultaneous interaction
among the factors, and thus, it assumed that one factor was chosen and then another until dl five

factor choices were made. The second and third model types allowed for factorsto be in the
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same leve (or tier), where two factors could influence each other but not have any hierarchica
relationship. Specificaly, modd type two was afour-tier linear hierarchica modd where the
firgt or last choice was composed of two interacting factors (three independent factorsin achain
preceded or followed by two interacting factors for atota of 4 tiers), and modd type three was
athree-tier hierarchica modd where thefirgt or last two tiers were composed of two sets of
two interacting factors and the other tier was an independent single factor. Results from the best
models (selected as “best” based on interpretability and chi-square values) in the first group
were used to design the more sophisticated model type two and three structures. The major
conclusions drawn from these models were that several causal Structures fit the observetions
equdly well (i.e, gave Smilar chi-square statistics), and thet trip-chaining decision processes
can vary across individuas, making it necessary for travel behavior researchersto design
models that accommodate heterogeneity in individua decison structures.

This study has useful implications for resdentid choice research. By empiricaly
demondrating that there is more than one decison structure underlying trip chaining behavior, it
suggests the possihility that there will aso be more than one causd Structure pertaining to
resdential choice behavior. The authors conclusions that travel behavior andysis should be set
up to handle * heterogeneity in decison structures’ indicates the need for future studiesto include
the development of multiple conceptua and andytica frameworks that can accommodate the

potentialy varying causa structures of individuas' residentia choice behavior.

2.2.6 Modeing the Choice of Residential L ocation
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McFadden's (1978) study of residentid location was pioneering in that he incorporated

economic choice behavior into an empiricaly feasible discrete choice modd of housing loceation.

He first describes choice with amultinomid logit modd, having individud dwdlings asthe
dternatives. McFadden then assumes that dwellings with the same observed attributes will be
perceived as the same, leading to a multinomid logit modd with dwelling types as the choice
dternatives (thus reducing the number of aternatives greetly), the preference among which is
influenced by other attributes. By relaxing the assumption of independence of the error terms
(representing unobserved variables in the utility functions for eech dterndive), he permitsa
dructure of amilarities among dternatives. Further, McFadden derives the family of generdized
extreme va ue mode's using stochadtic utility maximization. He goes on to show how the nested
mode isaspecid case of the generdized extreme value modd. In essence, this paper opened
the door for more gpplications of resdentia choice modeling with logit modeds (see for example,

Quigley, 1985; Shin, 1985; and Cho, 1997).

2.2.7 A Two-Stage Housing Choice Forecasting M odel

Tu and Goldfinch (1996) offer arecent example of ahousing choice study. Their
modeling methodology was defined by two independent stages. estimating the likelihood that a
household would choose a particular housing sub-market bundle (i.e., neighborhood and
dwdling type), and estimating the likelihood that a household would choose a bundle of housing
components such as central heating and gardens (i.e., dwelling unit choice). Inthefirst stage,

the househol ds were segmented into specific socioeconomic classes, including single young-
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person households and househol ds with dependent children. Tu and Goldfinch assumed that al
households within a particular socioeconomic group had the same housing choice behavior if
they had the same income. This assumption would be more credible if the attitudes and
lifestyles of households within the same socioeconomic group were the same (which is of course
not the case). Consequently, their study would be improved with the incluson of explanatory
variables relating to household attitudes and interedts.

On the other hand, Tu and Goldfinch argued that households in different socioeconomic
groups have different decison-making processes. Thus, in some instances a S multaneous
choice of neighborhood and house might be the best representation of the decison making
process, whereas in other instances those two decisions might be made sequentialy. Tu and
Goldfinch assumed that households were rationd, meaning that they would gain market
information (i.e., learn about the available neighborhoods and dwelling units) and choose
dwdlings that would maximize their resdentid utility. These ideas and logic provided a

foundation on which thelr two-stage housing choice mode was built.

Tu and Goldfinch utilized mgor contributions from two of the authors mentioned earlier
in this chapter. Firg, smilar to Louviere, Tu and Goldfinch viewed the household resdentia
choice decison making structure as a process whereby households sdlect the neighborhood and
dwedling unit “bundle’ that maximizes their consumption utility function. Both neighborhood
bundle components (such as school qudlity, trangport connections, and safety) and dwelling unit

bundle components (such as housing size, qudity, and age) were used as explanatory variables
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in tharr housng sub-market models. Next, using McFadden’ s residential-choice framework, the
authors chose amultinomia logit (MNL) mode specification to determine the probability that an
dternative (whether aneighborhood or dwelling unit) will be chosen by ahousehold. Tu and
Goldfinch addressed the issue of independence from irrdlevant dternatives (11A), and sated that
the error terms are not independent because, for the dwelling unit modd, the “independent
variables include neighborhood components shared by dwellings in the same neighborhood”

(pg. 525), and smilarly, neighborhoods in the neighborhood model may share unobserved
characteristics common to alarger region containing each neighborhood. They Hill choseto use
the multinomid logit form and argued (without substantiation) that the “11A axiom may not be
violated if abuyer makes the choice after obtaining full market information” (pg. 525). Further,
they suggested that the good mode fits (each rho-squared value was above 0.70) obtained
using MNL on their dataimplied that any bias dueto IIA wasinggnificant. However, this
author is not aware of any theoretical work linking modd goodness of fit to lack of violation of
[1A (other than the generd guideline that improving the mode specification may reduce or
remove the llA violation). Thus, it may be possible to obtain an gpparently strong goodness-of-
fit on abiased modd.

Data collected from the 1972 L othian Region (Scotland) Household Housing Survey
were used to estimate the two independent sets of multinomia logit models. Specificaly,
models of sub-market and dwelling unit choice were estimated on three different socioeconomic
groups. single young-person households (N=125), young- couple households (N=154), and

households with dependent children (N=329). The dependent variable for the sub-market
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models had 63 potentia aternatives, based on 7 neighborhoods and 9 housing types (such as
“flat with less than or equal to 2 bedrooms’ and “terraced house with 3 or 4 bedrooms’) within
each neighborhood. Independent variables for the sub-market models included the
neighborhood average dwelling-unit sze, the neighborhood average dwelling-unit age, distance
to work (for household head), and school qudity. Findings from the first-stage model included:

1) distance to work was a sgnificant variable for al the socioeconomic groups, but least
sgnificant with young-couple households (possibly due to dual-earner households' difficulty with
optimizing commute length), 2) young-person households preferred to live near shopping aress,
and 3) households with dependent children strongly preferred neighborhoods with good
schools.

Wheresas the fird- stage model s were calibrated on revealed preferences, the second-
stage models were stated preference (actually atransformation of ranked importances to
presumed preferences). The dependent variable for the second stage (i.e., dwelling-unit choice)
had eight aternatives, based on the absence or presence of three characterigtics. large kitchen
(1if yes, Oif not), centrd heating (1 if yes, O if not), and private garden (1 if yes, O if not). The
independent variables were three binary variables representing presence of the three
characterigtics listed above (e.g., large kitchen), and one income variable. The income varigble
was the only nongignificant variable in the modd, suggesting that a household' s budget congtraint
did not impact the choice of characteridtics like kitchen szein the find housing choice. Ladlly,

the authors concluded that researchers using cross-sectiona data should do modeling based on

subgroups.
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2.2.8 Personality Characteristicsand Residence L ocation Decisions
Though ardatively recent study, Prevedouros (1992) gives the best example (to the

author’ s knowledge) of the use of atitudind variables in models of residence location decisions.

Using the Minnesota Multiphasic Persondity Inventory (MMPI) test to measure the
persondity of 1300 mail-back survey respondentsin Chicago, Prevedouros investigated the
rel ationships among persondity characteristics (sociability, materiaism, and suburbanism) and
location selection, automobile ownership, and travel characteristics. Factor analysis was used
to obtain the persondity factors, which were then used in acluster analysis to obtain persondity
types. It wasfound that “the suburbanism dimension of arespondent’s personality has an
association with the type of suburb where a household decides to relocate” (pg. 385):
specificaly, arespondent with a high, positive factor score was more likely to choose alow-
dengty suburb than a high-density suburb. Further, it was concluded that “ certain persondity
characterigtics correlate well with residence location, automobile ownership, and dally travel
characterigtics’ (pg. 391). In summary, Prevedouros effectively used attitudind variablesto

gain a deeper understanding of an individua’ s trangport and residence location behavior.

2.3  Brief Review of Other Relevant Studies
This section presents the second approach to the travel behavior/land use and spatial
interaction literature review, a brief discusson of a more comprehensive set of sudies.

Research from many different disciplines, including economics, geography, sociology,
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trangportation engineering, and urban planning was explored for findings related to resdentia
preference/choice. A table format is used to alow alarge amount of information to be
presented in a space-€fficient manner.

Specificaly, Table 1 contains summearies of references that were helpful in identifying
potentia dependent and independent variables needed to operationalize the conceptua moddl.
It isimportant to note thet many of the studiesinvolving traditiona neighborhood design focused
on its relaionship with travel behavior, and not on residentia choice. However, the sudies are
gl useful in that they present many findings on the rdaionship of socio-demographic and
travel-relaed variables to traditiona neighborhood (land use) development. Many of these
gudies are rigorous and complex, often having multiple research objectives and modeling
methodol ogies that could not be fully described in afew paragraphs (e.g., Lerman, 1975).
Consequently, the synopses below contain descriptions of only select areas of each study, the
aress that were mogt pertinent to this dissertation.

Before summarizing each paper, an “ Overview’ description is given that provides the
datistica basis and research focus of the paper asit relaesto the present study. Included inthe
overview description will be study type (quantitative or quditative, and empiricd, theoreticd, or
conceptud), Satistical method (such as regression), and study focus (such as residentia
preference/choice or travel demand). Thiswill dlow aquick ingpection of the varying range of

methods and god's contained in this diverse set of literature.
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Table1l: A Selective Summary of Refer ences Supporting the Conceptual Model

REFERENCE STUDY DESCRIPTION
Aldanaet al. Overview: aquantitative, empirical sudy of travel demand using
(2973 factor andysis, andysis of covariance, and discriminant andyss.

In this study, models of travel demand for Boston, Massachusetts residents
were devel oped that take “into account the simultaneousand interdependent
character of decisions about travel, location, and automobile ownership.” Data
from more than 38,000 households, 117,000 persons, and 300,000 trips were
used in estimating the models. Factor analysiswas used on these data to
obtain different market segments for separate model estimation, such asa
model estimated with data solely on young bachelors and a model estimated on
blue-collar workers. Twelve demographic groups were defined along three
characteristics: 1) residential location (central city and suburbia), 2) automobile
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Ben-Akivaand
Bowman (1998)

ownership (none, one, and two or more), and 3) use of public transportation
(consistent transit user or non-transit user). Models predicting number of
individual trips were estimated by standard analysis of covariance techniques
using data from each group. Exogenous variablesin the modelsincluded
household income, binary variables for working outside of residential zone and
spouse working, and walking timeto transit. A 2-group discriminant technique
was used to develop a mobility model of transportation choice (number of cars
to own and frequency of transit usage) conditional on location. In the first
model, the probability that a household usestransit given residential location
and automobile ownership was estimated. 1n the second model, the probability
that a household owns 0, 1, and 2+ cars given residential location was
estimated. The computation of joint probabilities of using or not using transit
and owning O, 1, or 2+ cars was possible using the results from the two
separate models. Using all of the results together the authors were able to
calculate the “ probabilities of using or not using transit conditional on
location, but unconditional on the choice of automobile ownership level”[pg.8].
Conclusions of the study included: 1) life-cycle stage and socio-demographic
variables were “extremely” useful for segmenting samplesfor usein
disaggregate modeling, and 2) dual-earner households were more likely to use
transit.

Overview: aquantitative, empirica sudy of resdentia location using
nested logit models.

A discrete choice model system that incorporated activity and travel schedules
into a household’ sresidential |ocation choice was the focus of this paper. An
activity-based travel demand model system previously developed by the
authorswas summarized. A residential accessibility measure was described,
with accessibility being defined as “the expected value of the individual’'s
maximum utility among the activity schedules available, given aresidential
location” (pg. 1133). Theinclusion of this accessibility measure was akey step
in the estimation of their integrated residential choice model system. In short,
the system was “linked as a sequentially estimated nested logit system, with
conditional models supplying expected maximum utility, or logsum variables, to
the higher level models.” The highest level model was the residential location
model, which incorporated results (such as measures of accessibility derived
from the activity-based travel demand model system) from the lower-level
models (such asadaily activity model). Dataused inthe empirical work came
from a1991 24-hour household travel diary survey from the Boston
metropolitan area (N=1259) and descriptive statistics (such as crime rate and
residential density) from 787 geographic zones that comprised Boston’'s
metropolitan area. The dependent variable for the residential choice model
comprised the 787 geographic zone aternatives. To simplify the modeling
process, the authors estimated model parameters with “a sample of eight
alternatives, drawn by stratified importance sampling, for each household.”
Explanatory variables used in the model included: 1) accessibility measures
(used in the activity-based model system) such as “ expected utility of the daily
activity schedule, given the daily activity pattern and work location,
households with one adult, aworker”, 2) residential density, and 3) annual
income. Findingsinclude: accessibility to non-work activities had a strong
influence on households' residential choices, and residential density was an
important factor in households’ residential choices. This study was uniquein
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the attention that was given to non-work related activities. The activity-based
model system provided accessibility measures that were based largely on non-
work trips.

Overview: aquantitative, empirica study of travel demand using an
ordered probit model.

This study focused on the link between land use at the neighborhood level and
individual non-work travel demand. The authors stated that “amost all recent
empirical work on land use and travel behavior has lacked a clear behavioral
framework” (pg. 1155). Datafrom a 1993 two-day travel diary for 769 southern
Californiaresidents were used to estimate an ordered probit model. The
dependent variable for the model was the number of non-work automobile trips
made by an individual during the two-day survey period. Model explanatory
variables consisted of sociodemographic variables (such as gender, race, and
household income) and land-use variables (such as population density,
percentage of grid-like street pattern, and service employment divided by land
area). Model findingsincluded: 1) age (negative coefficient) and female
dummy variable (positive coefficient) were significant explanatory variables at
the 5 percent level, and 2) no land-use variable was statistically significant.
New land-use variables that “ control for co-variance between residential
location choice and unobserved aspects of trip generation behavior” were
developed using an instrumental variable technique (i.e., substituting variables
such as “ proportion of housing built before 1960” that were correlated with
land use, but unrelated to trip generation behavior). The new land-use variable
for service employment (previously found to beinsignificant) was significant in
asimilar model of non-work automobiletrips. The authors noted the
importance of “both controlling for residential location choice and using
different levels of geographic detail when studying the link between land use
and travel behavior” (pg. 1166).

Overview: aquantitative, empirica study of resdentia
preference/choice using probit modes.

The primary goals of this study were to identify the neighborhood attributes
that were most important to households and how neighborhood preferences
varied among different types of households. The dataused came from
household records of the 1985 American Housing Survey (a sample that
included over 40,000 households). Sixteen household types were defined by
race (black, white), income (high, low), dwelling unit (multifamily, single family),
and location (central city, suburbs). An extensive set of explanatory variables
(such as quality of streets and availability of open space) hypothesized to
affect satisfaction with neighborhood were developed and incorporated into 16
probit models, one model for each household type. The dependent variable
modeled wasindividual neighborhood satisfaction (where each individual
response appeared in the market segment model to which his or her household
belongs), avalue between 0 (lowest satisfaction) and 10 (highest satisfaction)
that was interpreted as an “ordinal utility index.” Empirical resultsinclude: 1)
open space was significant for all of the high-income, white households (but
not for any of the other households), suggesting that this group prefers
neighborhoods with lower population densities, and 2) variables representing
crime rates, noise levels, and building appearance were significant in all of the
models across the 16 household types.
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Overview: aquditative, conceptua review and andysis of

population density and behavior.

A detailed review of the literature on the determinants and consequences of
population density was presented. Population density was described as a
“composite of several different measures of land use”, including: population
per room, dwelling size, number of dwellings per structure, number of
structures per residential area, and percentage of area used for residential land.
Two very different neighborhoods can have the same population density due
to the many different components defining this measure. It was noted that
changes in transportation (such as a new transit line or more car usage) had
impacted the formation of densitiesin urban areas. In general, higher auto
ownership levels were associated with lower population density areas.
However, a contradicting trend was al so indicated, where new concentrations
of density were occurring in suburban communities due to changesin
workplace locations and the devel opment of new popular structures such as
high-density condominiums. In terms of density’simpact on residential
behavior, the authors point out the potential attractions of both high and low
density: 1) high-density areas were more likely to contain cultural and artistic
opportunitiesimportant to some people, and 2) low-density areas had more
open space such as parks that may appeal to other people. Animportant
hypothesis of the authors was that little of the variance in the behavior of
people (such asresidential and mode choice) could be “attributed to density
independent of other social structural variables’ (pg. 502) (such as attitudinal
variables).

Overview: aquantitative, empirical study of travel demand using
linear regression.

Theimpact of neo-traditional neighborhood design on commuting was the
focus of thisstudy. A regression model of transit modal share was estimated
using 1990 US Census tract data from four San Francisco Bay Areacounties.
Individual commute data from people living in both transit- and auto-oriented
neighborhoods (N= 898) was combined with the census tract data. Explanatory
variables used included density (households/acre), income (natural logarithm
of household income), and neighborhood type (transit oriented or automobile
oriented). Major findingsincluded: 1) increasesin neighborhood density
corresponded to increases in transit mode share, and 2) income was negatively
associated with transit mode share.

Overview: aquantitative, empirical study of the joint choice of tenure
and dwdlling type usng multinomid logit modds.

This study contained a housing choice model where it was assumed that
households chose type of tenure (rent or own) and type of dwelling unit
(single-detached dwelling or multiple-unit dwelling) simultaneously. It was
assumed that households followed the principle of consumer behavior theory
(i.e., ahousehold examines all of the available alternatives and chooses the one
that maximizesits housing utility under abudget constraint). Data collected in
1993 on the choices of tenure and housing type for 785 householdsresiding in
the city of Chongju, Koreawere used to estimate multinomial logit models of
the joint choice of tenure and dwelling unit type. The dependent variable
consisted of the following four alternatives: owner-occupied detached dwelling



Crane (1996)

Dussault (1997)

Frank and
Pivo (1994)

29

(OD), owner-occupied multiple dwelling (OM), rented detached dwelling (RD),
and rented multiple dwelling (RM). Independent variables included
occupational type, housing price divided by household income (a proxy for
budget constraint), age and education of household head, and children (binary
variable equal to 1 if school-age children were present, O if not). In addition to
the full model, separate models were estimated on two subsamples of the data,
respondents who lived in a*high-quality neighborhood” (rating of 8 points or
higher; N=547) and respondents who lived in a*“low-quality neighborhood”
(rating of 7 points or lower; N=238). The quality of the neighborhood was
determined by an environmental quality index, where respondents rated their
neighborhood on three areas (5 possible points per areafor an upper bound of
15 points): satisfaction with public transport, environmental pollution, and
public services. Conclusionsincluded: 1) the inclusion of neighborhood
attributes into residential choice modeling was valuable, 2) older respondents
were more likely to choose owner-occupied detached residences, and 3) the
presence of children, though significant in the nonsegmented model, was not
significantly associated with housing choice in the models segmented by
neighborhood quality.

Overview: aqudlitative, conceptud study of the impacts of land use

on travel demand.

This paper contains a behavioral model of travel demand (in terms of frequency
and length of trips) as afunction of neighborhood design (in terms of
accessibility). A literature review on the transportation benefits of
neotraditional design, aswell as a discussion of weaknesses found in these
studies, is given to motivate the new behavioral model developed. Specifically,
aframework for measuring the changesin individual travel behavior due to
improvements in community access from changesin land useis presented and
discussed in terms of neotraditional design and travel demand. Animportant
conclusion was that the transportation benefits of neotraditional and transit-
oriented designs may be oversold, because the reduction in milestraveled due
to shorter trips may be outweighed by an increasein trip frequency.

Overview: aqudlitative, empirical study of resdential choice usng
persond interviews.

Real-estate agents in the Sacramento, Californiaregion were interviewed on the
topic of “best placesto live”. Neighborhood characteristics (such as quality of
local schools, crime rate, and distance to shopping) and dwelling unit
characteristics (such as design of home and back yard size) that the agents saw
as most important to new home-buyers werereviewed. The anecdotal evidence
presented suggested that variables such as school quality and safety were key
factorsin ahousehold’ s residential choice.

Overview: aquantitative, empirica sudy of travel demand using
linear regresson and correlaion andysis.

Empirical models testing the impacts of land-use mix, population density and
employment density on travel behavior were developed from a diverse set of
data sources, including: Puget Sound Transportation Panel, U.S. Census
Bureau, and Washington State Department of Economic Security (sample
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analyzed included 1,680 households and 28,955 trips). Dependent variables
included percent of trips by single-occupant vehicle and transit. Census tract
data were used to develop urban form variables. Findingsinclude: 1) higher
population densities were positively correlated with the percentages of
individual person trips that were transit and walk based, and 2) mixing of land
uses was negatively correlated with the percentage of individual person trips
that was single-occupant-vehicle based.

Overview: aquantitative, empirical study of travel demand using
comparative trip frequencies.

The authors use data from a 1980 regional travel survey of San Francisco Bay
Areahouseholds to investigate the impact of neotraditional design on travel
(N=672: 450 suburban households and 222 traditional households).
Specifically, they define particular communities as being “traditional” (based
on aset of criteria, including “had an interconnecting street grid and residential
neighborhoods in close proximity to nonresidential land uses’) and others as
being suburban, and then compare the trip rates between the two types of
communities. Statistical analysis only included frequencies of types of trips
(such as work-based transit trips and home-based-nonwork-auto trips). The
findingsindicated that community design had a significant impact on travel
behavior. For example, respondents from traditional communities took agreater
number of walk and transit trips than respondents from suburban communities.

Overview: aquantitative, empirica study of resdentia
preference/choice using two-stage least-squares structural equation
modding.

A model of residential satisfaction was defined and estimated in this study. A
path analysis approach was used with the following three components. 1)
objective independent variables based on neighborhood (such as residential
density), respondent (such as marital status) and dwelling (such as number of
bathrooms), 2) subjective intervening variables such as “rundown”
(respondent’ s perception of neighborhood deterioration) and “in common”
(respondent’ s measured feeling of community and belonging in a
neighborhood), and 3) subjective dependent variables defined by
neighborhood satisfaction, housing-quality satisfaction, housing-quantity
satisfaction, and housing-type satisfaction. Many hypotheses were formed
among the three components, where the direction of causality goes from the
objective independent variables to the subjective intervening variables, and
then to the subjective dependent variables. An example hypothesiswas:
residential density (objective variable) will influence arespondent’ s perception
of how much she or he will have in common with other residents (intervening
variable), and that in turn, will influence a respondent’ s neighborhood
satisfaction (dependent variable). The data used in the model was taken from a
household survey of 767 residencesin Wooster, Ohio, in which respondents’
perceptions of neighborhood and dwelling unit characteristics were measured
along with their socio-demographic characteristics. Similar path models were
estimated based on segmentations of the sample (such as amodel estimated
solely on married couples). All model coefficients were cal culated using two-
stage least-squares structural egquation techniques. Model resultsindicated
that “ certain types of people (younger, married, femal e heads, blacks, those
with many children) consistently evidence less satisfaction for any given
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residential context due to different needs” (pg. 752), suggesting that different
household types will have different residential choice decision structures.

Overview: aquantitative, empirica study of mode choice usng
attitudina variables and regresson andysis.

A review of literature on attitudinal variables and transportation created the
foundation for this study’ sinvestigation of the importance of attitudinal
variablesin models of mode choice. It was noted that the rational e behind
using subjective data (e.g., attitudes) was that it can improve the
“correspondence between the individual decision processes and the
theoretical relationships used in transport planning” (pg. 322). Attitudeswere
defined asindividuals' ratings on attributes “for which the underlying physical
or economic attributes are not obvious.” Data collected from an attitudinal
survey of Chapel Hill (North Carolina) residents were used to estimate
regression models of mode choice (bus or car). Only respondents who had a
choice between the two modes were analyzed (N = 144) so that the attitudinal
data on both modes would not be biased by situational constraints.
Explanatory variables used in the models included both objective measures
(such astravel time and travel costs) and subjective measures (such as
attitudes towards cars and buses). Models containing attitudinal and objective
variables had significantly more explanatory power than models with objective
variables alone. The major conclusion of the paper was that attitudes and
perceptions can be important explanatory variablesin empirical models.

Overview: aquantitative, empirical sudy of urban commutes.

The focus of this paper was the examination of the impact a city’s housing
supply and job locations had on its citizens' average commute length. A
review of commuting theoretical models assuming centralized employment and
decentralized employment was given. Estimation of the average commute that
would take place “if all households were to choose jobs and homes so asto
minimize the sum of commuting plusland rent” was done for several U.S. cities,
and then compared to actual city average commute lengths. It was found that
actual commute lengths were much greater than the theoretically optimal
commute lengths, indicating that substantial gains were possible through
residential relocation. Many reasons were noted for the “wasteful” commuting,
including relocation costs exceeding the value of commute reduction savings,
and dual-earner househol ds not being able to optimize commutes (as they were
not always on the same “ray from the CBD"). These findings pointed to the
need for aworkplace location model to be an integrated part of any commute
model system.

Overview: aquantitative, empirica study of resdentid location land
vaues usng aregresson modd.

The main hypothesis of this study was that residential land values are
impacted by aresidence’ s accessibility to multiple “subcenters’ (i.e.,
employment centers and recreation centers). One example given wasthe
multiple-worker household, where aresidential location * offering accessibility
to many employment nodes” would have increased value as household
workerswould have agreater chance to find work at a reasonabl e distance from
home. Property-specific data on 10,928 households from Los Angeles was
combined with census-tract data from the 1980 Population Census to estimate a
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regression model of residential land value. The dependent variable was
housing price divided by lot size, and independent variables included age of
home, number of bathrooms, distance to central business district, distance to
Glendale, and distance to ocean. The focus on accessibility variablesin this
study was unique. The variable distance to ocean was viewed as a proxy for
“air quality aswell as ameasure of accessibility to the dominant recreational
resource of theregion” (pg. 225). Model resultsincluded: 1) neighborhood
income (median household income of residents) had a significant and positive
coefficient, and 2) distance to central business district was the least significant
of all the accessibility variables. It was concluded that accessibility to non-
work activities may play an increasingly important rolein future residential land
value studies.

Overview: aquantitative, empirica study of resdentid relocation
usng multinomid logit modds.

This study looks at students’ residential relocation decisions. Multinomial
logit models of residential relocation choice (dependent variable alternatives:
moved once, moved twice, and did not move) were based on datafrom a
sample of 62 students (61.3% had moved). Significant variablesin the model
included travel time to college before the move (where higher travel times
meant a greater probability of relocating) and car ownership (where having a
car increased the probability of relocating).

Overview: aquantitative, empirica study of the joint choice of
resdentid location and commute mode usng amultinomid logit
modd.

A joint residential choice and travel mode choice model was theoretically
developed and empirically estimated in this study. Three data sources were
used: 1) the 1968 Washington, D.C., areatransportation survey of 30,000
households (providing data on travel behavior and socioeconomic
characteristics), 2) the 1970 U.S. census (providing information on
neighborhood attributes of census tracts of the households surveyed, such as
average housing costs and residential densities), and 3) estimates of tract-to-
tract travel times and costs by car and by bus. A multinomial logit
specification was used with the dependent variable defined by census tract (“a
geographical unit that has an area of about 0.25 square mile and that may
contain severa hundred to over 1,000 dwelling units”, pg. 209) and commute
travel mode (bus or car). Thetotal number of census tract/mode combinations
was not specified. However, it islikely that the model was estimated on a
subset of alternatives containing the chosen combination and arandomly
selected set of possible additional combinations per person. Explanatory
variablesincluded in the model were of three types: transportation (such as
commute time), household (such as natural |og of income), and location (such
asresidential density of tract and school quality in tract). It wasfound that
improvementsin transit had large effects on mode choice, but not on
residential location choice.

Overview: aquantitative, empirical study of resdentid preference
using logit modds.

The authors devel oped stated response surveys of residential location
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preference by defining 48 different houses described by monthly cost, number
of bedrooms, travel time to work and shopping, and proximity to rail. Residents
(N=390) of Calgary, Canada, who participated in the 1992 survey were shown a
subset of 4 of these houses (with the subsets randomly selected for each
respondent and collectively including all 48 alternatives across the sample) and
ranked them from best to worst. Further, socioeconomic and household
characteristic data were collected on the respondents. Logit models of
residential choice (where the dependent variable consisted of the rankings of
the 4 housing scenarios given by each respondent) were estimated using the
exploded logit technique. This technique was chosen because it can “predict
the full ranking of the alternativesin an observation - in contrast to the more
limited prediction of the single, most-preferred alternative in standard logit
analysis’ (pg. 82). Thevalidity of the stated preference method was discussed.
Significant explanatory variables included cost divided by household income
and travel time to shopping.

Overview: aquantitative, empirical study of resdentia preference
using conjoint measurement (i.e., measures of utility).

Understanding the preferences of home buyersfor rural residences was the
focus of this paper. Conjoint measurement was used to analyze datafrom 22
potential home buyersin Ontario, Canada. As people may develop preferences
for aresidence based on the joint effect of two or more variables (such as
house size and price), conjoint measurement (a method “ concerned with the
joint effect of two or more independent variables on the ordering of a
dependent variable”, pg. 48) was chosen to measure residential preference. Six
attributes for rural residential preference were defined: lot size (small to large),
house size (3 bedrooms to 5+ bedrooms), location (isolated, scattered, or
village), price of home ($75,000 to $150,000+), school bus (on route or off
route), and roads (paved or unpaved). Respondents evaluated hypothetical
choice alternatives defined by varying levels of the above six attributes. Based
on these evaluations, combined utilities for the attributes were calculated via
the conjoint analysis method, allowing an overall measure of an individual’s
utility for a particular residential alternative to be determined. Further, an
examination of trade-offs between attributes was performed. Two findings from
the study were: 1) trade-offs between servicing and other residential attributes
was common (e.g., “respondents would rather live on asmall private lot with
full services[such as paved roads and bus service] at alower price, than pay
$125,000 or moreto live on alarger, equally private lot with less services’, pg.
60), and 2) rural home buyers value privacy the most, pointing to a“behavioral
push for low-density residential development in the countryside” (pg. 61).

Overview: aquantitative, empirical sudy of travel demand using
regresson modd s and factor andyss.

Theimpact of land use and attitudinal orientations on travel behavior were
investigated in thisstudy. Respondents (N= 1,380) from five neighborhoodsin
the San Francisco Bay Area, Californiaregion, were surveyed on many aspects
of urban life. The neighborhoods varied on several dimensions, including
residential density, transit access, and sidewalk and bike trail availability. Data
on attitudes toward topics like transit and the environment were obtained and
factor analyzed to obtain explanatory variables for usein regression models of
travel behavior. Further, land use variables such as population density and
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level of mixed land use were significant independent variablesin models of
travel behavior, for which dependent variables included: person trips
(number), transit trips (number and fraction), and non-motorized trips (number
and fraction). Important findingsincluded: 1) land use and attitudinal
variables contributed significantly to model explanatory power, and 2)
“attitudes are certainly more strongly, and perhaps more directly, associated
with travel than are land use characteristics’” (pg. 156).

Overview: aquantitative, empirica study of resdentia preference
using frequencies and correlaion andyss.

In an effort to understand better the attributes that were important in
individuals' evaluations of their neighborhoods (defined as the “immediate
vicinity of their homes"), the authors of this study obtained survey information
from home interviews (N=1042) of residentsin the Detroit, Michigan region and
compared it to information obtained from a professional planner’s evaluation.
Specifically, each household was asked to evaluate the immediate areain which
they lived on 2 measures of environmental quality: 1) overall evaluation of
neighborhood (like it very much to dislikeit), and 2) attractiveness of
neighborhood (very attractive to unattractive). The planner rated 99
neighborhoods (corresponding to the neighborhoods of about one third of the
respondents) on the degree of openness (open, neutral, or enclosed), the
degree of pleasantness (pleasant, neutral, or unpleasant), and degree of

interest (interesting, neutral, or dull). A correlation analysisindicated that
there was a positive relation between the households' ratings on attractiveness
and the planner’ s rating on openness, and a negative relation between the
households' ratings on attractiveness and the planner’ srating on interest.
Households found to “like their neighborhood very much” reported that
appearance (“well kept up”), noise level (“quiet”), and low density (“families
not too close together”) were important features of their neighborhood
evaluation.

Overview: aquantitative, empirical sudy of the joint choice of
resdentid location, housing type, auto ownership and mode type using
multinomia logit modds.

A behavioral representation of the household mobility decision wasthe
framework for this comprehensive study. A three-stage hierarchy of choice
was assumed, where a household first had an employment location, and based
on thislocation, a bundle of mobility decisions were made (residential choice,
housing, auto ownership, and commute mode choice) that impacted short term
travel choices (such as frequency of trips and time of day). Datafrom the 1968
Washington, D.C. Home Interview Survey were used to estimate multinomial
logit models of choice. The model specifications were based on the
assumption that households were faced with ajoint choice structure, in which
each combination of location (nine different census tracts), housing type
(single family, walk-up apartment, and high rise), ownership level (zero, one,
and two+ autos), and mode to work (car and transit) represented a possible
aternative for the dependent variable. Explanatory variables used in model
development included household size, residential density, total two-way
commute time, and per pupil school expenditure. Further, models segmented
by number of household workers (one versus two or more) were developed to
test the hypothesis that the decision making process for these two types of



Lindstrom (1997)

Losand
Nguyen (1983)

Louviere (1979)

35

households would be very different. Coefficient estimatesfor al of the models
estimated had the expected signs (positive or negative) and reasonable
magnitudes, providing support for the model specifications.

Overview: aqudlitative, empirical sudy of resdential choice usng
frequencies and responses from an open-ended interview.
Investigating the importance households placed on social relations and
solidarity was the focus of thiswork. Theresidential decisions of 50 randomly
selected households in two affluent but dissimilar neighborhoods on
Chicago’s North Shore (Evanston and Wilmette) were analyzed via an open-
ended homeinterview and questionnaire. Evanston was described asa
neighborhood with racial diversity and an “urban ambience”, while Wilmette
was described as alow-density suburb occupied primarily by white
professionals. Both neighborhoods were considered to be part of the
prestigious Chicago North Shore, indicating a high average income and
education of its respondents. There were no significant differences between
the respondents of each neighborhood in terms of life cycle, age, and number
of children. The similar characteristics of the respondents allowed the author
to focus on the “social and cultural factorsin the demand for specific housing
styles, lot sizes, density ratios, and neighborhood ambience” (pg. 22). It was
found that respondents who chose homes in Evanston placed great value on
diversity, with one respondent quoted: “We wanted Evanston. It wasthe type
of community we had been accustomed to - semiurban, culturally and racially
mixed.” Respondents who chose homes in Wilmette noted that good schools
and asmall town atmosphere were very important. One respondent said: “We
like the look of Wilmette, the age of the homes, size of trees, the brick streets.
Thereisasense of community here and of families’ (pg. 33). Though the
impact of factors such as commute distance and transit accessibility on
residential decisionswas not investigated, the large influence that a sense of
community had on household residential choiceswas made clear.

Overview: aquditative, theoretical mode of the joint choice of

resdentia location/type and mode.

A joint model of residential choice (defined by housing type and location zone)
and mode choice (defined by automobile or bus) was formulated and solved as
aconvex programming problem. The authors used the bid rent concept of
Alonso to determine residential household preferences(given that the level of
household utility varies with housing type and location zone) and assumed
that job location was determined prior to the choice of aresidence. Other
sophisticated mathematical techniques were employed to establish a model
algorithm that may be used in applications such as estimating the impact of
transportation investment on residential location. It was noted that a
substantial amount of data would be required to calibrate their model,
something that may prevent its use by practitionersin the near future.

Overview: aquantitative, empirica study of resdentia preference
using andysis of variance and regression models.

Two experiments (similar in design and purpose with different sample sizes, 35
and 50 respectively) were conducted in which potential home buyers from
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Laramie, Wyoming were asked to evaluate descriptions of residencesin terms
of how well each residence met their needsif “they were in the market for a
home.” The evaluation scores (1= not well to 20 = perfect match) for each
residence were then used as the dependent variable in one-way ANOVAs on
each of eleven factors related to residential preference (such as distance to
work and landscaping). Mean evaluation scores differed significantly (at the
0.05 level) acrossthe factor levels of all 11 of the factors, with landscaping and
garage factors accounting for the most variation in mean scores. A regression
analysis was also performed with the eleven factors as explanatory variables
and the dependent variable being the residential evaluation scores. All of the
accessibility explanatory variables in the regression model (such as distance to
work, and distance to neighborhood shopping) had negative coefficients,
indicating that the utility of aresidential location decreased as the distance
from it to other places of interest increased. [See also Section 2.2.3]

Overview: aquantitative, empirica study of resdentia preference
using linear regression.

The hierarchical information integration (HII) approach to studying complex
decision making was applied to residential preferencein this paper. Briefly
defined, HIl isatheory of how individuals“processinformationin a
hierarchical manner in decision-making situations that involve many attributes”
[po. 130]. Specificaly, individuals are hypothesized to categorize the
characteristics that influence residential preference into subsets that represent
decision constructs. To operationalize this modeling approach, 315 peoplein
the Roermond region of the Netherlands who had recently moved were
surveyed with respect to their residential preference decision. Inthe design of
the HII experiments, four constructs influencing residential preference were
defined: house (such as size of backyard and number of rooms), residential
environment (such as amount of greenery and number of children’s
playgrounds), relative location (such as distance to work and distance to
neighborhood shopping), and social and economi ¢ (such as presence of
friends and family near new residence). Respondents rated scenarios from
each of these four constructs (e.g., there were 16 house attribute descriptions
varying by number of rooms, cost, design, and size, and 8 social and economic
descriptions varying by the number of friends and family in the area, workplace
location, and previous residence) with values ranging from 0 (the worst) to 10
(excellent). The ratings were assumed to be cardinal measurements, and
consequently, regression analyses were used to statistically describe a
subject’ sevaluations (i.e., the dependent variable was the value placed on the
particular construct scenario). Explanatory variables for each of the four
regression models were attributes that defined the four constructs of
residential location preference, such as number of rooms (for the house
regression model) and amount of greenery (for the residential environment
regression model). Findingsincluded: 1) privacy and view were the most
significant variablesin the residential environment model, 2) distance to work
was the most significant variable for the relative location model, and 3) house
and residential environment constructs had the greatest influence on
residential preference.

Overview: aquantitetive, empiricd sudy of migration
decisonmaking using logit models.
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A conceptual model of migration decisionmaking based on behavioral theories
from social psychology was developed and empirically estimated in this paper.

It was hypothesized that “perceptions of, and attitudes toward, housing and
neighborhood” were key to modeling migration decisionmaking. Datafrom the
1985, 1987, and 1989 national core and supplement files of the American
Housing Survey on the mobility decisions, sociodemographic characteristics,
and housing characteristics of more than 135,000 people were used to estimate
logit models of mobility behavior. Mobility models were estimated (sample
sizesranging from 33,198 to 35,726) on five mutually exclusive household types
such as single person and married couple without children. The dependent
variable was equal to oneif the household had moved within two years (i.e.,
1985-1987), and equal to zero if no move occurred. Explanatory variables
(defined for the conditions prior to the move) included neighborhood
satisfaction, household type (such as single-person household), education,
and log of income. Conclusionsincluded: 1) attitudinal variables (such as
neighborhood satisfaction) were important factorsin a household’s migration
decision, and 2) sociodemographic variables such as age and income had
“significant direct effects on migration over and above their indirect effects
channeled through attitudinal variables’ (pg. 1492).

Overview: aquantitative, empiricad modd of commute length using
regresson anayss.

In this paper, gender differencesin commute length were investigated by
“measuring the effects of household characteristics and job characteristics on
the work-trip behavior of men and women in different categories of
households.” A theoretical equation for commute length was determined
mathematically through the manipulation of amodel of one-earner household
utility (where household utility was defined as a function of housing
consumed, other goods consumed, and leisure time). An important assumption
of the utility model was that commute length was impacted by both household
residential choice and workplace choice. Regression models, segmented by
socio-demographic and life-cycle variables (such as presence of children,
number of workers, and marital status), were estimated using data from the 1976
Panel Survey of Income Dynamics (data collected from over 5,000 families at
the University of Michigan, and filtered to contain people who were considered
to have “urban commuting decisions’; sample sizes ranged from 124 to 166
cases). The dependent variable for the models was the natural logarithm of
commute length, and explanatory variables included logarithm of weekly work
hours, distance of home from city center, logarithm of spouse’ s wages, and
logarithm of number of children. Model resultsindicated that wages and
distance from city center were positively associated with commute length,
while population size was negatively associated. A major conclusion of the
paper was that women have shorter commute lengths due to two main reasons
(pg. 193): 1) “women’s lower wage rates and shorter work hours reduce the
earnings return to their commute”, and 2) “household responsibilities increase
the cost of longer commutes.”

Overview: aquantitetive, empirica resdentid preference/choice
sudy using corrdation andyss.

Aninvestigation of preference and choice of residential environmentsfor
individuals was the basis of this study. Home interviews of residents (N = 457)
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infive areas of Pennsylvania (ranging in description from rural to dense city)
were conducted to obtain data on the characteristics important to them in their
decision to choose aresidence. Based on the following open-ended interview
guestion, “When you were trying to decide on a placeto live what were all of
the characteristics that were important to you?’, four preference dimensions
wereidentified. Each dimension comprised many attributes, such as ruralness
for dimension 1 (natural environmental beauty), population density for
dimension 2 (man-made environment), access to work and shopping for
dimension 3 (accessibility), and lot and house size for dimension 4 (housing
characteristics). Four preference variables were developed by “dividing the
number of responses falling into each category (dimension) by the total
number of responses made by that respondent.” The four preference variables
were: 1) preference for anatural environment, 2) preference for uncongested
surroundings, 3) preference for high accessibility, and 4) preference for alarge
house lot. Choice variables matching the categories of the preference variables
were also developed (using individual datafrom respondent surveys), such as
“choice of accessibility to work” being defined by the negative logarithm of
commute time given by respondent. It was noted that a weakness of the study
was the quality of developed choice variables due to data limitations. Empirical
analysis and discussion was primarily based on product-moment correlations
between the choice and preference variables. Second-order correlation
coefficientsindicated that individuals' preferences of residence generally
matched their choices.

Overview: aquantitative, empirical resdentia mobility sudy usng
logigtic regresson models.

This study contained amodel of residential mobility, with an emphasis on the
relationship between the socioeconomic characteristics of a household and
housing preference. Before and after datafrom 1667 rental households
(randomly sampled within the 48 contiguous statesin the USA, from the 1966
Survey of Economic Opportunity conducted by the US Bureau of the Census)
were used in logistic regression models, where the dependent variable was
mobility behavior (i.e., moved within the year or not) and the independent
variables were household characteristics (such as household size and age of
head of household) and dwelling unit characteristics (such as number of rooms
and repair needs). The explanatory variables were based on data obtained in
the before survey, since the before conditions are the ones on which adecision
to moveishbased. An expected finding was the interaction effect of household
size and number of rooms, where the “marginal utility of an additional roomis
greater for the larger household than for the small” (pg. 764). Further, there
was a positive relationship between housing size and the probability of
moving.

Overview: aquantitative, empirica residentid choice and travel
demand study using factor andysis, anadlyss of variance and regresson
models.

The dataused in the empirical analysisin this paper was from a mailback
household survey of 1,300 Chicago suburb residents who had moved between
1987 and 1989. An exploratory analysis of variance (ANOVA), with the
dependent variable being location decision [“reside in alow-density suburb”,
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“residein ahigh-density suburb”, “relocated into alow-density suburb”
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(presumably from a high-density suburb), and “relocated to a high-density
suburb” (presumably from alow-density suburb)] and five explanatory
variablesincluding income and number of household workers, was conducted
inthisstudy. Only 17% of the variance was explained in this ANOVA,
indicating a need to include other factors like personality to improve
understanding of the location decision. A factor analysis on personality
attributes was performed, and three personality factors were obtained: 1)
sociability, 2) materialism, and 3) suburbanism. Varioustravel-related
regression models were estimated using the personality factors as explanatory
variables. For example, the dependent variable, non-work trip distance by auto
(miles), was regressed on the sociability factor, yielding an R-squared of 0.24.
One conclusion of the paper was that “ some degree of association does exist
between the personality of the respondents and the type of suburb chosen for
the residence location of their household” (pg. 386). [See also Section 2.2.8]

Overview: aquantitetive, empirical resdential choice and public
services study using a nested logit mode Structure.

Consumer choice models of dwelling unit, neighborhood, and public services
were presented in this study. Household choice was estimated via a nested
choice model in three stages: 1) the choice of dwelling unit given
neighborhood and town, 2) the choice of neighborhood given town, and 3) the
choice of town, characterized as bundles of services and amenities (such as
public expenditures). The models were developed based upon data from 584
“recent mover rental householdsin the Pittsburgh metropolitan area” that were
randomly taken from a Southwestern Pennsylvania Regional Planning
Commission home interview survey conducted in 1967 of nearly 25,000
households. The dependent variable for dwelling unit choice had 20
aternatives, differentiated by two measures of residential density (i.e., either a
single attached dwelling or a duplex), two measures of quality of dwellings(i.e.,
structural condition and age), and cost (i.e., monthly income of respondent
minus rental payments). Independent variablesfor this stage included number
of baths and bedrooms per person. The dependent variable for neighborhood
had 4 alternatives, namely 4 census tracts with data on characteristics such as
median rent of dwellings and fraction of households that are white.
Independent variables for this stage included respondent’ s monthly commute
in hours by auto and by transit, and median rent. There were two alternatives
for the town dependent variable (not a specific town, but alarger census tract
region equivalent to two census tracts/two neighborhoods), with census
tract/town data including the amount of expenditures spent on school and
public services. Independent variables for this model included proportion of
black studentsin schools and transit travel time. Important empirical findings
included: measures of accessibility of aneighborhood were significant (e.g.,
auto commute time was significant in the choice of a neighborhood), and the
independence of irrelevant alternatives assumption among dwelling unit,
neighborhood, and town alternatives would have been inappropriate (i.e., a
nested choice model was necessary).

Overview: aquantitative, empirica travel demand study using cross-
tabulations.

Thetravel pattern differences between people who live in mixed-use
(neotraditional) neighborhoods and people who live in neighborhoods “with
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more homogeneous land use patterns” were explored in this paper. Datafrom a
two-day travel diary and demographic survey of 900 householdsin three
greater Seattle, Washington neighborhoods (characterized by two or more land
uses) were combined with asimilar rich data set collected two years earlier by
the Puget Sound Regional Council (PSRC) to allow travel patternsto be
compared between different neighborhoods. Conclusionsincluded: 1) that
peopleliving in neotraditional neighborhoods (such as Queen Anne and
Wallingford) traveled fewer person-miles than people living in nonmixed-use
neighborhoods (such as the suburban Kirkland), and 2) “mixed land uses have
the same effect (reduced travel) on weekend trips as [on] weekday trips” (pg.

55).

Ryan ad Overview: aquditative, conceptud review of the impact of

McNally (1995) neighborhood design on travel demand.
This study provided a historical context for the neotraditional design
movement. Design aspects of such neighborhoods were presented along with
itspolitical and social background. A discussion of the transportation impacts
of neotraditional design was given. No empirical models were developed, but a
solid review of the present understanding of neotraditional design was
presented. It isnoted that the challenge for a neotraditional designer isto
create acommunity that is “held together by the human element” (i.e., to
include characteristics such as walkabl e streets and civic centers), but that is
also capable of handling households' increasing demands for “convenient
travel”. Also discussed was the fact that research on neotraditional
neighborhood design impactsisstill “initsinfancy”, and that many questions
about the viability of thisdesign still remain.

Sadomon and Overview: aquantitative, empirica travel demand study using cluster

Ben-Akiva(1983)  andyssand logit modds.
The importance of lifestyle variables was a major focus of this study. It was
suggested that the concept of lifestyle may contribute to differentiating
between population groups on such choices as residential location and travel
mode. Cluster analysiswas used to identify lifestyle groups, including “family
oriented economically active” and “young family oriented childbearing
household”. Logit models based on data from each group (individually and
pooled) were estimated where the dependent variable had 20 alternatives based
on different travel destinations (such asthe central business district and a
respondent’ s residential zone) and mode choices (auto, transit, and walk).
Model findings showed that weights of “ certain attributes of the utility
functions’ (i.e., the explanatory variables such as “in-vehicle travel time for
auto” and “ out-of-pocket travel costs, all modes”) significantly varied (by sign
and magnitude) across lifestyle groups, indicating that lifestyle impacts travel
demand. For example, alifestyle-group characterized by “lower-income, older”
people had the lowest probability of choosing an auto for atrip.

Shin (1985) Overview: aquantitative, empiricad study of the sequentia choice of
resdentia location, housing type, auto ownership, and mode to work

using anested logit mode structure.
A sequential household decision-making structure (as opposed to an
independent or joint structure) was investigated in this study for the choices of
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residential location, housing type, auto ownership, and mode to work. Asthe
number of alternatives and attributesin residential choice processesisvast, a
nested logit model structure was employed that simplified the complex multi-
stage choices into a“tree-like decision making process.” Datafrom the 1981
San Francisco Bay AreaHome Interview Survey was used in the model
estimations. An important characteristic of the sequential structure in anested
logit model isthat “the lower level of the decision [in this case the lowest level
ismode to work] isiteratively incorporated, through the composite form of
utility, into the higher level(s) of decision throughout each stage of the
sequential model structure.” In thefirst stage, the mode to work model
dependent variable was defined by three alternatives (drive-alone, shared-ride,
and transit) and had explanatory variables such as in-vehicle travel time and
number of autos per worker. The dependent variable in the second stage
model of auto ownership had three alternatives (own zero, one, and two or
more cars) and explanatory variables such as household size and automobile
cost divided by annual income. The next stage’ s dependent variable was
identified by three housing types (single-unit, townhouse-unit, and multi-unit)
and included explanatory variables such as “marital status for a single-unit
dummy variable” and “household head age for townhouse-unit dummy
variable”. Thelast stage of the sequential logit model contained a dependent
variable for residential location choice defined by “eleven hypothetical
centroids of citiesin Santa Clara County (California)” and explanatory variables
such as crime rate and residential density. The sequential model structure was
used to develop models for both single- and dual-income househol ds.

Findings from the models indicated that single- and dual-worker households
had different decision processes in choosing residential |ocations.

Overview: aquantitative, empirica study of the joint choice of
workplace location, residentid location, and urban commuting

distance using two- stage least- squares techniques.

This study presented an empirical and conceptual analysis of urban spatial
structure, emphasizing the roles of workplace |ocation and residential location.
It was noted that “amodel of workplace |ocation decisionsis needed to interact
with the Alonso model”, as the Alonso model greatly underpredicted commute
distance. Two causal equations were developed, in which the dependent
variable of one was an explanatory variablein the other. The first equation
described amodel explaining the distance from the city center to the workplace,
with explanatory variables that included distance from the city center to the
place of residence, job skill level, and local employment conditions. The
second eguation described a model predicting the distance from the city center
to the place of residence, with explanatory variables that included distance
from the city center to the workplace, number of workers in the household, and
household income. It was hypothesized that the residential location and
workplace location decisions were simultaneously determined, and
consequently, two-stage least squares estimation was employed. Model
estimation was compl eted with data from the 1979 Metro Toronto Travel
Survey (N=3508). Segmented models were also estimated on the following
subsamples: heads of households, nonheads, owners, and renters. One
finding was that “ the responsiveness of workplace location (CCJOB) to
residential location (CCHOME) in the workplace location equation is greater for
nonheads and owners than for heads and renters” (pg. 124).
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Overview: aquantitative, empirica study of gender differencesin
housing demand using logit and regresson models.
The impact of gender on household formation, tenure choice, housing
consumption, and location preference was examined in this paper. The
increase in women' s income generation and women'’s expanded role in the
workforce were the main trends evaluated in terms of housing demand. A key
belief expressed by the author was that “ changes in women'’s opportunities
and outlooks may be among the most important new determinants of urban
form” (pg. 275). Datafrom the 1991 Census Public Use Micro Data Files (over
90,000 households from Toronto and Vancouver, Canada) were used to
estimate housing demand models for each major household type, including
single-parent households and couple-households with dependents. Sample
sizes varied in each model, but were never below 30,000 cases. Four types of
housing consumption models were developed using the following dependent
variables: home ownership (yes or no), condominium ownership (yesor no),
amount of money spent on rental housing (rent/income), and home value level
(mortgage payment/income). Explanatory variables used included personal
income, ethnicity, household size, and age. Findingsincluded: 1) single
women and single men had asimilar probability of owning a home, 2) women
single parents were less likely to be home owners, and 3) women with low
income tended to spend the highest proportion of income on rent. In addition,
logit models of |ocation preference were estimated using the following
dependent variables: central city (yesor no), and suburban house (yes or no).
Independent variables used included children (present or not), income, and
other language (equal to 1 if respondent’ s home language was not English or
French). Findingsincluded: 1) women tended to prefer acentral location more
than men with similar characteristics, and 2) higher-income couples tended to
prefer to locate in the central city (contrary to what was expected). It was
hypothesized that the demand for suburban homes by nonfamily households
will decrease as the income difference between men and women decreases.
Also, it was hypothesized that reduction in family formation (e.g., less married
couples and fewer kids) may reduce demand for suburban locationsin the
future.

Overview: aqualitative, conceptual study of residential density and travel
patterns.

The author analyzed several sets of literature (such astravel patterns and
density, travel patterns and socioeconomic characteristics, location theory and
residential choice) to give increased insight into the interactions among
residential choice, land-use characteristics of an area, and transportation
choices of households. Many important concepts and variables from these
literature streams were presented. 1n addition, a proposal for future research
into areas like life cycle characteristics and other |ocation factors that may be
important in a household’ s residential choice was presented. Two weaknesses
of past residential choice studies pointed out by the author were: 1) afailureto
look at the trade-offs made in dual-earner households, and 2) afailure “to
address the importance of non-work locations (e.g., schools and personal
services) in the decision about whereto move” (pg. 41).

Overview: aquantitative, empirica study of travel demand usng
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andysis of variance, factor analys's, and logit models.

Determining the demand for recreational and cultural activities by urban
residents was the focus of this study. The data were obtained from mail-out
surveys of residents (N = 638) from two suburbs (statistically different in
socioeconomic traits) of Chicago. Information collected included perceptions
of recreation activities, frequency of participation in recreation activities, and
socioeconomic characteristics. Logit models of choice were estimated with the
dependent variable consisting of the frequency with which a respondent
participated in various recreation activities (“with the logit model predicting the
probability that a given activity will be chosen on one occasion” [pg. 27] given
that an activity occurs) and explanatory variables that included distance from
trip origin to activity site and escapism (afactor score representing “the ability
to get away from day-to-day demands and pressures”). Location (suburb 1
and suburb 2) and various other variables (such asincome and education) were
explored for potential model segmentation through an analysis of variance
procedure (ANOVA). Theresultsfromthe ANOVA, atwo-way analysis of
variance on choice (of recreation activity in terms of frequency of participation)
versus the “various socioeconomic and situational variables available for
segmentation”, indicated that income, location, and attractiveness (respondent
ratings of attractiveness of activity) were significant main effects (i.e., could be
potentially effective segmentation variables). Segmentation was investigated
so that different homogeneous subgroups of the respondent population could
be identified, and consequently, models would allow each group to “exhibit
different weights’ for explanatory variables describing a choice alternative. It
was concluded that “there are significant variationsin decision making for
urban recreation activities between people living in different locations of an
urban area”’ (pg. 33). This pointed to the potential problems of transferability
of results from these models to other geographic regions. Further, joint
segmentation on location and other socio-demographic variables showed
improved statistical performance of the choice models estimated. [See also
Section 3.4.1]

Overview: aquantitative, empirical sudy of causdity between travel
demand and attitudes using direct and two-stage least squares models.
Investigating the directions of causality between attitudes and behavior for
travel (e.g., attitudes toward travel being determinants of travel behavior, or
vice versa) was the focus of thisstudy. Datafrom a 1973 study of
transportation attitudes and behavior of 211 residents of West Los Angeles,
Californiawere used to create modal and attitudinal models, separately and
simultaneously. The dependent variable for the modal model was a dummy
variable equal to oneif the bus mode was chosen and equal to zero otherwise.
The dependent variable for the attitudinal model was a measure of an
individual’s perceptions of the importance of eight modal attributes of a car
versus a bus (a quasi-continuous variable ranging from -32 for apro-car person
to +32 for apro-transit person). First, models describing each direction of
causality were estimated separately using direct least squares. Only five
different variables were included in the models: one attitudinal variable

(* comparative satisfaction with the bus and car”) and four non-attitudinal
variables, including distance to bus stop and auto availability. Using the
outputs of thisfirst set of models (estimates of the original endogenous
variables) asinstrumental variables for the endogenous right-hand-side
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variablesin the simultaneous model allowed consistent coefficient estimates to
be obtained. Resultsindicated that “behavior causes attitudinal response”

(pg. 401). However, the author cautions that the value of the models “lie[s] not
in their ability to definitively select an appropriate causal mechanism, but in the
fact that they suggest that more attention should be paid to the uses and
implications of attitudinal variablesin transportation models’ (pg. 403). [See
Chapter 8 for more discussion on causality]

Timmemansetal. Overview: aquantitative, empiricad sudy of resdentid and

(1992) employment preference/choice using regresson and multinomid logit
models.
A decompositional choice model was used in this study of residential- and
employment-choice behavior of dual earner households. It was argued that
residential preferences cannot be determined by inspecting residential choices,
as “real-world choices do not necessarily reflect individual preferences” (pg.
517). To overcome this, the authors developed hypothetical residential
scenarios (defined by different characteristics of possible residential
environments and job situations) that were rated by study participants (N = 187
dual-earner couples from the Netherlands). Variables defining residential
environments included type of dwelling (e.g., apartment or house), cost (rent or
mortgage) and size of area (e.g., 20,000 inhabitantsin uptown residential areaor
250,000 inhabitants in acity center). Variables defining job situationsincluded
distance to work, monthly income, and flexibility of work schedule. Thetwo
partnersin each household were first asked to separately rate each of 32
residential scenarios (where each scenario comprised a bundle of particular job
and residential environment characteristics) on itsjob profile, itsresidential
profile, and overall (on ascalefrom 1 = bad to 10 = great). The sample average
overall rating for each of the 32 scenarios was regressed against the average
job and residential ratings. Both variableswere highly significant in explaining
the overall rating, but the residential environment coefficient was the largest
(0.58 versus 0.51). Next, the two partnersin each household were presented
with 32 new pairs of residential scenarios, where this time each scenario was
characterized in terms of four variables: each partner’s hypothetical rating on
each of the two characteristics, job and residential environment. Each couple
jointly chose “ one alternative from each pair that would reflect their choice
processin thereal world.” A multinomial-logit model was estimated “to link
preference ratings to subsequent joint choice behavior.” Empirical findings
included: 1) residential environment attributes were important in forming
preferences, but job considerations had a greater influence in the joint
decision-making process, and 2) the choice behavior of households with
children showed that the residential environment was a bigger factor for them
than job issues.

Toet al. (1983) Overview: aquantitative, empirical study of resdentia location usng
an dternative specification of the Alonso-Muth modd.
In an effort to understand why higher-income househol ds were moving to
suburbsin North American cities, residential choice models based onthe
Alonso-Muth model (i.e., amodel which measures ahousehold’ s utility asa
function of acomposite good: quantity of housing and travel) were developed.
Datafrom a 1972 survey of nearly 1500 householdsin Montreal, Canada were
used in the model estimations (where coefficients were estimated with ordinary



Tu and Goldfinch
(1996)

Waddell (1993)

45

least squares). Two dependent variables were tested, both being measures of
housing quantity. Principal-components analysis was used to generate alinear
combination of housing attributes (such asnumber of rooms, number of toilets,
and heating control) as the first measure of housing “quantity”, whereas the
second measure was simply the number of roomsin the dwelling unit.
Independent variables for the modelsincluded household income and distance
towork. It was concluded that the “number of rooms” variable was an
appropriate measure of the quantity of housing. Model results confirmed the
authors' expectations, that “the quantity of housing consumed increased as
income and distance increased” (pg. 346).

Overview: aquantitative, empirical study of resdentid choice using
multinomia logit modds.

Data collected from the 1972 L othian Region (Scotland) Household Housing
Survey were used to estimate multinomial logit models of residential choice.
The modeling was structured as atwo stage process in which households first
chose a housing sub-market (a neighborhood and housing type) and then a
dwelling unit (defined by characteristics such as kitchen size and private
garden availability). Models at each stage were estimated on three different
socioeconomic groups:. single young-person households (N=125), young-
couple households (N=154), and households with dependent children (N=329).
The dependent variable for the sub-market models had 63 potential
alternatives, based on 7 neighborhoods and 9 housing types such as “flat with
less than or equal to 2 bedrooms” and “terraced house with 3 or 4 bedrooms”.
Independent variables included average dwelling-unit size, average dwelling-
unit age, distance to work (for household head), and school quality. The
dependent variable for the second stage had eight binary alternatives, based
on the absence or presence of three characteristics. large kitchen, central
heating, and private garden. The independent variables were three binary
variables representing presence of the three characteristicslisted above (e.g.,
large kitchen). Findingsfrom the first-stage model included: 1) young-person
households preferred to live near shopping areas, and 2) households with
dependent children strongly preferred neighborhoods with good schools. [See
also Section 2.2.7]

Overview: aquantitative, empiricad study of resdentia and
workplace choice usng anested logit model structure.

Testing the assumption that workplace choice is exogenous in determining
residential location choices of households was a major objective of this study.
It was hypothesized that the “degree to which residence location is driven by
workplace location, or the converse, may vary with the degree to which
workplace locations are dispersed in amultinodal city, aswell as by
individuals' household relationship, tenure, ethnicity, and socioeconomic
status.” Dataon the 650 census tractsin the Dallas-Fort Worth SMSA and
data from the 1980 Census sample of housing units (filtered to alow only one-
worker households) within the Dallas-Fort Worth area were used to estimate
joint choice and nested logit models (N = 16,000). The dependent variablein
thejoint logit specification (amultinomial logit structure) isthe “joint
probability that aworker will choose a particular combination of residence,
workplace, and housing tenure”. Each worker had eight alternativesin his/her
choice set, based on two possible workplaces (i.e., two different tractsin which
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her/hisjob could be located) , two tenure types (rent or own), and two possible
residences (i.e, two different tractsin which he/she could reside). A two-level
nested logit structure was tested, with the dependent variable for the first nest
(top level) being “the probability that aworker will choose a particular
workplace”, and the dependent variable for the second nest being defined as
the*joint probability that aworker will choose a particular combination of
residence and tenure, given the prior choice of workplace.” The same
independent variables (such as travel time to work, population and employment
densities of aresidence tract, and income of worker) were incorporated into
each of the three model specifications. Important hypothesesin residential
choice research were supported by the empirical results, including: 1)
households “ clustered” in residential areas by socioeconomic status, stage of
life cycle, and race and ethnicity, and 2) residence and workplace are better
modeled asjointly determined (as opposed to the major urban residential-
location models like Alonso’ s that assumed workplace to be exogenousin
determining residential location).

Overview: aquditative, conceptud study of therole of lifecycleina
household' s intraurban mohility.

The significance of life cycle changes as afacilitator of residential mobility was
investigated in this paper. A review of theoretical and empirical studies of
household migration was given that sets the foundation for the author’s
conceptual development of alife cycle matrix that can be incorporated into
urban models of migration. The number, age, gender, and relations between
household members are the primary characteristics that define “the stage of a
household in thelife cycle’. Though no empirical work was presented, various
hypotheses based on the life cycle theoretical model were presented, including:
“the propensity of households to migrate depends on their stagein thelife
cycle”, and “the consumption (of housing, goods) of households depends on
their stagein thelife cycle.”

Overview: aquantitative, empirica study of resdentid choice using a
multinomid logit modd Structure.

In an effort to understand the tradeoffs between transportation and other
factors like job location and neighborhood safety in households’ residential
location decisions, datafrom 791 households in the Minneapolis/St. Paul,
Minnesota metropolitan area (in 1970) were used to estimate three multinomial
logit models, representing: 1) moving and tenure type joint choice, 2)

residential location, housing type and auto ownership joint choice (given
moving and tenure type choices), and 3) mode to work travel choices (given
location choice). Thethree models wereintegrated through arecursive
structure, in which “the estimation of each step depends on the expected utility
of subsequent choices.” The dependent variable for model one (i.e., the
moving and tenure type joint choice model) had 2373 alternatives, defined by
different locations (702 location zones, where data were available for attributes
such as median rent, median annual household income, and crime rate) that a
respondent can move to (or stay at) and the tenure decision (rent or own). The
explanatory variablesincluded household income, number of children, and
work-trip access for both the primary and secondary worker. The next model in
the sequence had 14,814 alternativesin the dependent variable, differentiated
by the residential location (702 possible zones), housing type (such as 4-room
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unit or six-room unit), and auto ownership choice (such as own 1 auto or own
2+ autos). Significant explanatory variablesin this model included
“teacher/pupil ratio”, “housing value/size per income”, and “ proximity to
industrial land”. The mode choice model’ s dependent variable was defined by
three alternatives: transit, auto-drive alone, and auto-shared ride. Its
independent variablesincluded: in-vehicletravel timeand travel cost. A major
conclusion was that sociodemographic factors played a much greater rolein
peoples’ choices of residential location than did transportation or other public
services.

White (1977) Overview: aquditative, theoreticd modd of resdentid location
choice and commuting by gender.

This study looked at the economic theory behind commuting distances for men
and women. A household utility model was presented and then maximized
(subject to budget and time constraints) to allow for certain hypotheses to be
tested. For example, manipulation of the model indicated that a“wife' s supply
of labor increases with the speed of commuting, since the time cost of working
declines.” A household’ s valuation of space, time, and accessibility were
discussed in terms of their contributions to household utility. Animportant
conclusion of the paper dealt with the complexity of a dual-worker household,
where it was noted that “two-worker households can choose for purely rational
reasonsto locate in cities so that women workers commute shorter distances
than men” (pg. 50).

Y oung (1984) Overview: aquantitative, empirica study of resdentia choice usng
an Elimination-by- Aspects model structure.
A survey of attitudes and behavior of a sample (N=716) of new residentsfrom 3
suburban areas of Melbourne, Australia provided data that were used to
estimate Elimination-by-Aspects (EBA) models of residential location choice.
The three areas were purposefully chosen to be very different in physical and
social characteristics, but all were “located on the same transport corridor”. All
respondents were familiar with each of the three study areas, and were
interviewed to obtain “measures of their perception of the suitability of each
areaas apossibleresidential location”. Attributes such as“closeness to
friends”, “pedestrian safety”, and “traffic congestion” were three of twenty
measures obtained (all on a 100-point semantic scale). The dependent variable
for the models was location choice, having the three different suburban areas
asitsalternatives. The explanatory variables incorporated into the models
were the same 20 attributes (such as “ affordability of dwelling unit” and
“closeness to parks’) that were evaluated for suitability acrossthe three areas
by the respondents. Using maximuntikelihood procedures, parametersfor the
non-compensatory EBA models were estimated (i.e., tolerance values for each
of the attributesin terms of their importance to residential location were given).
“Schools” (school quality) was found to have the lowest tolerance val ue,
indicating that schools had the greatest impact on the final residential choicein
the EBA models.
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24  Chapter 2 Summary

The firgt part of Chapter 2 presented adetailed andys's of findings and conclusons
from eight papers that contained concepts and methodol ogies important to this dissertation. The
first two papers reviewed were landmark studies, containing the fundamenta concepts that form
the basis for more advanced residentia choice modeling. The paper by Verster presented a
way of looking a causdlity for spatiad and trave interaction, with commuting (travel) costs
influencing home and work location.  Kitamuraet al.’s causd andyss of trip chaining
addressed the concept of causdity in trangportation and serves as an example to follow in terms
of assessing causdity in resdential choice. Thelast papers by McFadden and Prevedouros
include two mgjor advances to spatia modeling, looking a neighborhood attributesin an

economic utility framework and including attituding variablesto explain resdentid choice,
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respectively. The strengths and weaknesses of dl of the methodologies and hypotheses seenin
these papers were guide posts in the development of the empirica models found in this
dissertation.

The second part of Chapter 2, the brief reviews of a more comprehensive set of
literature, started with a discusson of the main dimensions seen in the residertia
preference/choice literature. A short description of the classic economic theory of location
choice was given aong with example studies. The bulk of the section, however, was composed
of atabular summary (see Table 1) of numerous papers pertinent to this dissertation.

Table 1 isfundamenta to the development of the conceptua and empirica models of
this dissertation. First, in the next chapter, measures hypothesized to be potential explanatory
variablesin resdentia preference/choice model development are categorized by type (such as
travel demand variables and neighborhood characteristics), and supported by references to
author(s) from Table 1. These potentid explanatory variables are consdered for incluson in the
conceptua and empirica models built here. Second, the findings from the work discussed in
Table 1 provide afoundation for the hypothetica examplesthat are used to illuminate the

conceptua model formulated in Chapter 3.
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CHAPTER 3
CONCEPTUAL MODEL OF RESIDENTIAL CHOICE

3.1  Introduction

Findings from the literature review suggest that resdential choice modeding requires
andyds of many interdependent rlationships. Determining which rdaionshipsto includein a
study of residentid location isnot smple. One rdationship involved with residentia location thet
has been extensvely studied is the correlation between travel demand and residentia
neighborhood (see e.g., Cervero and Radisch, 1996). On the other hand, another set of
relationships that this author hypothesizes to be important in astudy of residentid location, the
influence of attitudes and lifestyles on resdentid choice, has sdddom been andyzed. Inthis
chapter a conceptua modd of residentia choiceis presented and discussed. The modd isa
comprehensve reflection of the relationships supported by the literature and by informed
judgement. While there may be variables pertaining to resdentia choice that are not mentioned
in this dissertation, it is believed that the most important variables are included here.

The modd is shown in Figure 1 (pg. 59), with the arrows representing hypothesized
rel ationships between the rectangles (representing sets of variables defining a particular category
such as neighborhood characterigtics) they connect. For example, the hypothesis that a
person’s resdentia choice will directly influence hisor her travel demand isillugtrated by an
arrow pointing from the Residential Preference/Choice category to the Travel Demand
category. Numerous categories are interdependent, and consequently, many of the connecting

arrows have heads at both ends. Each arrow (head) is numbered, and referred to by that
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number in the discussion of the corresponding hypothesis (so that later reference to that
particular hypothesisis smplified by having the corresponding number placed in the section
heading for that hypothesis). For example, arrow number 1 represents the hypothesis that an
individud’ s or household' s socio- demographic and life cycle characteridtics influence residentia
preference/choice, while arrow number 2 denotes the reverse relationship, that residentia
preference/choice has an impact on that individud’ s or household’ s socio-demographic and life
cycle characteristics (see Sections 3.2 and 3.3).

It is clear that the complexity of the resdentia choice process makesisolating causdity
very difficult, and thus, the main god of the model is to demongtrate the many interconnecting
relationships that are important to understanding an individua’ s or household' s residentid choice
behavior. 1dedly, empirica findings based on the conceptua modd may help to uncover the
relative magnitudes of the influence of each component, and be used to verify or modify the
gructure of the relationshipsin Figure 1.

Hypotheses and related examples for each of the conceptual modd relationships (such
asresdentid location’ sinfluence on travel demand) are presented below. Each rectanglein
Figure 1 is actudly ageneric concept embodying many potentia specific measures. For
example, Neighborhood Characteristics includes attributes such as crime rate, residentia
densty and school qudlity, dl of which are potentid explanatory factorsin residentid choice
modes. It isimportant to note that each hypothesis can be viewed in terms of both individua
and household residentia choice behavior. A mix of individua and household examplesis

provided in the following sectionsto illudrate this.
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In addition to examples highlighting the conceptua modd, sdected variables that may
influence residentid choice, identified from aliterature review of travel behavior/land use and
gpatid interaction sudies, are listed in tables following the discussion of various conceptua
model components. All of the variables listed are bdieved by the author to have an impact on
an individud’ s preference for and choice of aresdence. Many of them are taken directly from
previous modds of resdentiad choice, and variables that are not, such as explanatory variables
used in empirica models of trip frequency, are nevertheess considered relevant to that choice.
These variables guided the sdection of both dependent and independent varigblesin this
dissertation’ s modd development. The variables comprisng the different dimensions
(rectangles) of the conceptual mode may be modeled as dependent variables in one hypothesis
and as explanatory variables in another hypothesis. For example, household size (one of the
many potentia variables in the Socio-Demographics & Life Cycle category) can be viewed as
an explanaory varigble in amodel of travel demand (e.g., one hypothesis could be that larger
households tend to make more vehicle trips), and can be viewed as a dependent variablein a
model of socio-demographics and life cycle (e.g., one hypothesis could be that an individud
who lives on afarm is more likely to choose a large household size).

Before presenting examples of the conceptua-mode hypotheses, it isimportant to
explan further the most important dimension in the modd, the residentid preference/choice
dimenson. Figure 1 shows that in the conceptual model developed for this dissertation,
resdentid preference and residentia choice have been placed together (i.e, they arein the

same rectangle). It is acknowledged that there can be a difference between preference and
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choice, as a household may have to choose a less-preferred residence due to condtraints (e.g.,
Timmemanset al., 1992 and Hunt et al., 1994). However, distinguishing between thetwo isa
chalenge, requiring arigorous research design to capture households decisionmeking
gructures (idedly while in the process of choosing aresidentid location). Thistype of design
dlows aresearcher to andyze the attributes considered in a household' s devel opment of
resdentid preference and then make a comparison to actud residentia choice. If thereisa
difference between the two, then identification of congraints (for example, a better
understanding of the household bargaining process) can be attempted. The difficulty of
“infer[ring] preferences from overt choice behavior” has moved many researchers to sudy
preference directly (Louviere and Timmermans, 1990, pg. 127); an inspection of Table 1 lends
support to this point.
The difficulty of distinguishing between resdentid preference and resdentia choice

(as noted above) influenced the decision to keep them together in this dissertation’ s conceptua
model. However, some researchers do separate the dimensions, by designing experiments
specificaly to account for the differences between preference and choice (see, for example,
Kroes and Sheldon, 1988). An example of an older study which attempted to distinguish
between preference and choice of aresidence is Menchik (1972, pg. 145), where the author
concluded “that preferences, thus defined, do express themsdlves to some extent through
market choice.”

A review of the studies just mentioned shows thet researchers can conceptually

digtinguish preference and choice, but in practice it is ssidom done. Many of the same
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explanatory variables could be used in modes of resdentia preference and residentia choice,
as preference and choice will be corrdated. Further, it has been found that congraints, which
are supposed to distinguish choice from preference, can in fact influence preference (see eg.,
Mokhtarian and Sdlomon, 1997). The key dependent variable used in this dissertation’s
empiricd andysisisameasure of residential choice (see Chapter 6), but congraints (e.g.,
income) are incorporated, as well as variables expected to influence preference (e.g., attitudes
and lifestyles). Thus, preferenceisindirectly modeed.

Based on the above reasoning, preference and choice are consdered together in the
conceptud modd. However, examples given to illugtrate various hypotheses will include both
preference and choice contexts. Each hypothesisis discussed in turn, in the order of the arrow
numbers shown in Figure 1. In some sections, extra discussion will be given to clarify
conceptua issues before examples are given. When useful, specific conclusions and references

from other studies will be provided.

3.2 Socio-Demographics & Life Cycle ------- 1-> Residential Preference/Choice
The socio-demographic and life cycle characterigics of an individua have an
important role in the development of hisor her residentia preference/choice. Before giving an
example of thisrdationship, it isimportant to diginguish life cyde from lifestyle. Smply put, life
cycle represents a stage in a person’s (or household' s) life, such asthe child rearing years or
retirement period (Nijkamp et al., 1993). Lifestyle, on the other hand, may be described based

on a person’ s activity patterns (Salomon and Ben-Akiva, 1983). An individud who isinvolved
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in many socid activities may be considered to have an outgoing or active lifetyle. Different
people a any given life cycle may represent avariety of different lifestyles.

With the above digtinctions in mind, two examples of how socio-demographics and life
cycle can affect aperson’ sresidentid preference (1 and 2) and one example of itsimpact on
resdentid choice are given (3), respectively: 1) high-income households may be more likely to
prefer high prestige neighborhoods (i.e., may weight prestige more heavily in their utility
function), 2) aparent of young children may desire aneighborhood that is pededtrian friendly
and containing a nearby park, and 3) alow-income college student may choose to share asmall
gpartment with others due to monetary congtraints instead of living in hisor her first preference.
It is useful to congder example 2 further, asit provides ingght into the subtlety of the difference
between preference and choice. In this example, household compaosition could ether bea
condraint to choice (i.e., the household “mugt” live in aneighborhood that is better- suited for
children though they may prefer a different neighborhood that is not well-suited for children), or
afadilitator to preference (i.e, in an evauation of two smilar neighborhoods, they will prefer the
onethat is better-suited for children).

Researchers have found that socio-demographic and life cycle characteristics are very
important in resdentia preference/choice. Aldanaet al. (1973, pgs. 2,4) describe the
household as the “basic decison unit” for resdentia location choice, and note thet “socid class’
and “gtage of thelife cycle” are key identifiers of households. Webber (1983) presents
examples of both socio-demographic and life cycle impacts on residentid relocation

preference/choice; 1) housing consumption (e.g., the size of the house or gpartment) changes
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with changesin household income levels, 2) the change in the number of children in a household
impacts space needs, creating new housing preferences, and 3) retired people are more likely to
be able to choose their true preference as congtraining factors such as commute distance are not
obstaclesin their choice of resdence. Cho (1997) finds that housing choice is influenced by
both socio-demographic and life cycle variables, including education, occupation, and children.
Skaburskis (1997) shows that gender is a sgnificant factor in housing demand. Lastly, Nijkamp
et al. (1993) bdieve tha life cycle is more sgnificant than socio-demographic varigblesin
explaining resdentia relocation decisons. Taken together, it is evident that socio-demographic
and life cyde varigbles play an important role in an individud’ s or household' s residentia
preference/choice.

Selected socio-demographic/life cycle variables that may influence the preference
and/or choice of residentia locetion are listed in Table 2. This variable table and the othersin
this chapter are not exhaugtive, but rather contain only a selection of the numerous possibilities.
Asindicated earlier, Table 1 provides descriptions of al the studies referenced in Table 2 and

the amilar tables thet follow.

3.3 Resdential Preference/Choice ------- 2-> Socio-Demographics & Life Cycle
The socio-demographic and life cycle characteristics of a household or individua may

be influenced by resdentid preference/choice. For example, a household may postpone having

children dueto living inasmall dwelling unit. Anindividud who prefersto live in ahigh-density

areawhere parking is scarce and transt highly ble may decide to own fewer or no
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vehicles. The reverse direction of causdlity, represented by hypothesis 1, is much more
common. In fact, no references investigating this specific hypothesis were found. However, for
completeness, this hypothesis and others smilarly neglected in the literature are included in the

conceptua modd (Figure 1).

34  Attitudes& Lifestyle ------- 3-> Residential Preference/Choice

Anindividud’s atitudes and lifestyle can have a powerful effect on hisor her resdentia
preference/choice. A household preferring to live near the city center due to an affinity for
socid and/or culturd activitiesis such acase. Smilarly, ahousehold that has many activity
demands (i.e,, an active lifestyle) and scarce travel time may prefer aresidence that has many
desired destinations located neer it (to facilitate trip chaining). A person who isvery sendtiveto
traffic congestion islikely to prefer aless congested neighborhood on the urban fringe (but
relaively close to work).

Researchers have indicated that lifestyle and atitudes are important in the resdentia
location decison making process. Ben-Akiva and Bowman (1998, pg. 1143) incorporated
individua activity and travel schedules (i.e., the trips a person makes) in aresdentia location
choice model, and note that a person’s “daily pattern reflects alonger-term lifestyle decision,
one that should be integrated a the long-term level with other mohility and lifestyle choice
models” Lu (1998) included attitudina variables representing an individud’ s satisfaction with

her/his neighborhood and dwelling unit in
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Table 2: Socio-Demographic & Life Cycle Variables Hypothesized
to Influence Residential Preference/Choice

VARIABLE

SELECTED REFERENCE(S)

age of head of household, worker
annud pre-tax income of household
blue-collar worker (job status)
education leve

gender

housing ownership

housing price divided by housing income
income of worker (after tax) per month
marita status

number of cars avallable for usein household
number of children

number of drivers

number of licensed driversin household
number of peoplein household

remaining income (naturd log of money left after
taxes, home and trangportation costs)

years lived in dweling unit

Webber (1983), Nijkamp (1993)
Waddell (1993), Hunt et al. (1994)
Aldanaet al. (1973), Cho (1997)
Stopher and Ergun (1982), Cho (1997)
White (1977), Skaburskis (1997)
Waddell (1993)

Cho (1997)

Timmemanset al. (1992)

Shin (1985)

Hunt et al. (1994)

Louviere (1979), Waddell (1993)
Weishrod et al. (1980)

Lerman (1975), Hunt et al. (1994)
Onaka (1983), Hunt et al. (1994)
Horowitz (1995)

Louviere (1979)
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models of residential mobility. Prevedouros (1992, pg. 391) concluded that persondity
characterigtics (i.e., developed attitudinal variables like socid introversion) “ correlate well with
resdence location sdlection”.

Thus, some variables related to individud attitudes and lifestyles were found in the trave
behavior/land use and spatid interaction literature. Many such variables were found to influence
sgnificantly preference and/or choice of resdentid location. Table 3 contains alisting of
selected variables from these studies. A quick ingpection of the list shows that some varigbles,
such as “digtance to entertainment”, “ participation in activities’, and “leisure time” may appear to
be endogenous to residentia choice, and thus, it isimportant to discuss the issue of endogeneity
here.

It is clear that the distance (from home) to any activity will depend on aperson’s
resdentia location (hence the endogeneity), but the more important question is whether or not
the actud distance to alocation will influence aperson’sresidentid location decison. The same
logic gppliesin varying degrees to many of the rest of the variables (such as participation in
activities). The variableslisted in Table 3 were used differently, depending on the author and
study (see Table 1), but can al be viewed as measures of attitudes and lifestyles that influence
resdentid choice. For example, Young (1984) chose to study the influence of distance to
activities on aperson’sresidentia choice. However, instead of measuring the respondents
actud distances to activities (which would have generated an endogeneity bias), Y oung asked

respondents to rate on a scale of 0 to 100 (100 denoting very important) the importance of



living in aresidence close to entertainment, close to relatives, and closeto parks. These

importance ratings can

Table3: Attitudes& Lifestyle Variables Hypothesized to Influence

Residential Preference/Choice
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VARIABLE

affinity for material possessons
desire to be near people (yes, no)
family oriented

friendly neighbors nearby

inactive

introverson

ledsuretime

living close to parks
(respondent importance rating)

living close to entertainment
(respondent importance rating)

living doseto golf
(home buyer request)

living close to people of same age, socid level
(respondent importance rating)

participation in activities (like swvimming, culturad
events and nature)

perception of bus mode of travel
persond achievement
proximity to friends

proximity to relatives

SELECTED REFERENCE(S)
Prevedouros (1992)

Menchik (1972)

Salomon and Ben-Akiva (1983)
Dussault (1997)

Salomon and Ben-Akiva (1983)

Stopher and Ergun (1982),
Prevedouros (1992)

White (1977)
Y oung (1984)

Y oung (1984)

Dussault (1997)

Y oung (1984)

Stopher and Ergun (1982)

Tardiff (1977)
Stopher and Ergun (1982)

Hensher and Taylor (1983),
Young (1984)

Y oung (1984)
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legitimately be viewed as proxies for atitudind and lifestyle varigblesin amodd of resdentid

choice, and because they are not measures of actual distance, endogeneity is not a concern.

3.5 Reddential Preference/Choice -------- 4-> Attitudes & Lifestyle

“When in Rome, do asthe Romans do.” Where a person lives can have a direct impact
on her or hislifestyle and atitudes (and hence, behavior). For example, ahousehold living ina
high-density urban areawith increasing crime rates may reorient its leisure activities to spend
lesstime on loca outsde activities such aswalking the dog. Likewise, anindividud that livesin
an areafamous for its lakes and wildlife could start to place a greeter value on the environment.
The direction of causdity represented by this hypothes's, though less common than the direction
discussed in Section 3.4, has been investigated by researchers. The study by Stopher and

Ergun (1982) is one which examines this hypothesis. A description of this study is given next.

3.5.1 CaseStudy: Impact of Residential Choiceon Lifestyle

Stopher and Ergun (1982) investigated the effect that residentia location has on an
individud’ s or household' s lifestyle. Using data collected from surveys of residentsin two
suburbs of Chicago (N = 638), the researchers developed two logit models with activity type as
the dependent variable (i.e,, the frequency of participation in various activities defined the
dependent variable, with the logit modd “ predicting the probability that a given activity will be
chosen on one occasion” [pg. 27]), and explanatory variables

that included persondity traits (such as extroversion) and activity measures (such as distance,
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availability and atractiveness of alist of pecific types of activities). The data were segmented
by location, with one modd estimated on survey information from Des Plaines, Illinois, and one
edimated on data from Evangton, Illinois. A mgor concluson drawn from the sudy was that
location (i.e., resdential choice) played asgnificant role in explaining the variation in peoples
choices for type and number of urban recregtion activities (i.e, lifestyle). For example, it was
found that activities that allowed a person to get close to nature (and away from urban life) were
ggnificantly more important for respondents in Des Plaines than for respondents in Evanston,
while activities that helped a person get away from “ day-to-day demands and pressures’ were
sgnificantly more important for respondents in Evanston.

The authors consdered the potentid location bias that could result from varying
demographics between the two locations by including socioeconomic measures (such as age
and education) as segmentation variables. Empirica analyss indicated that segmentation by
location gave much better mode results than segmentation by socioeconomic variables.

Four of the explanatory variablesin the models -- persona achievement, extroversion,
ability to get close to nature and escapism -- were derived from afactor anayss of the
respondents perceptions of various activities. Each of these variables was Satigticaly
ggnificant in one or more of the choice modds estimated in the study, adding important
explanatory power over that obtained solely from typica socio-demographic independent
vaiables. Theimplicaion isthat by identifying and measuring (using factor scores) the key
dimensions underlying many types of activities people do, researchers can gain indght into the

lifestyle atitudes and behaviors of respondents.
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3.6  Socio-Demographics& LifeCycle ------- 5-> Attitudes & Lifestyle

The socio-demographic characteristics of a household and/or the life cycle sageitisin
are hypothesized to impact its attitudes and lifestyle. Two examplesare: 1) a couple that has
just finished putting their children through college may dart alifestyle of leisure and be less
concerned about spending money on pleasure items, and 2) a single mother may be lesslikely to
participate in “night-life” activities (due to family responsbilities'congtraints) than would ayoung,
sngle woman. Stopher and Ergun (1982) found that socio-demographic characterigtics (such
as age) were useful segmentation variables in their models of activity participation (lifestyle).

It isimportant to note that a person’ s socio-demographic characteristics and life cycle
are not the only determinants of his’her attitudes and lifestyle. Infact, it islikdy that attitudes
will differ among people with the same socio-demographic characterigtics, indicating that other

complex factors are involved.

3.7  Attitudes& Lifestyle ------- 6-> Socio-Demographics & Life Cycle

A household' s attitudes and lifestyle can have an impact on its socio-demographic and
life cycle characterigtics. For example, an ambitious individua desiring to participate in a career
that requires many years of education may postpone entering the workforce and/or getting
married. A household that is very environmentally proactive may choose to own fewer than one
automobile per licensed driver.

Salomon and Ben-Akiva (1983) found a particular lifestyle group that could be
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conddered “family-focused”, in that these households chose to establish afamily with children at
the expense of their tota household income. 1n short, one member of these households chose
to “ participate in lower paying jobsin the labor market” (thus reducing the total household

income), probably to balance work and family responghilities.

3.8  Socio-Demographics & Life Cycle ------- 7-> Travel Demand

The socio-demographic characteristics and/or life cycle stage a household (or
individud) isin are hypothesized to impact itstravel demand. For example, an elderly person
may take fewer nighttime trips (possibly due to poor vision and/or few evening socid activity
demands). On the opposite end, a household with severad children involved in activities like
soceer islikely to make alarge number of trips each week. A young, ahletic individud may use
non-vehicular modes of travel, such as biking and walking, more often than other types of
individuas

Travel demand models containing socio-demographic and life cycle characteristics as
explanatory variables are common in the literature. Cervero and Radisch (1996) found that
income (“annual sdary of respondent”) had a negetive coefficient for abinary (1 = trangt, 0 =
auto) logit mode of mode choice (i.e., a higher income would reduce the probability a
respondent chooses trangit). Madden (1981) concluded that women have shorter commute
trips (see dso White, 1977). Boarnet and Sarmiento (1998) found that age was negatively
associated with number of non-work trips and that the number of children under 16ina

household was positively associated with number of non-work trips.
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39 Traved Demand ------- 8-> Socio-Demographics & Life Cycle

Anindividud’s (or household's) demand for travel will influence his or her socio-
demographic and life cycle characteristics. One example is a person whose circumstance has
recently changed, such as anew requirement to travel to distant locations that are not well-
served by trangt, resulting in the firgt-time purchase of acar (or even just the acquistion of a
driver'slicense). A person who takesalot of trips (e.g., to teke care of asick relative or for
business-rdated needs) may postpone marriage or starting afamily until her or histravel
demands decrease. Literature investigating this hypothesis was not found, but it isimportant to
note the less obvious relaionships as they too may be affecting a household's or individud’s

decisons.

3.10 Travel Demand ------- 9-> Attitudes & Lifestyle

A person’stravel demand influences her or his attitudes and lifestyle. For indtance, a
person that frequently usesreliable trangt may develop more negative attitudes toward driving
(especidly in congestion) and strengthen her or his positive perceptions of trangt. An individud
who works a home (i.e., has no commute travel demand) may be likely to pursue more
activities outsde of the home, like walking to the park, to avoid “cabin fever”. A personwhoiis
required to travel alot (due to work and other obligations) may be more likely to pursue
relaxing, at-home activities with hisor her freetime.

Similar to Section 3.9 (i.e, that travel demand influences socio-demographics and life
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cycle), the opposite orientation for this hypothesis (i.e, that attitudes and lifestyle impact travel
demand) is expected to be more significant. However, research based on the theory that
people try to minimize incons stencies between attitudes and behavior (cognitive dissonance
reduction) has indicated that behavior (e.g., travel demand) can impact attitudes. For example,
Tardiff (1977), using cross-sectiona data, included an explanatory variable on trangt usage
(equd to oneif the respondent used a bus, zero otherwise) in amode developed to explain
attitudes toward transportation modes (car and bus). The trangt usage variable was sgnificant
(t = 5.64) and postive, indicating that respondents who used the bus had higher satisfaction for
bustravd (i.e., that behavior impacts attitudes). The reverse relationship was a so tested, with
the find conclusion being that “rel ationships between transportation attitudes and behavior [are]
more complex than previoudy hypothesized” (pg. 397). Asadtitudes are hypothesized to
develop over time, longitudina data would be more suitable for investigating this type of

hypothess.

311 Attitudes& Lifestyle ------- 10-> Travel Demand

Anindividud’ s attitudes and lifestyle will impact his or her demand for travel. For
example, a person who is uncomfortable around strangersis more likely to drive than use transt
to get to places. A household with an active lifestyle is more likely to make alarge number of
trips than an inactive househol d.

Many researchers have explored the relationship that attitudes and/or lifestyle have on

travel demand. Gilbert and Foerster (1977) found thet attitudind variables (such asavariable



78

based on “I hate to be tied to fixed schedules for traveling”) added significant explanatory

power to models of mode choice (Specifically, whether or not transit was used). Bentler and
Speckart (1981) investigated the causal relationship between attitudes and different types of
behavior, concluding that the direction of causdlity is not unidirectiond (i.e., there is a complex
interaction and oneis not predominantly causing the other). Lifestyl€ srolein travel demand has
also been explored. For example, Prevedouros (1992) found that individuals who were socidly
extroverted traveled more than individuals who were socidly introverted (in terms of distance by

auto for non-work trips).

3.12 Dwidling-Unit Characteristics ------- 11-> Residential Preference/Choice

A person’sresdentid preference/choice is heavily influenced by the vaues he or she
places on dwdling-unit characterigics. For ingance, adwelling unit thet is structurdly sound
and clean ismore likely to be preferred by a household than adwelling unit that is poorly kept.
A large lot with eegant landscaping may be essentid characterigtics in a particular household's
resdentid choice bundle,

Louviere (1979, pg. 374) notes that individuas form their overal preference or utility
for aresdence based on the sum of “margind utility values of the attributes of the resdentiad
bundle’. Many researchers have recognized the importance of including dwelling-unit
characteristics when designing residentid bundles to be evauated by respondents. In astudy of
resdentia preference/choice, Menchik (1972) found that dwelling-unit characteristics were

important factorsin an individua’ s resdentia choice. Respondents in this study noted the
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following dweling-unit characterigtics as most important: 1) house-design characteristics such
as room layout and heating, 2) house quantity, such as the size of rooms and the number of
bathrooms, and 3) lot Size. Hunt et al. (1994) identified cost (rent or mortgage) and size
(number of bedrooms) as two of the most important dwelling-unit characterigticsin the
formation of resdentia location preference.

Sdected dwelling-unit characterigtic variables that may influence the preference and/or

choice of resdentid location arelised in Table 4.

3.13 Neighborhood Characteristics ------- 12-> Residential Preference/Choice

Neighborhood characterigtics influence a household' s residentia preference/choice.
Many examples of this hypothesis can be posed, including: 1) alow-density, pedestrian-friendly
neighborhood is more likely to be chosen as the place of resdence for ayoung family thanisa
high-dengity, congested neighborhood, and 2) the leve of quiet and safety a neighborhood has
may be more important to an ederly person than to ayounger person.

Smilar to dwdling-unit characterigtics, many researchers have acknowledged the
importance of including neighborhood characteristics when designing resdential bundlesto be
evauated by respondents. In astudy of resdentid preference, Boehm and Ihlanfeldt (1991)
found that open space and access to good shopping were vaued

Table4: Dweling-Unit Characteristic Variables Hypothesized to Influence
Residential Preference/Choice

VARIABLE SELECTED
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age of home

avallability of parking

building period (before 1975, after 1975)
building type (bungdow, multifamily, wak-up apartment,

house, etc.)

classic architecture

cost (to own)

expected finanda gain from resdling unit

front footage of ot

garage

heating fue type used in unit
housing qudlity

landscaping (yes, no)

layout of rooms (design)
lot 9ze

monthly payments (rent or mortgage)

new paint and fencing

number of bedrooms

number of bathrooms

REFERENCE(S)

Quigley (1985),
Timmermans et al. (1992)

Hoinville (1972)
Timmermans et al. (1992)

Lansing and Marans (1969),
Lerman (1975),

Quigley (1985)

Dussault (1997),
Lindstrom (1997)

Louviere (1979)

Y oung (1984)

Galster and Hesser (1981)
Louviere (1979)

Shin (1985)

Lu (1998)

Menchik (1972)
Louviere (1979)

Menchik (1972)
Kain and Quigley (1970)

Quigley (1985),
Hunt et al. (1994)

Louviere (1979)

Onaka (1983)
Timmermans et al. (1992)

Heikkilaet al. (1989),
Hunt et al. (1994)

Table4: Dwelling-Unit Characteristic Variables Hypothesized to I nfluence
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Residential Preference/Choice - (Continued)

VARIABLE SELECTED
REFERENCE(S)

proximity to traffic Menchik (1972)

square footage Onaka (1983)
Louviere (1979)

tenure - rent or own Weisbrod et al. (1980)

type of congtruction (local builder or pre-fabricated) Louviere (1979)
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neighborhood characterigtics. Horowitz (1995) included the neighborhood characterigtic of
school quality as an explanatory variable in amode of the joint choice of residentid location and
mode to work.

Selected neighborhood characteritic variables thet may influence the preference and/or

choice of resdentid location arelisted in Table 5.

3.14/15 Neighborhood Characteristics <-13------- 14-> Dwelling-Unit Characteristics

The hypothesis that there is an interrelationship between neighborhood characteristics
and dwdling-unit characterigtics is not commonly discussed, though each is often separately
noted for its influence on a household’ s resdentia preference/choice. Thereistypicdly astrong
correlaion between them, in which case the digtinction is not as important. For example, a
large, expendve Victorian home would generdly be found in a neighborhood with smilar
characterigtics (i.e., wedth, upscae neighbors, etc.), and consequently, the neighborhood and
dweling unit would not be distinguished. On the other hand, there are Stuaions that are very
digtinct such as alow-income multi-unit structure in awedthy, low-density neighborhood. For
this scenario a household that otherwise may be interested in alow-density neighborhood may
be very opposad to living in the multi-unit structure it contains.

Examples of stereotypica relationships between dwelling-unit characteristics and
neighborhood characteristics are given next, but it isimportant to note that there are dway's
exceptions to these generdizations (for example, Carnahan et al. (1974) note that some low-

density suburban neighborhoods have areas of high density development).
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Table5: Neighborhood Characteristic Variables Hypothesized to Influence

Residential Preference/Choice

VARIABLE SELECTED REFERENCE(S)

accesshility Ryan and McNdly (1995),
Ben-Akiva and Bowman (1998)

age of buildings Boehm and Ihlanfeldt (1991)

ar quaity of theregion Y oung (1984)

attractiveness Lansing and Marans (1969)

children’s playground present

classc architecture

commute distance

connected grid Street patterns

crime rate

degree of interest (interesting or dull)

digance to friends (family)

distance to recregtiond activities

distance to shopping (both magjor and local)

distance to schools

Louviere and Timmermans (1990)

Dussault (1997)

Louviere (1979)

Friedman et al. (1994)
Weisbrod et al. (1980), Dussault
(1997)

Lansing and Marans (1969)

Hensher and Taylor (1983)

Louviere and Timmermans (1990)

Louviere (1979)

Louviere (1979)



elderly population (percent elderly) Weisbrod et al. (1980)
employment dengty Wadddll (1993),
Frank and Pivo (1994)
fraction of nonwhite householdsin tract Aldanaet al. (1973),
Horowitz (1995)
fraction of husband-wife family households Quigley (1985)
greenery (amount of grass, trees, etc.) Louviere and Timmermans (1990)

Table5: Neighborhood Characteristic Variables Hypothesized to Influence
Residential Preference/Choice- (Continued)

VARIABLE SELECTED REFERENCE(S)
housing opportunities (availability of housing) Weisbrod et al. (1980)
integrated civic and commercid centers Ryan and McNadly (1995)
mean age of housing unitsin neighborhood Waddell (1993)
median monthly rent Quigley (1985)
median property values Shin (1985)
mixed land uses (high, low) Rutherford et al. (1996)
neighborhood appearance Boehm and Ihlanfeldt (1991),
Horowitz (1995),
Dussault (1997)
neighborhood prestige Hunt et al. (1994)

neighborhood type (city, suburb, traditiond, etc.) Horowitz (1995),



nearby parks

open space

parking avalability

pedestrian safety

percent owner-occupied

presence of “anti-resdentid” land uses

privacy (distance between neighbors)

property tax/household

public trangt (avallgbility, qudity)

qudlity of natura environment
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Cervero (1996a)
Boehm and Ihlanfeldt (1991)

Dussault (1997)

Boehm and Ihlanfeldt (1991),

Ryan and McNaly (1995)

Boehm and Ihlanfeldt (1991)

Y oung (1984)

Quigley (1985)

Menchik (1972)

Joseph et al. (1989)

Weisbrod et al. (1980)

Boehm and Ihlanfeldt (1991)

Menchik (1972)

Table5: Neighborhood Characteristic Variables Hypothesized to I nfluence
Residential Preference/Choice- (Continued)

VARIABLE
resdentia density (households/acre)

SELECTED REFERENCE(S)

Houghton (1971),
Carnahan et al. (1974),
Horowitz (1995)



road conditions (surface quality, maintenance)
school qudlity (such as $pupil funding)

sense of community (coherent unit)

shopping opportunities

sze of municipdity and location of dweling (eg.,
250,000 inhabitants located in the city center)

tidiness of area

treffic levds

trangt-oriented land pattern

type of congruction (loca builder or pre-fabricated)

86
Boehm and Ihlanfeldt (1991)
Horowitz (1995),
Dussault (1997)
Ryan and McNaly (1995)
Boehm and Ihlanfeldt (1991)
Timmemanset al. (1992)

Y oung (1984)

Louviere and Timmermans (1990)

Ryan and McNaly (1995)

Louviere (1979)

Firgt, characterigtics such as high percentages of multi-unit buildings, high trangt accessihility,
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and mixed-land uses are more likely to be associated with atraditional neighborhood (Ryan and
McNally, 1995), while open space and low-dengty structures (i.e, mainly sngle-family units)
generdly indicate a suburban-type neighborhood. As an example in the opposite direction (i.e.,
arrow 14), aneighborhood in the tornado- prone Midwestern U.S. is more likely to have a
basement (as a storm shelter) compared to a neighborhood in FHorida, where high water tables

often make basements impractical.

3.16 Attitudes& Lifestyle ------- 15-> Job Location

A person’ sjob location may be influenced by her or his attitudes and lifestyle. For
example, an individua may choose ajob in arurd location because she or he prefersarurd
lifestyle. Joseph et al. (1989) find that respondents are willing to make great sacrificesto fulfill
lifestyle needs such as privacy, and job location could be centra to such a tradeoff for some.
Also, aperson may take ajob in a high-density, urban location so that he or she can have

access to many socid activities after work.

3.17 Socio-Demographics & Life Cycle ------- 16-> Job Location

Socio-demographic and life cycle characteristics can have an impact on job location.
For instance, a person juggling many household and child-care duties is more likely to choose a
job that islocated close to home or daycare to be able to reduce travel time. This balancing of
commitments to work and family has been studied extensively (see e.g., Dasgupta, 1996), and

many studies have found that women’s commuite trips have indeed been shorter than men’'sfor
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these and other possible reasons (see e.g., Madden, 1981). In addition to family factors, some
workers may choose ajob location because of their income. For example, more than a quarter
of the below-poverty-level households are without a vehicle, and consequently, they are more
likely to choose ajob thet is accessible by trangt (Harbaugh and Smith, 1998; see dso

Blumenberg and Ong, 1997).

3.18 Job Location ------- 17-> Residential Preference/Choice

A common hypothesis of researchersisthat a household's (or individud’s) job location
impactsitsresdentia preference/choice. In other words, job location is assumed to be
exogenousin amode of resdentia location choice (see eg., Alonso, 1964; Aldanaet al.,
1973; Horowitz, 1995). For example, ayoung individua takes his or her first job out of school
(more concerned about getting a job than the location of the job) and then chooses aresidence
that is reasonably accessibleto thejob. Kain (1961), in alandmark study of theimpact of
journey-to-work on residential choice, noted that commute travel is alarge part of a
household’ s travel-time budget, and hence, a household will choose aresidence that is located
at adistance from work that is acceptable in terms of alimited travel-time budget. Traditiond
models of resdentia choice (see e.g., Alonso, 1964; Muth, 1969) have assumed job location to
be at the city center, where individuas choose aresidence by maximizing a utility function
through a tradeoff on land and transportation costs (Dubin, 1985). 1t is this foundation that has
led to the common mode specification including job location as a predictor of resdentia

preference/choice.
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Selected job location-related variables that may influence preference and/or choice of
resdentia location are givenin Table 6. Some of the variables can be consdered
sociodemographic or travel-demand related, but are included here because of their association

specificaly with job location.

3.19 Residential Preference/Choice ------- 18-> Job Location

Though much less common, the reverse hypothesis thet resdentia preference/choice
influences job location is dso important to test. An example of thisis a person who decides that
she wants to live in Washington state near her family, then finds ajob in that location. The
presence of more than one worker in a household adds further complexity to the relationship
between residentia choice and job location, asthe household may be choosing aresidentia
location based on the job location of one member, with another member then choosing ajob
location based on the residentia location (see, e.g., Madden, 1981).

Research pertaining to this hypothesis has been completed in the past decade. For
example, Waddell (1993) rejected the assumption that workplace location be considered
exogenous in models of residentid location, and instead, suggested ajoint specification of
workplace and residential choice. Verdter (1985) noted a small portion of respondents who
indicated that their job location was determined after their residentia location choice - dl heads
of households (see Section 2.2.4).

Ladtly, anew trend is highly-vaued information workers having the ability and option to

work anywhere (remotely through computers and telecommunications), demongtrating a* higher
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degree of geographic mohility” (Giuliano, 1989, pg. 148). These mobile professondslive

where they choose, and then maintain their business based from an office in or near their homes.

3.20/21 Job Location <-19-------- 20-> Travel Demand

Though typicaly viewed as a one-way relationship with an individud’ s job location
influencing his or her travel demand (arrow 20, see eg., Kain, 1961), it isincreasngly
acknowledged that the reverse rdationship is aso reasonable (arrow 19). For example, a
person who expects to commute by auto to work may prefer ajob location (and residence, see
Section 3.22) that is ble by uncongested roadways. Another example is an individual
who is required to take alarge number of non-work trips (such astrips to the bank, grocery
store, school, and daycare) and chooses ajob location that is closer to home to save time.
Madden (1981) notes asmilar reasoning for why women have often chosen to work closer to
home. Indeed, this hypothesisis most likely applicable to working members of a household
who are limited in their household-bargaining abilities.

Job location impacting travel demand is the more common relationship direction seen in
the literature (see, eg., Smpson, 1987). At the most basic level, commute length isamagjor
determinant of totdl distance traveled on agiven day. Job location may affect the moda
digtribution of travel demand aswell: a central-business-didtrict job may influence an individud
to take trangt to work, even without a predispogtion to do. Alternatively, if aperson’'sjobis

located in a part of town having ahigh crime rate, he or



Table6: Job Location-Related Variables Hypothesized to Influence
Resdential Preference/Choice

VARIABLE SELECTED REFERENCE(S)
auto travel time to work Quigley (1985),

Ben-Akiva and Bowman (1998)
distance from home to workplace Toet al. (1983),

Y oung (1984)
in-vehicle trave time from home to work Hunt et al. (1994)
flexibility of work schedule Timmermanset al. (1992)

length of (work) contract (lessthan ayear, more  Timmermanset al. (1992)
than ayear)

number of workersin household (eg., dua White (1977),

earner households) Ben-Akiva and Bowman (1998)
occupation Gordon (1990), Cho (1997)
occupational status (seven point scale, by Tardiff (1977)

Hollingshead)

ill level of worker (low, high) Waddell (1993)

trangt travel time to work Quigley (1985)

travel time to centrd business digtrict Wadddl (1993)

work outside of residentia zone (yes, no) Aldanaet al. (1973)

yearsworked at current employer Madden (1981)
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she may choose to commute by auto due to safety concerns. Similarly, an individual who hasa

very long commute may take fewer non-work trips than an individua with a short commute.

3.22 Trave Supply ------- 21-> Residential Preference/Choice

Trave supply impacts a household's (or individud’s) resdentia preference/choice. Itis
important to note that travel supply is aspecid type of neighborhood characteridtic. It issingled
out to highlight the importance this particular type of neighborhood characterigtic is hypothesized
to have for resdentid preference/choice. For example, a household may choose to locate near
abusline (see, eg., Harbaugh and Smith, 1998), or be influenced by the presence of bike ways
in aneighborhood. Other travel supply variables (such as auto availability) are a specid type of
demographic characteristic (see Section 3.2).

Many researchers have investigated the importance of travel supply to location, land
use, and urban form. Steptoe and Thornton (1986) studied changesin land use and economic
activity of low-income minority communities due to congtruction of anew interstate highway.

Forkenbrock and Foster (1990) investigated the reductions in transportation costs and
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increases in economic activity due to corridor highway investment. In terms of residentia
location, improved travel supply can greetly increase the desirability (value) of ahome. Joseph
et al. (1989) found that the presence of paved roads was a significant factor in the preference
formation of households considering buying arura resdence.

Sdlected travel supply variables that may influence preference and/or choice of

resdentia location areliged in Table 7.

3.23 Residential Preference/Choice ------- 22-> Travel Demand

A household’ sresidentia preference/choice directly impacts itstravel demand. For
example, ahousehold that resdes in an areawhere there are many outdoor activities (i.e,
prefers a resdence with access to outdoor activities) available islikely to make more non-work
trips than a household thet prefersto reside in an area with little recreationa opportunity.
Likewise, anindividud that desires privacy and livesin ahome far away from the city center is
likely to travel more (in terms of distance) than an individua who livesin aresidence close to
many destinations, such as amovie theater and grocery store.

This hypothesis has been tested by many researchers. Stopher and Ergun (1982)
concluded that residentia location was a Sgnificant factor in predicting individud travel demand
for urban recreationd and culturd activities. Likewise, Ewing et al. (1994) found that the type
of communities (traditiona, suburban, etc.) individuas lived in had alarge impact on their
demand for travel in terms of trip lengths and modes used. For example, it was found that

households in suburban areas traveled by car significantly more (about 70% more vehicle-
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hours) than households in traditiond areas. Friedman et al. (1994) found sgnificant differences
in the travel demand of residents in suburban communities compared to resdents in traditiona
communities, including: 1) more wak and trangt trips taken in traditiona neighborhoods, 2)
more auto-driver tripsin suburban neighborhoods, and 3) more totd tripsin suburban
neighborhoods. The characteristic

Table7: Travel Supply Variables Hypothesized to I nfluence Residential

Preference/Choice.

VARIABLE

distance to entertainment

distance to public transport

distance to shopping

in-vehicle travel time to shopping center

proximity to light rail trangt (within waking
distance, not within walking distance)

traffic congestion

school bus on route

public transport available

travel timeto central business district

trangt accessihility to shopping centers

SELECTED REFERENCE(S)
Y oung (1984)

Timmemanset al. (1992)
Louviere (1979)

Hunt et al. (1994)

Hunt et al. (1994)

Y oung (1984)
Joseph et al. (1989)
Y oung (1984)
Waddel| (1993)
Horowitz (1995)
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differences between the two types of neighborhoods were described (Smilar to descriptions
found in comparable studies), essentidly noting thet traditional neighborhoods were more dense,
had greater accessibility to neighborhood locations and activities, and had better trangt service
than suburban neighborhoods.

Friedman et al.’ sfirg two findings have been replicated in several smilar sudies. For
example, Cervero and Radisch (1996) found that residents in a neotraditional town were more
likely to use trangt and walk than residents in a suburban town. Frank and Pivo (1994) looked
at the impact of neighborhood characteristics such as employment density, population density,
and mixed land use on individud travel demand. They found that employment density had the
highest positive correlation between percent use of transgit and percent walking, while mixed land
uses had a negative correlation with percent use of sngle-occupant vehicles. Ladtly, Kitamura
et al. (1997) investigated the impact that neighborhood characteristics had on an individud’s
demand for trips (types and mode used), and found that parking availability and distance to

trangt were positively correlated with demand for auto trips.

3.24 Trave Demand ------- 23-> Residential Preference/Choice

A great body of literature has been generated on the relationship between travel
demand and residentia preference/choice. Trangportation planners value knowledge in this area
because it can help them to predict the travel impacts of new development (arrow 22), while
developers vaue this knowledge because it can help them understand the market for different

types of development (arrow 23). Of the two possible directions of causdlity, the hypothesis
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that a household' stravel demand will affect itsresdentia preference/choiceis less often
investigated, though il potentidly important. For example, aretired household that does not
travel much may seek aresidence in an uncongested, quiet, low-dendity area. A person who
likes to make frequent, short shopping trips may choose aresidencethat is ble to many

stores.

3.25 Trave Supply ------- 24-> Travel Demand

Thislast hypothesis of the conceptua moded, that travel supply influences travel
demand, iswell established. For example, a person who has access to bike lanesin his or her
neighborhood is more likely to bike than a person who does not have access to bike lanes.
Horowitz (1995), in a study of resdentia choice and mode to work, found that improvementsin
trangt had alarge impact (strongly increased the odds) on it being the selected mode.
Likewise, Friedman et al. (1994) found that suburban neighborhoods that
had wide streets, low accessihility (e.g., unconnected streets), and lots of parking were

associated with much higher household automobile trip retes.

3.26 Conclusonsand Next Steps

The numerous interrel ationships involved with residentid preference/choice present a
chalenge to modders of the subject. Many of the hypotheses discussed above (such asthe
impact of resdentid preference/choice on travel demand) have been successfully modeled

before (see for example, Cervero, 1996a), but some have not been found by the author to be
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empiricaly investigated (such as the influence of residentia preference/choice on attitudes and
lifestyle) . Itisnot surprising that every hypothesisin Figure 1 has not been routinely modeled
(especidly amultaneoudy). Fird, the estimation of al of the parameters that define the
conceptua mode would require large quantities of detailed data, an expensive and highly time-
consuming task. Second, some of the hypotheses are weaker than other related ones and/or
very dosdly related to other hypotheses, making it difficult to find significant parameters.
Consequently, it is anticipated that some hypothesized relaionships will not be empiricaly
justified, and based on this expectation, another empiricaly-based conceptual modd will be
presented later.

The hypotheses in the conceptual modd denote a direction of causdity. Thisis
purposefully done, with amagjor god of the dissertation being to understand the causdl linkages
that are represented by the satistica rdationshipsin Figure 1. However, causdity is adifficult
concluson to judtify in an artight manner, especidly with cross-sectional data (see Chapter 8).
Hence, the intent of the empiricd andysis done in this dissertation is not to definitively “prove’
causal relationships, but rather to assess the relative strengths of the relationships hypothesized
among the components of the moded!.

Specid emphasiswill be given to the Attitudes & Lifestyle component of the
conceptua modd. Therich dataavailable to this sudy on individua attitudes and lifestyles
permits arigorous empirical analysis of the interdependent relationships among individuas
attitudes and lifestyles and areas such astravel demand and residentia preference/choice. This

work will be a contribution to the travel behavior/land use and spatid interaction research
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literature, as the power of attitudina and lifestyle variables in this context has seen only limited
exploration to date.

The resdentid preference/choice component of the conceptual mode will be measured
by neighborhood choice variables (see Chapter 6). Any number of aternatives could have been
defined as the measure of resdentia preference/choice (e.g., census tract and evaluation score
of multi-unit dwdlling), but a neighborhood measure was chosen due to its importance in the
above literature review (e.g., Frank and Pivo, 1994). In addition, attitudes and lifestyles are
likely to be more strongly associated with aresidentid location defined in terms of a
neighborhood. For example, an outgoing individua can be easily associated with alively
neighborhood, but probably not with a certain type of dwelling unit or a specific census tract.
Thus, it is suggested that the neighborhood measures used here offer more robust and
transferable insghts than measures based on specific geographic locations such as census tracts.

Three types of modding structures will be employed in this dissertetion. Fird, alogit
sructure will be used to test the importance of attitudind and lifestyle variablesin abinary mode
of residentia choice (suburb versus traditional neighborhood). Second, a regression moded
structure will be implemented on a continuous measure of resdentia choice. Lagt, a structura
equation modd form will be implemented to estimate the strengths of relaionships found in

Figure 1.

3.27 Chapter 3 Summary

Chapter 3 describes the residentia preference/choice conceptual mode of the



99

dissertation. Numerous examples are given to support the hypotheses represented by Figure 1.
In addition to reviews of pertinent literature relating to hypotheses contained in the conceptua
model, numerous variables representing different components of the conceptua modd that are
hypothesized to impact resdentia preference/choice were listed. In essence, this chapter
presented the many interconnected causal hypotheses thet are at the heart of the empirical

modeling work presented later in the dissertation.
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CHAPTER 4
EMPIRICAL CONTEXT AND DESCRIPTION OF DATA
4.1  Introduction

The data set used for this dissertation was developed for aland use-travel behavior
study sponsored by the Cdifornia Air Resources Board in 1992. The main objective of the
researchers origindly collecting these data was to examine the impacts of neighborhood type
(i.e, land use) and individud attitudes on travel behavior. Thus, variability of neighborhood type
was important in their development of regression-based travel-behavior models. The vaue of
such variahility was amoativating factor in the decision to use these datain this dissertation.

In an effort to obtain this variability, five Bay Area neighborhoods were chosen to
represent extreme vaues in terms of key factors describing land-use type: public trangit
accessihility, land use mix, resdentia density, and employment mix. Thiswould lead to grester
variability in the modd input variables, which is desirable in gatiticd modding. However, to
control for the effect that income can have on travel, neighborhoods with Smilar (medium)
income ranges were purposefully chosen. This decision was important in thet it helps digtinguish
the effect of income from the effect of land use on travel behavior. For example, members of a
low-income family may use buses frequently due to not having enough persond vehicles
available to them, not because their neighborhood has good public trangt (though they may
choose to live there because of good public trangit). Fortunately, the variation of income within
neighborhoods is high, which will dso permit an explicit examinaion of income's effect on travel

behavior and resdentid choice.
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After the neighborhoods were chosen, great emphasis was placed on obtaining detailed
information about each individua neighborhood and itsresidents. First, asizeable amount of
micro-scae data was collected on the land use, roadway network, and public transt from ste
surveys of each neighborhood (Concord, Pleasant Hill, North San Francisco, South San
Francisco, and San Jose). Thistype of informetion would be critica to the identification of
neighborhood types for this study’ s resdential choice modds. Second, to andyze the
rel ationships between neighborhood type and individua travel demand, demographic, socio-
economic, atitudina, and travel related data were collected through mail-out surveys of
residents in these same neighborhoods.

Though the data set is quiite rich, with an abundance of information thet is valuable to
resdentid choice modding (such as attitudina data relating to housing, trangportation, the
environment, and policy, and preferences for various types of living areas), it was not collected
specificdly to capture household residentia choice behavior. For example, data on people's
resdentia choice decison processes, such as how important job location was in the sdlection of
aspecific resdence, were not collected in this study (and would have been helpful in addressing
the goals of this dissartation). Further, individua and joint evaluations of residentid attributes
helpful in understanding preference formation were not obtained. These factors led to the
decision to keep residentid preference and residentia choice together in one category in the
conceptua model (see Figure 1 and Chapter 3).

However, asthe origind study was aimed at understanding the influence of land use and

attitudes on travel behavior (each being an important factor in the study of residentia choice),
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the extenson to resdentid choiceis naturd. In summary, the datathet are available are very
relevant, and include variables that are not found in most studies of resdentia choice.
Specifically, data on atitudes toward travel issues (such as public trangt and the environment),
and on activities (a measure of lifestyle) represent vauable additions to residentid choice

modding.

4.2  Generalizability of the Data

Households in the five neighborhoods were sent three surveys. 1) atrip diary, 2) a
household survey, and 3) an individua survey. About 18% of those initialy contacted agreed to
participate in the study, and only 60% of these people participated in dl three of the surveys.
The low response rate led to an “under-representation of individuas younger than 35 years old,
individuas without college education, and households with annual incomes of less than $20,000"
(Kitamuraet al., 1997, pg. 157).

The underrepresentation of this segment of the population is not expected to undermine
the usefulness of this sudy because the hypotheses to be tested and conclusions to be drawn
involve modding relaionships among variables, not projecting sample distributions to the
population as awhole. Further, the perception and attitudina data collected from participants
are a0 likely to represent nonrespondents given that the measured perceptions and attitudes
encompass awide range of potentid views (Kitamuraet al., 1997).

Not dl of the survey data collected was used in the estimation of models for this

dissertation. More than half of the households participating in the study (526 out of 963 HH)
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filled out more than oneindividua survey, for atotd of 1331 individua surveys. The household
surveys were, by instruction, completed by “one adult member of the household”, and though
this person was directed to consult with other household members for responses and opinions, it
islikely that individuas within the household would provide different answers to the household
survey questions (such as “In what type of areawould you prefer to live?”). Though it may be
econometrically feasible to incorporate intra- household variability and correation in model
estimation, the time and effort required to do so is beyond the intended scope of this
dissertation. Consequently, the data sets used in this dissertation are based on purposefully
selected subsets of the origind surveys from 963 households. This selection processis
described next.

Firg, al households thet failed to complete at least one of each of the three different
survey ingruments (111 HHs) were excluded from this sudy’s sample. Thisinitid filtering step
was performed to reduce the amount of missing data for important variables based on each
different survey ingrument. The next task was to choose the individua survey datafor one
member within each of the remaining 852 households. As noted before, the impetus for this
step was to prevent intra-household correlation from being an issuein the later models. The
selection of specific respondents from househol ds was complicated by the fact that the
household survey could not at this point be linked to a particular member of the household (i.e.,
personspecific identification numbers found on each of the other survey instruments were not
found on the household surveys). Fortunately, amgjority of the variables to be developed for

the resdentia choice conceptual mode (such asthe attitudina and lifestyle variables) are based
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on data that are available for and identifiable to a single specific person in the household.
Further, it is suspected that in many instances dl three surveys were filled out by the same
person in the household.

To select which household member would be kept in the andlys's, respondents from
households with more than one survey participant were assigned a*“sub” identification number
(ranging from 1 to 5) by theinitia data collectors, and al respondents who had a sub value
equa to one wereinitialy sdected for this sudy sample. Although it could not be determined
with certainty, it was believed the “sub 1" individua was mogt likely to be the one completing
the household survey, and hence that this selection rule would give the greatest amount of
congruence between the three data sources. Thisruleled to the inclusion of al responsesfrom
one-person households as well as from households where only one person participated in
completing surveys. In other cases, where the respondent’ sindividua survey had alot of
missing data (true for less than 1% of sub 1 cases), a different participant within the household
was selected for sampleinclusion.

Though it was considered most important to have congruent data (i.e., responses from
the three survey instruments representing one person), sample diversity was aso highly desired.
Consequently, 21 respondents who increased the variability of the sample on data needed for
the conceptual modd (such as people without a driver’ s license or who worked part time) were

granted an exception to the sub 1 rule (42 were identified, but only every second one was
chosen). The selection of underrepresented respondents combined with the missing data rule

led to the inclusion of atota of 59 cases having a sub number of 2 or higher (only 7% of the
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852 cases chosen). Importantly, a comparison of descriptive statistics on key variables (such as
education, gender, and income) between the complete data file (every individua survey
included) and the sdlected datafile (after filtering) showed that there were no significant

differences.

4.3  Respondent Samples

The modeling andysis and policy discussion for this dissertation is primarily based on
four different (but overlapping) samples with respective szes, N; = 852, N, = 492, N3 = 615,
and N, =515. This section provides an explanation for the varying sample sizes dong with
summary datistics and discussion of each sample.

The first objective completed was the devel opment of dependent and explanatory
variables on which transportation and residential choice models could be based. Attitudina
variables such as“pro-trangt” and lifestyle variables such as* adventurer” were created from the
full data set of 852 respondents. The data reduction technique factor andysis was used to
develop these variables. This andlysis was completed on the full data st (i.e, N; = 852), to
maximize the use of the information available, before other consderations led to estimating
models on various subsets of the data. Tables 8 and 9 highlight some of the mgor
characteridics of the full sample.

A brief ingpection of Tables 8 and 9 reved s that an average respondent from the sample
is about 50 years old, has a college degree, and has a household income that ranges from

$35,000 to $50,000. In addition, more than 15% of the respondents were
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Variable

5 Neighbor hoods (N1=852): NSF(N=155) SSF(N=168)

CON(N=165) PH(N=192) SJ(N=172)

Occupation’ number, percent of non-missing cases (number of missing cases)

Manager/administration

124, 15.3% (40)

Professional/technical

285, 35.1% (40)

Administrative support

94, 11.6% (40)

Retired®

131, 15.4%

Household composition: mean, standard deviation (number of missing cases)

Household size

2.25,1.09

No. people 16 or over

1.85, 0.90

No. people under 16

0.35, 0.74 (15)

No. full-time workers

0.98, 0.70 (1)

No. workers (part- and full-time)

1.18, 0.71 (1)

Personal characteristics: mean,

standard deviation (number of missing cases)

Age

50.23, 14.80 (221)

Education*

4.01, 1.29 (10)

Femae (=1, Male = 0)

0.52, 0.50 (4)

Household income®

6.38, 1.38 (16)

Years lived in Bay Area

29.22, 18.76 (5)

! The vaues given in this table are based on raw data (i.e., no imputed means).
2 Not dl job categories are presented, and thus, percentages do not sum to 100%.

# The number of missing cases for occupation and employment status (indluding “retired)

differed since they were obtained from two different questions.
* Education and household income were entered as categorical data (e.g., 5 = annual income
ranging from $20,001 to $35,000), but here averaged asif they were continuous. Respondents

were on average well-educated (a vaue of 4 represents completion of 4-year degree) with

moderate income levels (avaue of 6 represents annua income varying from $35,001 to

$50,000).
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Variable

CON (N=165) PH (N=192) SJ (N=172)

5 Neighborhoods (N;=852): NSF (N=155) SSF (N=168)

General trave information: m

ean, standard deviation (number of missing cases)

No. of vehicles

1.89,1.03

No. of vehicles/ driver

1.04, 0.50 (1)

Commute distance
(1-way, miles)

12.20, 12.23 (286)

Daily person trips

4.23,2.31 (103)

Dally vehide-milestraveled

28.33, 29.11 (107)

Daily transit-miles traveled

4.02, 12.51 (108)

Daily walk/bike-miles traveled

0.51, 2.55 (108)

Residential characteristics: mean, standard deviation (number of missing cases)

217 renters)

Home size (square feet) 1537, 637 (67)
No. of bedrooms 2.73,0.97 (7)
Home value category? (for the 4.44,1.17 (1)
625 homeowners)

Monthly rent category? (for the 3.47,1.07

Most important reasonsfor choosing current neighbor hood: number, per cent®

Housing cost 463, 54.3%
Close to shops and services 210, 24.6%
Close to work 210, 24.6%
Good school 107, 12.6%

! The vaues given in this table are based on raw data (i.e., no imputed means).
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2 Home vaue and monthly rent were collected as ordinal categorica variables. Reference
points for each category include: 4 (home vaue ranging from $180,001 to $250,000),
5 (home vaue ranging from $250,001 to $375,000), 3 (monthly rent ranging from $501 to
$700), and 4 (monthly rent ranging from $701 to $1,000).
% There were no missing data on for the “most important reasons’ variables. Responses sum to
more than 100% since more than one reason could be offered.
retired. Further, one may note that missing datais more of an issue for the travel-related
variables like commute distance and daily person trips.

The first set of resdential choice models was based on a subsample (N, = 492) of the
852 potentia datarecords. A binary logit mode structure was chosen dueto its smplicity,
where the dependent variable was type of neighborhood (= 1 if suburban, = O if traditiond).
Site characterigtics (such as street pattern, bike paths, and distance to shops) were used to
dassfy thefive neighborhoods in this sudy as traditional or suburban. In redlity, however, each
neighborhood had some characteristics of both types. Pleasant Hill and South San Francisco
gppeared to be especialy mixed in nature, so to begin andyzing neighborhoods that were more
pure examples of each type, al cases from the Pleasant Hill and South San Francisco
nei ghborhoods were discarded from the binary choice andyss.

Tables 10 and 11 highlight some of the mgjor characterigtics of the respondents from
these three neighborhoods. A cursory investigation of these tables reveals that there are indeed
differences among respondents across neighborhoods. The average individua from North  San
Francisco is younger and more educated than the average individua from Concord or San
Jose. The average commute distance islongest for respondents from Concord while living next

to agood school was more important to people in San Jose than to those in the other two

neighborhoods.



106

The models developed in Chapters 7 and 8 required yet another modification of the full
sample, resulting in N3 = 615 . Specificaly, any respondent who was unemployed was
removed from the anadlyss. In totd, 237 people from the full sample of 852 were

Table 10: Sociodemographic Characteristics of the
Binary Logit Mode Sample* (N, = 492)

Variable

NSF (N=155)
Traditional

CON (N=165)

Suburban

SJ (N=172)
Suburban

Occupation” number, percent of non-missing cases (number of missing cases)

Manager/administration

23, 16% (8)

19, 12% (4)

26, 16% (10)

Professional/technical

47, 32% (8)

46, 29% (4)

59, 36% (10)

Administrative support

22, 15% (8)

16, 10% (4)

19, 12% (10)

Retired®

12, 8% (0)

35, 21% (0)

27, 16% (0)

Household composition: mean, standard deviation (number of missing cases)

Household size 1.83, 0.90 (0) 2.45,1.09 (0) 2.72,1.11 (0)
No. people 16 or over 1.61, 1.07 (6) 1.88, 0.90 (4) 2.16, 0.74 (0)
No. people under 16 0.11, 0.39 (5) 0.49, 0.89 (4) 0.57,0.92 (1)
No. full-time workers 0.98, 0.70 (0) 0.94, 0.72 (0) 1.00, 0.71 (0)
No. workers (part- and full-time) 1.19, 0.61 (0) 1.12,0.73 (0) 1.26, 0.77 (0)

Per sonal characteristics; mean,

standard deviation (number of missing cases)

Age 43.7, 14.2 (29) 54.1, 14.8 (48) 52.2, 13.9 (40)
Education® 4.32,1.23 (1) 3.58, 1.24 (0) 3.82,1.28 (3)
Femde (=1, Male = 0) 0.53, 0.50 (3) 0.50, 0.50 (0) 0.48, 0.50 (0)
Household income* 6.14, 1.45 (3) 6.32, 1.26 (4) 6.44, 1.44 (3)
Yearslived in Bay Area 19.7, 17.1(0) 35.2,18.2 (2) 32.3,15.3 (1)

! Thevalues given in thistable are based on raw data (i.e., no imputed means).
% Not all job categories are presented, and thus, percentages do not sum to 100%.
® The number of missing cases for occupation and employment status differed since they were obtained

from two different questions.

* Education and household income were entered as categorical data (e.g., 5 = income ranging from $20,001
to $35,000), but here averaged as if they were continuous. Respondents were on average well-educated (a
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value of 4 represents completion of 4-year degree) with moderate income levels (avalue of 6 represents
income varying from $35,001 to $50,000).

Table 11: Trave and Residential Char acteristics of the

Binary Logit Mode Sample' (N, = 492)

Variable

NSF (N=155)
Traditional

CON (N=165)
Suburban

SJ (N=172)
Suburban

General trave information: m

ean, standard deviation (number of missing cases)

No. of vehicles

1.35, 0.92 (0)

2.15, 1.01 (0)

2.37, 1.08 (0)

No. of vehicles/ driver

0.91, 0.55 (0)

1.07, 0.50 (0)

1.09, 0.54 (0)

Commute distance
(1-way, miles)

6.70, 11.10 (43)

15.98, 14.86 (66)

14.05, 11.76 (53)

Daily person trips

4.75, 3.08 (29)

4.16, 2.43 (22)

4.15, 2.14 (22)

Daily vehicle-miles traveled

21.68, 28.74 (30)

32.97, 35.23 (22)

34.04, 24.72 (22)

Daily transit-miles traveled

2.92, 8.36 (30)

5.62, 16.89 (22)

0.64, 4.58 (22)

Daily walk/bike-miles traveled

0.90, 2.07 (30)

0.40, 1.61 (22)

0.043, 0.34 (22)

Residential characteristics: mean, standard deviation (number of missing cases)

105, 18, and 17 renters)

Home size (square feet) 1304, 825 (28) 1527, 483 (8) 1678, 398 (6)
No. of bedrooms 2.02, 1.09 (4) 2.98,0.70 (1) 3.51, 0.63
Home value category? (for the 50, 5.58, 1.25 (0) 3.76, 0.80 (0) 4,53, 0.62 (0)
147, and 155 homeowners)

Monthly rent category? (for the 3.42,1.15(0) 3.06, 0.85 (0) 3.44, 1.26 (0)

M ost important reasons for choosing current neighbor hood: number, per cent®

Housing cost 86, 55% 101, 61% 104, 61%
Close to shops and services 57, 37% 32, 19% 43, 25%
Close to work 53, 34% 53, 32% 29, 17%
Good school 8, 5% 27, 16% 36, 21%
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! Thevalues given in thistable are based on raw data (i.e., no imputed means).

2 Home value and monthly rent were collected as ordinal categorical variables. Reference points for each
category include: 4 (home value ranging from $180,001 to $250,000), 6 (home val ue ranging from $375,001 to
$575,000), 3 (monthly rent ranging from $501 to $700), and 4 (monthly rent ranging from $701 to $1,000).

% There were no missing data on the “most important reasons’ variables. Responses sum to more than

100% since more than one reason could be offered.

defined as unemployed, either retired (N = 131) or temporarily unemployed (N = 106).

The belief that retired people will have a different resdentia-choice decision process
than employed respondents, and the fact that commute distance is a fundamenta component of
the conceptua model, led to this action. For example, retired people gave “close to shops and
sarvices’ as an important reason for choosing their current neighborhood about 50% more often
than did employed respondents.

The next modification made to the study sample was the remova of 100 respondents
from the N3 group to obtain the find group, N4. Thiswas done in an effort to develop amodd
that satisfies akey assumption for the vaidity of maximum likdihood estimation results, thet
modd variables follow a multivariate norma digtribution. Detalls of how these cases were
identified for remova can be found in Chapter 8.

Though the origind sample sze was large (N5 = 615), there was a concern that the
removal of 100 outliers (about 17% of the original sample) would create a data set
unrepresentative of the past data sets. An ingpection of the sociodemographic and travel- related
characterigtics of the respondents from both data sets (see Tables 12 - 15) rdieves this concern
somewhat. The variables number of full-time workers and commute distance were the only

variables that appeared to differ noticeably between the two samples. Further, regression
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models of residentia choice developed on both data sets (N3 and N,) showed that significant
explanatory variables were nearly al the same (including age, commute distance and culture
lover) across models. The variables daily walk/bike-miles travded and daily vehide-miles
traveled were the only variables that were only significant in the reduced data set (N ).

Table 12: Sociodemographic Characteristics of the Cleaned
Employed Sample' (N5 = 615)

Variable 5 Neighbor hoods (N3=615): NSF(N=121) SSF(N=119)
CON(N=105) PH(N=140) SJ (N=130)

Occupation’ number, percent cases

Manager/administration 120, 19.5%
Professional/technical 274, 44.6%
Administrative support 93, 15.1%
Retired Not Applicable

Household composition: mean, standard deviation

Household size 233,114
No. people 16 or over 1.89, 0.88
No. people under 16 0.40, 0.76
No. full-time workers 1.22, 0.60
No. workers (part- and full-time) 1.46, 0.50

Personal characteristicss mean, standard deviation

Age 46.4, 10.1
Education® 4.16, 1.27
Femde (=1, Male = 0) 0.52, 0.50
Household income® 6.64, 1.25

Yearslived in Bay Area 245,155
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! The values given in thistable are based on imputed means replacing missing data.

2 Not all job categories are presented, and thus, percentages do not sum to 100%.

% Education and household income were entered as categorical data(e.g., 5 = annual income ranging from
$20,001 to $35,000), but here averaged asiif they were continuous. Respondents were on average well-
educated (avalue of 4 represents completion of 4-year degree) with moderate income levels (avalue of 6
represents annual income varying from $35,001 to $50,000).

Table13: Travel and Residential Characteristics of the Cleaned
Employed Sample® (N5 = 615)

Variable 5 Neighborhoods (N3=615): NSF(N=121) SSF(N=119)
CON(N=105) PH(N=140) SJ (N=130)

General travd information: mean, sandard deviation

No. of vehicles 195,101

No. of vehicles/ driver 1.05, 0.50

Commute distance 12.08, 11.82
(1-way, miles)

Daily person trips 4.45,2.22

Dally vehide-miles traveled 30.13, 28.28
Daily transit-miles traveled 5.05, 13.36
Daily walk/bike-miles traveled 0.56, 2.68

Residential characteristics: mean, standard deviation

Home size (square feet) 1495, 614
No. of bedrooms 2.71,0.99
Home value category? (for the 4.39, 1.15
435 homeowners)

Monthly rent category? (for the 3.56, 1.03
180 renters)

Most important reasonsfor choosing current neighborhood: number, percent
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Housing cost 348, 56.6%
Close to shops and services 135, 21.9%
Close to work 175, 28.5%
Good school 65, 10.6%

! The values given in this table are based on imputed means replacing missing data.

2 Home value and monthly rent were collected as ordinal categorical variables. Reference pointsfor each
category include: 4 (home value ranging from $180,001 to $250,000),

6 (home value ranging from $375,001 to $575,000), 3 (monthly rent ranging from $501 to $700), and 4 (monthly
rent ranging from $701 to $1,000).

Table 14: Sociodemographic Characteristics of the Cleaned
Reduced Sample® (N, = 515)

Variable 5 Neighborhoods (N4=515): NSF (N=95) SSF (N=100)
CON (N=87) PH (N=121) SJ(N=112)

Occupation” number, percent cases

Manager/adminigtration 98, 19.0%
Professiond/technical 238, 46.2%
Adminigrative support 82, 15.9%
Retired Not Applicable

Household composition: mean, standard deviation

Household sze 231,112
No. people 16 or over 1.85, 0.86
No. people under 16 0.42,0.76
No. full-time workers 0.80, 0.40
No. workers (part- and full-time) 1.45, 0.50

Personal characteristicss mean, standard deviation

Age 44.8, 9.4
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Educatior® 4.15, 1.27
Female (=1, Mae =0) 0.55, 0.50
Household income® 6.64, 1.20
Yearslived in Bay Area 24.7,15.6

! The values given in this table are based on imputed means replacing missing data.

% Not all job categories are presented, and thus, percentages do not sum to 100%.

# Education and household income were entered as categorical data (e.g., 5 = annual incomeranging from
$20,001 to $35,000), but here averaged asiif they were continuous. Respondents were on average well-
educated (avalue of 4 represents completion of 4-year degree) with moderate income levels (avalue of 6
represents annual income varying from $35,001 to $50,000).

Table15: Travel and Residential Char acteristics of the Cleaned
Reduced Sample* (N, = 515)

Variable 5 Neighborhoods (N,=515): NSF(N=95) SSF(N=100)
CON(N=87) PH(N=121) SJ(N=112)

General trave information: mean, ssandard deviation

No. of vehicles 1.94,0.93
No. of vehicles/ driver 1.05, 0.44
Commute distance 10.81, 9.62
(1-way, miles)

Dally person trips 4.28,1.80
Dally vehide-milestraveled 28.41, 24.94
Dally trangt-miles traveled 4.35,11.79
Dally wak/bike-milestraveled 0.22,0.53

Residential characteristics: mean, standard deviation

Home size (square fet) 1488, 580
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No. of bedrooms 2.71, 1.00
Home value category? (for the 4.39, 1.11
368 homeowners)

Monthly rent category? (for the 3.61,1.01
147 renters)

Most important reasonsfor choosing current neighborhood: number, percent

Housing cost 288, 55.9%
Close to shops and services 112, 21.7%
Close to work 152, 29.5%
Good school 54, 10.5%

! The values given in this table are based on imputed means replacing missing data.

2 Home value and monthly rent were collected as ordinal categorical variables. Reference points for each
category include: 4 (home value ranging from $180,001 to $250,000),

6 (home value ranging from $375,001 to $575,000), 3 (monthly rent ranging from $501 to $700), and 4 (monthly
rent ranging from $701 to $1,000).

A review of Tables 12 and 13 shows that the typica employed respondent has a college
education, a professona occupation, and takes 4.45 trips per day on average. Interestingly, the
aggregate numbersfor the full sample (N, = 852) are very smilar to the aggregate numbers for
the reduced, employed sample (N3 = 615). A comparison of al the samples revedsthat there
are some strong Smilarities among the different groups. For example, housing cost was selected
most frequently as a“most important reason for choosing current neighborhood”, indicating that
income was akey factor in individua resdentid choice.

Though it was noted earlier that sample N4 has very smilar sociodemographic
characteristics as sample N3, descriptives for N, are presented in Tables 14 and 15. This
sample was used in the estimation of the fina structurd equation modd presented in Chapter 8.

The joint digtribution of the variables from this data set satisfied the critica structurd equation
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modeling assumption of multivariate normality. It isimportant to note that many other variables
not shown in this table had smilar (almost identical) means to the same variables in the N; data
Set.

The complexity of the empiricd esimation of the fully-developed residentia choice
models presented in Chapter 8 led to the development of the N3 and N, data sets with no
missing data. Firgt, despite the fact that AMOS (the software package utilized in esimating
structurd equationsin Chapter 8) advertisesthat it can compute full-information maximum
likelihood estimates “in the presence of missing data’ (AMOS, 1997; pg. 500), models would
not converge with data sets containing missing values. Discussion on a structura equetion e-mall
discussion group indicated that this was a common problem with AMOS 3.6. Second, it was
desrable for the estimation to take place on the largest possible sample for maximum efficiency.
Thus, liswise and pairwise deetion methods may be less effective than replacing missing data
with mean vaues or imputed vaues.

Using the methods discussed in Section 4.4, dl of the missing datain N3 and N, was
replaced with mean values. These data sets with no missng values (thet is, the “cleaned” data
sets) were used to develop dl the statistical models in Chapters 7 and 8, and consequently, these
cleaned versions of N3 and N, are the basis for Tables 12-15. For completeness, the raw
(uncleaned) versons of N3 and N, are presented in Tables 16-19 in the gppendix.

The differences between the raw and cleaned data sets are smdl. In fact, two of the
variables with the most variation, professiona/technica and commute distance, varied by about

4.5% and 1% respectively for N3 and N,.



115

44  Missing Data

Nearly dl socid science researchers must grapple with issues related to missing data
(Little and Rubin, 1990). This study was no exception, and multiple methods were implemented
to account for missing data. First, survey reponses (or missing responses) on many important
variables from one survey could be cross-checked with related variables based on datafrom
another of the three surveys. One example that was cleaned was employment, abinary variable
equal to one if the respondent checked that s’he had ajob. Ingpection of two other variables
(job type and yearly persond income) dlowed for alogica change in the employment variable
vaue. For example, if aperson had avaue of zero (indicating not employed) or nothing
(missing), but had responses to job type and persond income that were indicative of being
employed, then the ostensible unemployment was taken to be temporary (or aresponse error)
and the employment value was changed to aone. In the origina data set containing 1331
individua cases, this variable was changed for only 42 (3.2%) of them. Other variables vaues
were changed sgnificantly fewer times.

Many variables contained missing data that could not be cleaned by cross- checking. In
particular, variables rdating to travel, such as commute distance and daily vehicle-miles traveled,
had the most missing data.  Indeed, nonresponsein travel diary surveysis common, and failure
to address the issue can lead to biases which can negatively impact the rdliability of modeing
results on such data (Polak and Han, 1997). In addition to this generd concern, the importance

of these variablesin the residentid choice conceptua model motivated the use of the method of
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A common grategy for handling missing vaues, regresson imputation is the process of
edimating a regresson model for the dependent variable Y (the variable with the missing vaue
problem) as afunction of explanatory variables, using cases having no missng data on ether the
dependent or explanatory variables (Little and Rubin, 1990). The coefficient estimates obtained
from the regression create a prediction equation that can be used to estimate the remaining
missing Y vaues. The prediction equations used to impute missing data for commute distance,
daly vehide-milestraveled, and daily trangt-miles traveled, are given in the Appendix, Tables
20-22. The higher the variation explained by the independent variables, the better the regresson
imputation effectiveness (Little and Rubin, 1990). It was found that commute distance was a
sgnificant variable in both regresson imputation equations for travel demand. Given the
explanatory power this variable had, it was concluded that the regression based imputed means
for commute distance would be used as input vaues into the prediction equations for daily
vehide-milestraveled and dally trangt-milestraveled. Also, since the adjusted R-squared vaue
for daily walk/bike-miles traveled was so poor (R*-adjusted = 0.014), it was believed that naive
imputation would be essentidly as effective as regression-based imputation for missing vaues of
thisvariable.

The regresson mode adjusted R-squared vaues ranged from 0.17 (for commute
distance) to 0.27 (for daily vehicle-miles traveled), indicating that the regresson imputation for
vehicle miles was more successful than the regresson imputation of missing data for commute

distance. While the adjusted R-squared values are modest, these models represent an
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improvement over the common procedure of Smply filling missing data with the mean.

For the remaining variables (such as gender and education), since they generdly had few
missing cases and were primarily exogenous variables less centrad to the modd  structure, smple
or “naive’ imputation (Polak and Han, 1997) was implemented. This method is standard
practice and is generally consdered satifactory as afirst gpproximation. Briefly summarized,
nei ghborhood- specific mean values were imputed for cases with missing data on these variables.

Thus, Concord respondents having missing data on income were imputed with the mean income
vaue for Concord (based on the Concord participants who reported income), with the same

procedure being performed for respondents in the other neighborhoods.

45  Chapter 4 Summary

The main purpose of this chapter was to describe the data that were used to develop the
samples andyzed later in this dissertation. Firg, the background of the sudy for which this
dissertation isan extengon isgiven. A brief description of the design of the data collection
immediately follows dong with discussion of the generdizahility of the data. Next, adescription
of the different respondent samples used in modd development is given, including short
discussions of why the samples were chosen.  The chapter ends with adiscussion of the

methods used to handle missing data.
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CHAPTER 5
ATTITUDE/LIFESTYLE MEASUREMENT
AND

DISCRETE CHOICE MODELSOF RESIDENTIAL NEIGHBORHOOD

51 Introduction
It seems sdif-evident that residentia |ocation decisions profoundly influence travel
patterns, but the precise nature of that influence is not completely understood. For example,
numerous empirica sudies (see, e.g., Frank and Pivo, 1994; Rutherford et al., 1996; and
Kitamuraet al., 1997) have demondtrated that living in higher-density, traditiond
neighborhoods is associated with fewer vehicle trips and smaler distances traveled compared to
livingin typica low-density suburban environments. These encouraging results have supported
agrowing movement to use land use planning and design as atoal for reducing travel. This
movement is likely to be successful if land use configuration (or residentia choice) “ causes’
individud travel patterns. However, it is bdieved that other factors influence peopl€ stravel
behavior, perhgps more strongly than does land use configuration, and it isimportant to
investigate such variables to gain a better understanding of the interaction between spatiad
characteristics and individud travel.
It is expected that individud travel-related predispositions are one type of factor that

strongly impacts both resdential choice and travel demand. To invedigate this belief, it is
necessary to andyze dataon individuas attitudes and lifestyle preferences. In thisinterest, an

extensve st of attitudind and lifestyle variables was developed from the study data (see
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Section 5.2).

To measure the explanatory power of these types of variables on residentia choice,
binary logit models were estimated and andyzed (see Section 5.3). The choice of abinary
dependent variable structure was sdected for the first set of residentid  choice models dueto its
amplicity. The development of an endogenous variable to represent resdentia
preference/choice in the conceptua mode is a complicated task, and the findings from the
binary modd were afirst step towards achieving thisgod. Interestingly, it turned out that even
the smple binary structure of the neighborhood |ocation dependent variable (suburb = 1 and
traditional = Q) presented difficulties. For example, what characteristics truly represent a
suburb, and to what extent must a neighborhood possess these characteristics? Further
complicating the matter isthe fact that nelghborhoods can have both traditiona and suburban
characterigtics. Indeed, this was especidly the case for Pleasant Hill (PH) and South San
Francisco (SSF), as these two neighborhoods had characteristics that were associated with
each type of neighborhood. For example, PH was characterized by high resdentia dengity
(commonly associated with traditiona neighborhoods) and low population dengity (commonly
associated with suburban neighborhoods). To establish a more contrasting endogenous
variable (i.e., alarger variance between neighborhoods labeled traditiona versus suburban), all

cases from these neighborhoods were discarded from the binary choice andyss.

5.2  Attitudeand Lifestyle M easurement
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To measure atitudes and lifestyles, two factor andyses were performed on responses
to numerous survey items related to persond views and activities. After experimenting with
various factor extraction and rotation options, principal components analysis (PCA) and oblique
rotation solutions were selected in both cases, with the number of factors chosen based on the
eigenvaue-one and interpretability rules of thumb (Rummel, 1970). Tables 23 and 24 present
the largest pattern matrix loadings for the fina factor solutions. Mean vaues for each of the
attitudina and lifestyle factor scores by neighborhood are presented in Figures 2 and 3
respectively, where the factor scores are arranged roughly in order of degree of sgnificant

variation across neighborhood (based on a one-way andysis of variance on each factor score).

5.2.1 Attitude Measurement

Responses on a 5-point Likert-type (strongly disagree to strongly agree) scdeto 39
satementsrelating to urban life (covering topics such as urban trangportation, the environment,
and housing) were factor analyzed with SPSS (Norusis, 1990). Table 23 shows the largest
pattern-matrix loadings for the find 10-factor solution, which accounts for 49.1% of the total
variancein the attitude data. One-way ANOVAS performed on each factor indicated that
mean scores on al but the last (pro-trangt) factor differed sgnificantly across the three
neighborhoods analyzed here. However, for brevity, only the four factors Sgnificant in the
binary logit residentia choice mode's presented in Section 5.3 will be discussed below. For a

more detailed discusson of dl ten factors, see
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Kitamuraet al. (1994 and 1997).

The pro-high density factor is based on statements such as, 1 need to have space
between me and my neighbors’ (loading = -0.75) and “High-density residentid development
should be encouraged” (loading = 0.55). It is hypothesized that a person who has a high score
on thisfactor will be more likely to prefer aresdencein ahigh-density area. As expected, the
mean score on this factor for North San Francisco was much higher (0.57) than for Concord (-
0.49) or San Jose (-0.33), indicating that respondents in the traditional neighborhood are more
favorable toward high-dengty development than respondents in the suburban neighborhoods of
this study.

The pro-environment factor is identified by statements such as “environmenta
protection costs too much’ (loading = -0.78) and “ stricter vehicle smog control laws should be
introduced and enforced” (loading = 0.47). Anindividud who isvery environmentaly sendtive
may be more likely to live in atraditional neighborhood, as this type of neighborhood usesland
more efficiently and facilitates the use of transportation modes other than the automobile. The
mean factor scores shown in Figure 2 support this hypothesis, with the ranking by neighborhood
the same as for the pro-high dengty factor dthough dl means are less extreme for this factor
then for thefirg.

Pro-pricing and pro-dternatives are factors reating to regulations and policies
concerning transportation and the environment. The pro-pricing factor is characterized by
statements such as 1 would be willing to pay atoll to drive on an uncongested road” (loading =

0.76) and “We should raise the price of gasoling’ (loading = 0.38). The pro-dternatives factor
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is somewhat heterogeneous, but generally relates to the provision of dternativesto gasoline-
powered automobile travel, including statements such as *We should provide more incentives to
people who use eectric or other clean-fud vehicles’ (loading = 0.42) and “More lanes should
be set aside for carpools and buses’ (loading = 0.39). It is hypothesized that an individua who
favors policies supporting more environmentaly- efficient forms of travel will be more likely to
livein atraditiona neighborhood. Figure 2 supports this hypothess, showing thet, on average,
NSF residents scored significantly more highly on both these factors than did residents of the
two suburban neighborhoods.

These four attitudes collectively point to major differences between North San
Francisco respondents and Concord and San Jose respondents’ views of land use and the
environment. It isimportant to understand that this gatisticaly significant differencein and of
itself does not imply a particular direction of causdity. Do people with different attitudes choose
to live in different neighborhoods, or do the different neighborhoods in which people live
engender different attitudes? Although the latter direction of influence (residentid location
causes attitudes) may well occur over the long run, the former relationship (attitudes cause
resdentid locetion) is believed to be the stronger direction of influence in the short term.
Resolving this question more completely would require alongitudind study of how the attitudes
of resdents of different types of neighborhoods change with the length of time thet they livein

those neighborhoods.

5.2.2 Lifestyle Measurement
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Lifestyle was measured based on the responses to three questionsin the survey: 1)
“What types of subjects did you read last month (check al that apply)?’, having 30 possble
choices plus “other”; 2) “What best describes the way you spent last weekend (check as many
as apply)?’, having 19 choices plus “other”; and 3) “From the following lists check dl that you
have done within the last 12 months’, having 57 possible responses in four categories labeled
outdoorg/sports, entertainment/events, travel, and do it yourself/education/hobbies, plus “other”
responses for each category. Discarding the * other” responses resulted in atota of 106 binary
variables representing a diverse st of lifestyle activities.

Factor analysis was performed on these 106 variables (although this procedure is more
commonly conducted on variables that are at least gpproximately continuous, Rummel, 1970,
points out that any data can be factor-andyzed). The find devenfactor solution shownin
Table 24 explains 29.4% of thetota variance in the activity data, indicating that a consderable
amount of thetotal variance in lifestyle indicators fdls outside the 11-dimensiona space spanned
by the identified factors. Based on one-way ANOV As on each factor, mean factor scores on
the first sx factors of Table 24 and Figure 3 differed sSgnificantly by neighborhood. Again, for
brevity, only the three lifestyle factor scores that were sgnificant in the modds of Section 5.3
will be discussed below.

The lifestyle factor that differs most sgnificantly across neighborhoods is strongly
defined by activities such as. “atended a concert/symphony” (loading = 0.49), “attended the
balet” (loading = 0.46), and “ attended the theater” (loading =0.39). Hence, thisislabeled the

“culture lover” factor. It ishypothesized that people with a cultura-oriented
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lifestyle will be more likely to choose a resdence thet is accessible to many culturd activities
(mogt likely in or near the high-dendity urban core). This hypothesisis supported by Figure 3,
showing that North San Francisco residents have amuch higher mean score on the culture-lover
factor (0.65) than do residents of the two suburban neighborhoods Concord and San Jose (-
0.35 and -0.33, respectively).

The next Sgnificant factor is characterized by activities such as. “read materia on home
improvement” (loading = 0.65), “made house improvements myself” (loading = 0.57), and
“gpent last weekend doing yardwork” (loading = 0.53). This factor has been named “nest
builder” asit refersto alifestyle that involves many home-related activities. A person who hasa
high score on this factor is hypothesized to be more likely to live in alow-densty neighborhood,
where homes and lots are larger and home-ownership is higher. As anticipated, respondents
from Concord and San Jose had higher average scores on this factor than did respondents from
North San Francisco.

The third factor found significant in the resdentia choice models was labded “dtruist”,
based on statements such as: “ Spent last weekend on rdligious activities” (loading = 0.58),
“volunteered to help the community” (loading = 0.53), and “ participated in community events’
(loading = 0.43). Although we did not have a prior hypothesis about how this factor would
differ by neighborhood, Figure 3 shows that San Jose residents scored mogt highly on this
factor, NSF residents scored most negatively, and Concord residents were nearly neutral.
While the differences are satidticdly significant according to the one-way ANOVA, the spread

between the highest and lowest mean is smdler than for the other two lifestyles discussed. It
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may be that San Jose residents are marginally more conservative and hence (perhaps), more
inclined to be religious; it may be that their margindly larger households, higher presence of
children, and incomes gives them somewhat more mativation and meansto participatein
community activities.

In identifying differencesin lifestyle by neighborhood, it is again important to examine the
question of the direction of causdity. The stronger direction of causality here may be more
debatable than in the case of attitudes, since neighborhood type could clearly influence the
activities undertaken. Do “culture-lovers’ live in the urban core partly to have ready accessto
culturd events, or do they live there for other reasons but, after the fact, are induced to take
advantage of their greater proximity to those events? Do “nest-builders’ engage in home-
improvement activities mainly because their large suburban home and yard (which they have
chosen for other reasons) require them to do o, or do those who enjoy engaging in home-
improvement activities choose to live in such a neighborhood while those who do not enjoy
them choose to live in a higher-dendity, lower-maintenance residence such as a condo or
apartment?

Although it is acknowledged that the “residentid location causes lifestyle’ link can be
important, it is believed that the reverse direction is ftill quite plausible in this context. The
gpecific definition of the lifestyle variables used here supports their interpretation as indicators of
predisposition - that is, as causes rather than effects. For the most part, the variables represent
activities which would be rdatively accessible to everyone in alarge metropolitan area,

regardless of their gpecific neighborhood type. The fact that the time frame for 57 of the
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activities was “within the last year” even further dlows for rough equdity of opportunity across
neighborhood types. The 30 variables identifying subjects the respondents read about within
the last month are likely to reflect intringc interests, and again the subjects would be equally

available to resdents of al neighborhood types.

5.3 Binary Logit Resdential Choice Models

The above discussion of attitudind and lifestyle measures is an indicator of the
complexity of developing variablesfor resdentid choice modeling. Ancther equaly chdlenging
task is defining endogenous variablesto moddl. As noted earlier, for the firdt set of residentiad
choice moddls, it was decided that a smple binary dependent variable structure would be
implemented, where resdential choice was defined as either a suburban (=1) or traditiona
neighborhood (=0).

To briefly summarize, binary logit models of resdentia choice were estimated on the
data from three of the five neighborhoods: North San Francisco, Concord, and San Jose (N, =
492). More than 60 measures representing travel, residence, employment, attitude, lifestyle,
and sociodemographic characteristics were evauated for inclusion as explanatory variablesin
themodd. In addition to t- and chi-square tests and andlysis of variance, stepwise procedures
of adding and removing variables (Sngly or in groups) were conducted to select the find, “best”

mode shown in Table 25.
With an adjusted-?? statistic of 0.52 (compared to 0.10 for the market share model

containing only a congtant), the overal mode goodness-of-fit is respectable. The negative sign
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for the constant term indicates that unmeasured variables favor the choice of atraditiond

neighborhood on average. The remaining ten sgnificant variables al hed
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the expected signs, and fal into three categories. sociodemographic variables, atitude factor
scores, and lifestyle factor scores.

The three sociodemographic variables - number of people under age 16, number of
vehicles, and number of yearslived in the Bay Area- are dl postively associated with choosing
a suburban neighborhood. The gpped of the suburbs (larger homes and yards, perceived better
schools and safer environment) as a place to raise afamily needs no further explanation. The
association of higher numbers of vehicles with a suburban resdence is congstent with findings
from the travel behavior/land use literature (seg, e.g., Cervero, 1996a; Rutherford et al., 1996),
athough some mutua causdlity could certainly be a work here (to move to a suburban home
with attached garage and less trangt availability may necesstate and/or facilitete the acquisition
of additional cars). Thelast
sgnificant sociodemographic variable, “years lived in the Bay Ared’, can be consdered alife
cycle proxy. Specificdly, it is hypothesized that people who have large vaues for this variable
are older and more likely to have (or have had) children living & home. Even if ahousehold is
now in the empty nest stlage and no longer needs the four bedroom home near good schooals,
inertiamay keep it in that location which was optimd in the past. Nijkamp et al. (1993)
hypothesized that life cycle was a key explanatory factor in household relocation decisions.

Seven out of the 10 sgnificant variables in the modd are atitudina (4) and lifestyle (3)
factor scores, demondtrating the considerable explanatory power of these types of variables.
Aswould be expected from Figure 2 and the discussion in Section 5.2.1, the signs on the four

atitudind variables are dl negative, indicating that people scoring highly on the pro-pricing, pro-
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environment, pro-high density, and pro-alternatives factors are sgnificantly more likdy to livein
atraditiona neighborhood. The signsfor the three lifestyle factor scores are congstent with
Figure 3 and the discussion in Section 5.2.2: those scoring high on the culture-lover factor are
more likdly to live in atraditiona neighborhood, whereas those scoring highly on the nest-builder
and dtruit factors are more likely to be suburbanites.

It is of interest to quantify the specific contribution of sociodemographic and
atitudind/lifetyle varigbles to this particular modd. Thisis done through their sepwise
incluson in the forward direction and exclusion in the backward direction, with the results
shown in Tables 25 and 26. Including one block of variablesin the forward direction from the
market share model and comparing the difference in 2°s provides an upper bound on the
contribution of that (included) block (the itdlic numbersin Table 26), since the included
variables are carrying part of the explanatory power of the excluded ones. Conversdly,
excluding ablock of variablesin the backward direction from the full model and comparing
differencesin ?°s provides alower bound on the contribution of that (excluded) block (the bold
numbersin Table 26), again because the included block is carrying part of the explanatory
power of the excluded block.

Table 26 demondtrates that the block of attitudinal/lifestyle factors carries grester
explanatory power than the block of sociodemographic varisbles. The 7 measureis
substantidly higher for the modd containing only factor scores plus the congtant than for the
model containing only sociodemographic variables plus a constant. Theincrementa contribution

of the attitudind/lifestyle block to the mode containing only the other block
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(19.6 percentage paints) is greater than the incrementa contribution of the sociodemographic
block to the modd containing only the attitudind/lifestyle variables (8.6 percentage points). A
more stringent test would develop “best” sociodemographic-only and attitudind/lifestyle-only
models where additiond variablesin each block were tested for incluson. But assuming the full
model presented in Table 25 truly isthe “ absolute best” mode of al feasible specifications, the
qualitative outcome of such atest (i.e, that atitudind/lifestyle variables are more powerful asa
block) is unlikely to be different.

This model, together with the previous results of Kitamuraet al. (1997), offers tentative
support to the proposition that the main role of residentia nelghborhood type with respect to
travel behavior is not one of direct causdity. Kitamuraet al. (1997) found thet attitudina
factors (smilar to the ones devel oped here on the same data set) carried much greater
explanatory power in amode predicting fraction of auto trips than did neighborhood-related
variables. The modd presented here demondtrates that neighborhood choice itself is strongly
associated with, and probably influenced by, attitudes and lifestyle. This suggests thet much, if
not mog, of the relationship observed between land use configuration and travel behavior in
previous studies can be explained by the influence of attitudes and lifestyle on both residentid
location and travel behavior. If thisistrue, then smply dtering the land use configurationsis
unlikely to have the desired effect on travel behavior without also changing atitudes and lifestyle.

The structura equations models developed in Chapter 8 will address thisissue more rigoroudly,

by smultaneoudy accounting for multiple relationships among these and other variables.
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54  Chapter 5 Summary

This chapter investigated the importance of atitudina and lifestyle variables on
resdentia choice for resdents in three Bay Area neighborhoods. Firg, the concept of attitudes
and lifestyle in relation to residentid choice was introduced. Next, the development and
discussion of attitudina and lifestyle measures was given. The chapter ended with an andysis of
binary residentia choice modds, where the contributions of different types of variables
(sociodemographic and attitudina/lifestyle factors) to modd variation were examined. In
particular, it was noted that neighborhood choiceis strongly associated with attitudes and
lifestyle, and further, that the influence of attitudes and lifestyle on both resdentia choice and

travel behavior may be stronger than that of land use configuration.
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CHAPTER 6
DEFINING THE DEPENDENT VARIABLE, TRADITIONALNESS
6.1  Introduction

One of the most important stepsin modeing any system is the identification and
measurement of the endogenous variable(s). Defining the key dependent variable to be
modeled for this study is a complicated task due to the many components associated with a
household' s or individua’ s choice of resdentiad location. The “ided” dependent variable may
be defined by al the factors relevant to the choice of resdentia location such as dwelling unit
characterigtics, neighborhood characterigtics, available public services, and housing supply.
Unfortunately, though, thiswould result in amodd with so many dternatives that empirica
estimation could become a problem (Tu and Goldfinch, 1996).

One way to define resdentia choice is by the type of locd areain which an individua or
household lives. The binary dependent varigble for the resdentia choice modelsin Chapter 5
was based on this definition, where each dternative was defined by the traditiond and suburban
character of neighborhoods in North San Francisco, Concord, and San Jose. A mgor
moativation for selecting neighborhood as the geographic level of resdentia location choice was
the desire to be able to compare results with other studies of resdentia location and travel
demand that used neighborhood as their patia designation. Many of these studies (see, eg.,
Boehm and Ihlandfeldt, 1991; Prevedouros, 1992; Friedman et al., 1994; and Cervero and
Radisch, 1996) classified neighborhoods into different types, such as traditional and suburban.

By using neighborhood as the spatid scale in this sudy, and neighborhood type as the specific
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measure of interest, modd estimation results are more comparable and more likely to be
transferable and generdizable to other locations (as opposed to modeling the choice of specific
geographic neighborhood - such as North San Francisco over Pleasant Hill - which woud
probably not be transferable).

Theissue a hand is the importance endogenous variable devel opment has in model
estimation. In other words, does the dependent variable adequately capture the heterogeneity
of the resdentid location choice? If not, modd estimation results will likely be of little value.
The next two sections present findings from the literature that pertain to residentia choice
endogenous variable formation. Specificdly, discussion is given to how researchers have
defined residentia choice, dong with acritical look at the strengths and weaknesses of these

definitions.

6.2  Neighborhood Definitionsin the Literature

The large number and variation among neighborhood definitionsin the literature
indicated the chalenge of modding resdentia choice. Characterizing a specific geographica
areais not sraightforward due to the fact that it can be described along more than one
dimengion, induding physicd, socid, and psychologicd. Further, evenif only one dimensionis
isolated, the task of defining aresdentia choice would be difficult; for example, Madanipour
(1996) devoted an entire paper to defining the concept of physical space. Literature findingsin
two main areas of neighborhood definition devel opment, geographic boundaries and geographic

characterigtics, are given next.
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6.2.1 Spatial Scale and Boundariesin Neighborhood Definition Development

Physica space was one particular aspect of the complexity of defining resdentia
choice, as researchers varied greatly in how they chose geographica boundaries for a
neighborhood. Two different ways of viewing boundariesin residentia choice appear in the
literature, representing opposite ends of the precision spectrum.

First, some researchers did not define a neighborhood boundary in their studies (the
least precise). For example, Lansing and Marans (1969) investigated respondents perceptions
of neighborhood quality and concluded that “while neighborhood was not defined in the
interview, the context of the questions and the nature of the replies made it clear that the
respondents were talking about the immediate vicinity of their homes’ (pg. 196). The American
Housing Survey, anationd survey which collects data on items such as neighborhood land-use
compoasition and household characterigtics, does not provide a definition of neighborhood in its
survey because of its designers belief that peopl€ s notions of neighborhood vary (American
Housing Survey, 1997). Lu (1998) supports this position with the following statement (pg.
1482): “Because aresearcher’ s notion of neighborhood is likely to differ from a respondent’s,
the use of a predefined notion [boundary] of neighborhood may lead to distorted empirical
results”

Second, many researchers have (precisay) defined neighborhoods by census tracts
(see, eg., Weishrod, 1980; Heikkila et al., 1989; Waddell, 1993; Horowitz, 1995; and
Cervero and Kockelman, 1997). One reason for using census tractsisthat it isardatively

detailed but convenient geographica unit (compared to, e.g., the smaller census blocks) for
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which datais avallable (e.g., from the U.S. Census Bureau) for use in conjunction with
household survey data. One drawback of the census tract isthat it is generdly arbitrarily
determined. In other words, a census tract may be composed of greetly varying aress, and
consequently, a census tract statistic such as resdentia density may be mideading dueto being
the average of high and low resdentid dengties.

Ladtly, dthough it is not clear whether one spatia scaeis superior to another in land-use
gudies, the spatid scale chosen by aresearcher for modeling is definitely important (Handy,
1993). For example, Boarnet and Sarmiento (1998) found that land-use variables measured at
the zip code leve were significant in amode of non-work automobile trips, while land-use
variables a the census-tract level were not. Two relevant conclusions from their paper to the
dependent variable development and modeling of this dissertation are (pg. 1166): 1)
“controlling for residentia location choice and using different levels of geographic detail when
studying the link between land use and travel behavior [isimportant]”, and 2) “more attention
[should be] given to areas which are larger than what many New Urbanists consider the

immediate neighborhood.”

6.2.2 Physcal Characteristics as Neighborhood Indicators

Some researchers have viewed neighborhoods in terms of their proximity to an urban
city center, defining these neighborhoods with terms such as urban (located in or close to the
central business digtrict ared) and suburban (see, e.g., Kain and Quigley, 1970; Aldanaet al.,

1973; Boehm and Ihlanfeld, 1991; and Prevedouros, 1992).
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Other researchers extended the above definitions of urban and suburban neighborhoods
by incorporating physical characteristics such as street network and dwelling-unit compostion
into the neighborhood categorization process. Neighborhoods defined with terms such as
urban, traditiona, neotraditional, and suburban that represent particular combinations of such
underlying physical characteritics have been akey dement in the land use and travel demand
research literature (see, eg., Ewing et al., 1994; Friedman et al., 1994; and Rutherford et al.,
1996).

Thislast st of definitions of neighborhood comes close to denoting “ neighborhood
indices’. Sawicki and Flynn (1996) describe the Qudlity of Life Project in Jacksonville,
Florida, where 74 indices (such as number of households, percent of adults in the labor force,
percent of population in poverty, and accessibility of supermarkets) were used to define
Jacksonville. The authors note (pg. 179) that neighborhood indices are “just beginning to be
used to make and evaluate policy, and to search for the causes of change in neighborhoods and
inthelives of their resdents’ - such as changesin mobility. Sawicki and Hynn fed that indices
are more useful when they are viewed separatdly (i.e., not part of an overdl index), though little
support was given for this opinion. Unfortunately, this author feds the potentidly vauable
concept of neighborhood indicesis logt in their method of implementation. Specificaly, though
individua indicators provide richness of information, when comparing neighborhoodsiit is not
reasonable to expect researchers to cognitively process 74 different indices, let done
prospective residents.

For the purpose of modeling residentia choice, a continuous, disaggregate measure of
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neighborhood type is suggested to be preferable. As neighborhoods should be defined in terms
of what they mean for residents (Handy, 1997), a disaggregate, individua- specific measureis
more likely to capture the variation of individuas perceptions of where they live. Further,

nei ghborhoods possess characterigtics that are continuous in nature. For example, population
density can vary continuously across neighborhoods (e.g., see Carnahan, et al., 1974), and
thus, choosing an arbitrary cutoff point to define “high” dengty (which may later be used to
classfy aneighborhood as traditiond) will result in aloss of vauable information. Theloss of
information becomes even greater when more than one characterigtic is forced into a binary
category. Lastly, a continuous dependent variable may be more tractable than a categorical one
when estimating gatistical models. The next section describes some of the challengesin creating

agood neighborhood variable.

6.3  Challengesin Creating a Neighborhood Variable

A review of the land use and travel demand literature reveals many neighborhood
characteristics that are or have been associated with neighborhood types, such as suburban or
traditiona. Friedman et al. (1994) categorized 550 San Francisco Bay Area communities
geographically defined by census tracts as suburban if they (pg. 64): “[were] developed since
the early 1950s with segregated land uses’, “[had] awell-defined hierarchy of roads’,
“concentrate]d] Site access at afew key points’, and “[had] relaively little trangit service”. The
authors established the following criteriafor communities to be characterized as traditiond (pg.

64): “were mostly developed before World War 117, “had a mixed- use downtown commercia
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didrict with sgnificant onstreet curbside parking”, and “had an interconnecting street grid and
resdential neighborhoods in close proximity to nonresidentia land uses’. Cervero and
Kockelman (1997), in astudy of how the built environment impacts travel demand, considered
alarge number of neighborhood variables, including: pedestrian related factors such as
sdewak and bike path supply, automobile-related factors such as amount of parking and
average arteria speed limits, and density-related factors such as nearness to stores and number
of jobs per acre. Ryan and McNally (1995) presented design concepts for neotraditional
neighborhoods (i.e., areas Smilar to traditiona neighborhoods but built at alater time period),
and noted that the main design god of “neotraditiondists’ was to implement neighborhood
design characterigtics that would creete a“ coherent neighborhood unit” that while gtill usegble
by car, would “de-emphasize and discourageits use”. Design characteristics viewed as
supporting this god included: interconnected street networks, centraized retail and office space,
and pedestrian and bicycle pathways.

Many researchers have studied the impact of urban form on travel using dataon
characteristics such as those previoudy mentioned (see, e.g., Boarnet and Sarmiento, 1998).
Many (such as Friedman et al., 1994) have viewed residentia location in terms of abinary
vaiable -- dther it issuburban or it isnot. This definition may lead to ambiguous results as
some residentid locations (neighborhoods) can have amix of characterigics that are found in
both traditiond and suburban locations. Thus, a person living in a high-dengity, trandt-served
corner of acensus tract that otherwise appears to be a suburb (and is categorized as one by a

researcher) may biastravel demand mode results by increasing the average number of trangit
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trips taken by a* suburban” respondent. Consequently, it may be more fruitful to modd a
dependent variable that better captures the potential heterogeneity of aresdentia

neighborhood, and that is more sengtive to the specific characteristics faced by any particular
resdent. A variable that measures or defines resdentia location on a continuum may be able to
improve modeling involving location variables.

Cervero and Kockelman (1997), for example, developed |ocation variables that were
continuous in nature. Using factor andysis, they uncovered two continuous dimensions that
defined their sudy neighborhoods. “walking qudity” (afactor based on attributes such as
sdewak availability and block length), and “intensity” (afactor based on atributes such as
population dengity and retail store availability). To et al. (1983), in asmilar effort, used
principal components analysis to define a continuous housing quantity measure of residentia
location. It isbelieved that a continuous measure of neighborhood type will better represent (in
terms of accuracy and model explanatory power) the residentia location dependent variable for
this dissertation. One reason for this view isthat the residentia location types represented in the
available data are diverse and would not fit a discrete definition well.

In this study we have five geographica neighborhoods which could be considered
measures of an individud’ s resdential choice. However, what genericaly characterizesa
neighborhood is more of interest for residentia choice modders than a specific neighborhood
itsdlf. As discussed previoudy in Chapter 1, thetrait of “traditionalness’ isthe defining
dimension chosen for this study (though many other traits such as aesthetic beauty could be

gopropriate in other contexts). Many studies have defined geographica locations as being
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traditiona or not traditiond, but the author is not aware of any study that has developed a non-
binary measure of traditionalness. One potentid reason for this is the complexity of the
definition of atraditiond location. Unfortunately, though, ambiguous modd resuts and/or
erroneous findings can occur by trying to fit arich, complex concept (such as traditionaness)
into asimple, binary indicator (Etzioni and Lehman, 1967). A discussion of the background and

development of this dissertation’s neighborhood varigble is given next.

6.4  Measuring Neighborhood Type
A firgt step toward defining a continuous, disaggregate measure of neighborhood

traditionaness is to carefully analyze the characteristics that past researchers have identified with
suburban and traditiona neighborhoods (many of which were discussed in the previous section).

Examination of these characteristics suggests that they could be categorized into three groups,
with varigbles rdating to: 1) density (such as population or dwelling-unit), 2) accessihility (such
as pedestrian or work-related), and 3) pedestrian friendliness (such aswalking safety). A
traditiona neighborhood would have high values on dl three of these dimensions, and the degree
to which a specific neighborhood possesses these characterigtics definesthe “leve of
traditiondness’ it has. It is plausble that a neighborhood can have high vaues on one dimension
but not the others, but it is more likely that the three dimensions will vary together (i.e., that
dengity, accessihbility, and pedestrian friendliness will be corrdlated). To investigate these idess,
key data were sdlected to be factor analyzed to see what dimensions and relationships would

result.
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In this study, careful congderation was given to finding an appropriate way to
operationalize a continuous, disaggregate measure of traditionaness by incorporating a desirable
level of complexity into the measure. From our available data, eighteen varidblesthat are
consstent with the literature and that collectively measure arange of relevant characterigtics
were identified. Vaues on these eighteen characteristics were obtained for the five
neighborhoods from two sources. a comprehensive report on the neighborhoods' physica
characterigtics (Kitamura et al., 1994) and individual responses to this study’s survey questions.

The average vaue by neighborhood for each of the characteristicsis given in Table 27.

The mean neighborhood vaue for a particular characterigtic is believed to represent (at
least partly) the degree to which a neighborhood meets a particular traditiona (or nontraditiond)
neighborhood characteristic/concept. For example, “number of parking spaces available for
household use” isaproxy for resdential density and/or household dependence on persona
vehides. A high mean vaue for this would more likely represent a nontraditiona or suburban
resdentid location. An examplein the other direction is*good loca public trangt in your
neighborhood”, where a high mean vaue would be more indicative of atraditiona neighborhood
than a nontraditiona neighborhood. Both of these examples support the prior fied visit
conclusions that the North San Francisco neighborhood is agood example of atraditiona
location (note the low mean vaue for parking, 1.43, and the high mean vaue for trangt, 0.98),

and that the
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Mean Value of Characteristic

yes=1,n0=0

Char acteristic! Data || (standard deviation within neighborhood)
Type?
NSF SSF | CON PH SJ
Speed limit of road (S) CA 2519 | 2531 | 2554 | 2582 | 2552
(0.00) | (0.00) | (0.00) | (0.00) | (0.00)
Grid-like street configuration (T) B, A 1 0 0.5 0 0.5
high = 1, medium = 0.5, low =0 (0.00) | (0.00) | (0.00) | (0.00) | (0.00)
Population density (T) B, A 1 1 0 1 0
high=1,low=0 (0.00) | (0.00) | (0.00) | (0.00) | (0.00)
Size of home in square feet (S) C 1366.6 | 1837.9 | 1551.5 | 1348.6 | 1687.2
(805.6) | (834.4) | (452.7) | (608.4) | (379.8)
Have a back yard (S) B, | 0.47 0.93 0.97 0.54 0.97
yes=1,no=0 (0.50) | (0.25) | (0.17) | (0.50) | (0.17)
Streets in neighborhood pleasant for B, I 0.84 0.90 0.91 0.86 0.95
walking/jogging (T) (0.37) | (0.30) | (0.29) | (0.35) | (0.23)
yes=1,n0=0
Cycling is pleasant in your B, I 0.63 0.49 0.90 0.94 0.84
neighborhood (T) (0.48) | (0.50) | (0.29) | (0.24) | (0.37)
yes=1,n0o=0
Good local public transit in your B, I 0.98 0.94 0.86 0.91 0.72
neighborhood (T) (0.14) | (0.23) | (0.34) | (0.28) | (0.45)
yes=1,n0=0
Enough parking space near your home B, I 0.48 0.77 0.89 0.76 0.91
(9 (0.50) | (0.42) | (0.32) | (0.43) | (0.29)
yes=1,n0=0
Problems of traffic congestion in your B, I 0.35 0.24 0.32 0.59 0.36
neighborhood (T) (0.48) | (0.43) | (0.47) | (0.49) | (0.48)
yes=1,no=0
Distance in miles from your home to C 1 0.24 0.28 0.25 0.35 0.51
nearest public transit option (S) (0.52) | (0.48) | (0.23) | (0.50) | (0.61)
Sidewalks are in your B, I 1.00 1.00 0.60 0.76 0.99
neighborhood (T) (0.00) | (0.00) | (0.49) | (0.43) | (0.11)
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Mean Value of Characteristic

Characterigtic! Data | (standard deviation within neighborhood)
Type?
NSF SSF | CON PH SJ

Bike paths are in your B, I 0.31 0.04 0.79 0.91 0.44
neighborhood (T) (0.46) | (0.20) | (0.41) | (0.29) | (0.50)
yes=1,n0=0

Public transit is convenient in your B, | 0.97 0.92 0.95 0.98 0.63
neighborhood (T) (0.18) | (0.27) | (0.23) | (0.14) | (0.49)
yes=1,n0=0

Number of parking spaces available for C 143 2.23 4.06 2.83 4.02
household use (S) (1.04) | (1.15) | (2.08) | (3.24) | (1.48)
Distance in miles to nearest grocery C | 0.45 0.64 0.77 1.06 0.95
store (S) (0.50) | (0.56) | (0.57) | (0.79) | (0.66)
Distance in miles to nearest gas station C, 1 0.47 0.91 0.72 0.82 0.90
©) (0.74) | (0.67) | (0.57) | (0.55) | (0.84)
Distance in miles to nearest park or C 0.51 0.65 0.70 1.45 0.68
playground (S) (0.79) | (0.77) | (0.60) | (1.21) | (0.52)

! (T) indicates that atraditional location is hypothesized to have a higher mean value for this characteristic

than a suburban (S) location.

% The characteristic data, being either effectively continuous (C) or binary (B), istaken from both aggregate
(A, averages based on each neighborhood as a whole) and disaggregate sources (I, averages based on

individual responses).
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San Jose neighborhood is a good example of a suburban location (note the high mean vaue for
parking, 4.02, and the low mean vaue for trangt, 0.72).

A comparison of the mean vaues across neighborhoods shows that some
neighborhoods have high vaues on some characteristics that are representative of traditional
locations, and dso have high vaues on some typical suburban characterigtics. For example,
Pleasant Hill has a high mean vaue for the traditiona characteristic “good locd public trangit in
your neighborhood” and a high vaue for the suburban characterigtics “ distance in milesto
nearest park” and “grocery store”. In essence, thisis an indication that neighborhoods can have
both traditiona and nontraditiona characterigtics. This lends support to the contention that a
continuous location measure is more gppropriate for modeling than the common binary
measures of location.

Both the aggregate and disaggregate data shown in Table 27 are important. Firg,
aggregate data on neighborhood characteristics such as population density and street
configuration are important as a base for neighborhood definition. The “unbiased” facts can
help provide avaid picture of what the neighborhood is like on the whole. However, as noted
ealier, not al neighborhoods are homogeneous, and two individuas living in different parts of
the same neighborhood may experience very different Stuations. Further, two individuads may
fed very differently about the exact same location within a neighborhood, which makes the
disaggregate response vauable. For example, two people living in the same apartment complex

may respond oppogitely to the statement “there is good locd public trangt in your
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neighborhood.” At firgt glance, this may appear to be undesirable. However, the modding is a
the individud leve, and it isthe individud’s perception of the neighborhood thet influences
her/his choice. Thus, that choice will be more accurately modeed when it is measured in the
termsthat theindividud uses rather than based on somewhat arbitrary distinctions imposed by

the researcher.

6.5  Traditionalness, a Factor Analysis Approach

A factor analysis gpproach was taken to reduce the 18 interrelated characteristics
shown in Table 27 into asmaller number of underlying dimensions. Various factor structures
were hypothesized a priori. One hypothesis was that a Sngle dimension of traditionalness
would emerge, with the factor analyss essentidly providing the “optima” weights for combining
the 18 variables into a single composite index (Rummel, 1970). Another hypothesis was that
three dimensions might emerge dong the lines of density, bility, and pedestrian
friendliness. Multiple factor analyses were performed to determine what structures were most
appropriate.

One important choice in the analysisis that between an aggregate versus disaggregate
measure of traditionaness. In Table 27 the firgt three characteristics, speed limit of road, grid-
like street configuration, and population dendity, are aggregate va ues (notice the standard
deviation of zero) in that they are not differentiated by respondent. Though it is acknowledged
that the values for these characteristics could be very different across participants in the same

neighborhood, disaggregate data was not available, and consequently, in the disaggregate
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database, the mean value for each neighborhood was assigned to each respondent in the
corresponding neighborhood. The remaining 15 characteritics, on the other hand, have vaues
that vary from respondent to respondent. Hence, a decision must be made about whether to
treat the characterigtic data at the aggregate or disaggregate level when developing a measure of
traditionaness for this study’s empirica models.

Separate data sets with aggregate and disaggregate values for the 18 characteritics
were developed for factor andysis. The primary judtification for the aggregate data base is the
fact that al of the research studies reviewed by the author looked at location characterigicsin
the aggregate, typicaly in terms of zona averages. However, the aggregate measure has at |least
two weaknesses. Firdt, reducing the individua respondents’ responses to neighborhood means
leaves a database that has five cases (each neighborhood being a case or sample point).
Satidtica inferences on such asmdl sample size may be biased, and should be viewed with
caution (Guadagnoli and Vdicer, 1990). Second, as Table 27 shows, most of the 15
disaggregate characterigtics vary within each neighborhood, and using an aggregate measure
may serioudy misrepresent certain respondents. Both of these weaknesses are addressed by
the development of a disaggregate measure of traditionalness. In the disaggregate database
there are 852 cases. Asthisauthor isnot aware of any research comparing the effectiveness of
disaggregate and aggregate measures for location choice modds, both methods were
implemented. Modes developed using both disaggregate and aggregate dependent variables

are presented and compared in Chapter 7.
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6.6  Factor Analysis Results

Analyses extracting 3, 2, and 1 factors, respectively, were performed using SPSS 8.0
on the disaggregate (N=852) data set, and a one-factor extraction was completed on the
aggregate (N=5) data set (with so few cases, extracting more than one dimension was not
aopropriate). A variety of extraction (such as principal components and principa axis factoring)
and rotation (such as varimax and oblique) methods were conducted in the factor analyss.
Results were congstent among al combinations of methods, but the outcome used for the
modeling in this dissertation is based on the principa components extraction and oblique
rotation methods since this combination explained the most variation in the data and was the

most interpretable.

6.6.1 The Aggregate and Disaggregate One-Factor Solutions

Tables 28 and 29 present the factor loadings for the 1-factor aggregate structure and 1-
factor disaggregate structure, respectively. To assg in the interpretation of these results, the
mean of each variable by neighborhood is presented aongsde the factor loading for that
variable. Both factor structures represent the measurement of the characteridtic, leve of
traditionalness, aong a single continuum. The single aggregate factor represented in Table 28
explained 44.7% of the totd variation in the 18 neighborhood characterigtics. Characteristics
that are primary determinants of this factor include: *enough parking available near home”’

(loading = -0.95), “good public trangt” (loading = 0.88), and “ population density” (loading =



156

0.73). Neighborhoods that have high, positive scores for this factor are considered to be more

Table 28: Factor Loadingswith Mean Neighborhood Values:
1-Factor, Aggregate Structure (Level of Traditionalness)

Mean Value of Characteristic
Characteristic* L oading
NSF SSF CON PH SJ

Enough parking available near home 2 -0.95 0.48 0.77 0.89 0.76 | 0.91
Number of parking spaces for HH use -0.94 1.43 223 | 4.06 283 | 4.02
Good public transit 0.88 098 | 094 | 086 | 091 | 0.72
Distance to nearest grocery store (mi.) -0.84 045 | 0.64 | 0.77 1.06 | 0.95
Streets are pleasant for walking -0.81 084 | 090 | 091 | 0.86 | 0.95
Distance to nearest gas station (mi.) -0.74 0.47 0.91 0.72 0.82 | 0.90
Population density (1 = high, 0 = low) 0.73 1.00 1.00 0.00 1.00 | 0.00
Distance to nearest public transit (mi.) -0.73 0.24 | 0.28 0.25 0.35 | 051
Speed limit of roads (mph) -0.70 252 | 253 | 255 | 258 | 255
Cycling is pleasant -0.66 063 | 049 | 090 | 094 | 0.84
Have own backyard -0.65 0.47 0.93 0.97 0.54 | 0.97
Public transit is convenient 0.63 0.97 0.92 0.95 0.98 | 0.63
Bike paths are present -0.46 031 | 0.04 | 079 | 091 | 0.44
Level of grid-like street network 0.42 1.00 | 0.00 0.50 | 0.00 | 0.50
(1 = high, 0 = low)

Sidewalks are present 0.37 1.00 1.00 0.60 | 0.76 | 0.99
Distance to closest park (mi.) -0.34 0.51 0.65 0.70 145 | 0.68
Home size (1000 square feet) -0.31 1.37 1.84 1.55 135 | 1.69
Traffic congestion is present -0.21 035 | 024 | 0.32 0.59 | 0.36

! The characteristics are ranked by the magnitudes of their loadings on the single aggregate factor for

neighborhood type, Traditionalness.

2 Characteristics based on a statement like “enough parking available near home” have a value equal
to 1 if the respondent answered yes, and a value equal to O if the respondent answered no (see Table
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Table29: Factor Loadingswith Mean Neighborhood Values:
1-Factor, Disaggregate Structure (Level of Traditionalness)
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Mean Value of Characteristic
Characteristic* L oading (standard deviation)?
NSF SSF | CON PH SJ
Speed limit of roads® (mph) -0.79 252 | 253 | 255 | 258 | 255
Bike paths are present -0.56 0.31 0.04 | 0.79 0.91 | 044
(0.46) | (0.20) | (0.41) | (0.29) | (0.50)
Distance to nearest grocery store (mi.) -0.53 045 | 0.64 | 0.77 1.06 | 0.95
(0.50) | (0.56) | (0.57) | (0.79) | (0.66)
Leve of grid-like street network?® 0.45 1.00 | 0.00 0.50 | 0.00 | 0.50
Cycling is pleasant -0.44 0.63 | 0.49 090 | 094 | 0.84
(0.48) | (0.50) | (0.29) | (0.24) | (0.37)
Number of parking spaces for HH use -0.41 1.43 2.23 4.06 2.83 | 4.02
(1.04) | (1.15) | (2.08) | (3.24) | (1.48)
Population density? (1 = high, 0 = low) 0.41 1.00 | 1.00 | 0.00 | 1.00 | 0.00
Sidewalks are present 0.36 1.00 1.00 0.60 | 0.76 | 0.99
(0.00) | (0.00) | (0.49) | (0.43) | (0.11)
Enough parking available near home -0.36 048 | 0.77 0.89 0.76 | 0.91
(0.50) | (0.42) | (0.32) | (0.43) | (0.29)
Distance to nearest gas station (mi.) -0.35 0.47 0.91 0.72 0.82 | 0.90
(0.74) | (0.67) | (0.57) | (0.55) | (0.84)
Distance to closest park (mi.) -0.35 0.51 0.65 0.70 145 | 0.68
(0.79) | (0.77) | (0.60) | (1.21) | (0.52)
Good public transit 0.28 098 | 094 | 086 | 091 | 0.72
(0.14) | (0.23) | (0.34) | (0.28) | (0.45)
Distance to nearest public transit (mi.) -0.26 0.24 | 0.28 0.25 0.35 | 051
(0.52) | (0.48) | (0.23) | (0.50) | (0.61)
Have own backyard -0.21 0.47 0.93 0.97 0.54 | 0.97
(0.50) | (0.25) | (0.27) | (0.50) | (0.17)
Public transit is convenient 0.18 097 | 092 | 095 | 098 | 0.63
(0.18) | (0.27) | (0.23) | (0.14) | (0.49)
Streets are pleasant for walking -0.16 0.84 | 0.90 0.91 0.86 | 0.95
(0.37) | (0.30) | (0.29) | (0.35) | (0.23)
Traffic congestion is present -0.10 035 | 024 | 0.32 0.59 | 0.36
(0.48) | (0.43) | (0.47) | (0.49) | (0.48)
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| Home size (1000 square feet) -005 | 137 | 184 | 155 | 1.35 | 1.69 |

! The characteristics are ranked by the magnitudes of their loadings on the single disaggregate factor
for neighborhood type, Traditionalness.
2 Site-based aggregate characteristics had a standard deviation of zero.

traditiona than neighborhoods that have alow vaue for it. The standardized scores for the five
neighborhoods on this aggregate factor are 1.51 for North San Francisco, 0.38 for South San
Francisco, -0.29 for Pleasant Hill, -0.48 for Concord, and -1.13 for San Jose (see Figure 4).
This measure of neighborhood type is the basis for the dependent variable of resdentia choice
used in the regresson modd shown in Table 32, Chapter 7.

The single disaggregate factor for level of traditionaness, presented in Table 29,
explained 15.2% of the tota variation in the 18 neighborhood characteristics. The disaggregate
data had far more variance to explain than did the aggregate data (N = 852 versus N = 5), and
consequently, the fact that the disaggregete factor explained afar smaller proportion of that
variance than did the aggregate factor is not viewed as an indicator that the aggregate factor is
superior. Characteridtics that are primary determinants of the single disaggregate factor include:

“gpeed limits of roads’ (loading = -0.79), “bike paths are present” (loading = -0.56), and
“leve of grid-like street network” (loading = 0.45). As before, neighborhoods that have high,
positive scores for this factor are considered to be more traditional than neighborhoods that
have alow vaue for it. The means and standard deviations on the disaggregate standardized
factor score for the five neighborhoods are 1.47 (0.44) for North San Francisco, 0.63 (0.48)
for South San Francisco, -0.46 (0.60) for San Jose, -0.55 (0.50) for Concord, and -0.85

(0.53) for Pleasant Hill (see Figure 4). This measure of neighborhood typeisthe bass for the
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dependent variable of residential choice used in the regresson model shown in Table 33,

Chapter 7.



160



161

Empiricd findings generaly matched expectations, as the two San Francisco
neighborhoods clustered on the “traditiona” Sde of the neighborhood measure with the only
positive scores while the other three neighborhoods clustered on the suburban side with negative
scores. The quintessentialy traditiona neighborhood of North San Francisco had the highest
positive mean factor score on both the aggregate and disaggregate measures of leve of
traditionaness (having high vaues on traditiona characteristics such as grid-like street networks
and public trangt accessihility), while the stereotypical suburban neighborhood San Jose had a
negative mean factor score on both measures (having high vaues on suburban characterigtics
such as number of parking spaces and distance to shopping). While the ordering among the
three suburban neighborhoods differs between the two solutions, each aggregate score falls
within about one standard deviation of the corresponding mean disaggregate score.

Inspection of Tables 28 and 29 shows that the factor loadings for dl characteristics
have the same sign in each of the two structures, an indicator of some convergence between the
two methods. However, the magnitudes of the factor loadings differ between the aggregate and
disaggregate solutions. For example, the loading on the characterigtic “enough parking available
near home’ is-0.95 for the aggregate solution (it is the characteristic with the highest loading),
but only -0.36 for the 1-factor disaggregate solution. This discrepancy makes it difficult to
identify confidently which characteristics are the most important determinants of a
neighborhood’ s level of traditionaness.

The signs of the factor loadings (which represent the correlation between the

characteristics and the level of traditionaness dimension) matched expectations for 15 of the 18
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characterigtics. For example, “enough parking available near home” and “ distance to nearest
grocery store’ had large negative loadings, indicating that neighborhoods that have high mean
vaues for these characterigtics would dign more on the suburban dimension than on the
traditiona dimension. The three characteristics with unexpected loadings (dl negative) were
“dreets are pleasant for walking”, “cycling is pleasant”, and “ bike paths are present”. These
were expected to have positive loadings since previous research has shown that respondentsin
traditiona neighborhoods are more likely to take non motorized modes of travel than
respondents from suburban neighborhoods (e.g., Kitamuraet al., 1997). An ingpection of
Table 27 shows that the three neighborhoods categorized as suburban (Concord, Pleasant Hill
and San Jose) had the highest neighborhood means for the characterigtics “cycling is pleasant”
and “bike paths are present” (while dso having very high means on the characteridtic “ Streets
are pleasant for walking”). Thus, the negative factor |oadings make sense given the data, though
they do not conform to the romanticized image of traditiona neighborhoods being the places for
relaxed walk and bike trips.

It isimportant to note some qualifications on the use of these single-factor solutions.
Firdt, as mentioned earlier, the aggregate measure is based on avery smal sample size (N=5),
which has been hypothesized to bias satistical output (see, e.g., Guadagnoli and Velicer,
1990). However, it may be argued that usng asmal sample size for factor andysisisonly a
problem when making satidtica inferences (such as assgning vdidity to the amount of variance
explained), not when determining underlying dimensions. Second, unlike the two-factor

disaggregate solution discussed next, the aggregate and disaggregate single factors are
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unrotated. Rotation in these cases, however, was not only unnecessary but undesirable, asthe
point was to creste a single index incorporating the contribution of al the neighborhood
characterigtics to the traditionalness dimension. Rotating the axis would have increased the
contribution of some characterigtics while minimizing the contribution of others. An unrotated
factor solution is just as vaid as a rotated solution, with both methods explaining the same
amount of variance in the data and ddlinegting the same number of rdlevant dimensons

(Rummd, 1970).

6.6.2 TheMulti-Factor Disaggregate Solutions

Though the single factor solutions described above were conceptudly interpretable,
traditional ness could theoretically be a meta- scale composite of several subordinate dimensions.
As noted earlier, possible dimensions such as pedestrian friendliness and accessibility were
postulated for conceptual reasons. Ingpection of the three-factor Structure showed that three
logica dimensions could not be identified with this Sudy’sdata. The inability to identify athree-
factor structure could have been the result of many things, including insufficient data variation
(and type) and/or neighborhoods varying aong one or two of the hypothesized dimensions but
not al three. On the other hand, areview of the two-factor structure showed that the data could
be usefully described by two different dimensions. Tables 30 and 31 contain the ranked pattern
matrix loadings (dong with the mean vaue by neighborhood for each characterigtic) for each of
the dimensions of the 2-factor disaggregate structure.

Table 30: Ranking of Factor Loadingswith Mean Neighborhood Values,



Dependent Variablefor 2 Factor, Disaggregate Structur e (Suburban)
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Mean Value of Characteristic
Characteristic* L oading (standard deviation)?
NSF | SSF | CON PH SJ
Speed limit of roads? (mph) 0.84 252 | 253 | 255 | 258 | 255
Distance to nearest grocery store (mi.) 0.62 045 | 0.64 | 0.77 1.06 | 0.95
(0.50) | (0.56) | (0.57) | (0.79) | (0.66)
Distance to closest park (mi.) 0.58 0.51 0.65 0.70 145 | 0.68
(0.79) | (0.77) | (0.60) | (1.21) | (0.52)
Bike paths are present 0.57 0.31 0.04 | 0.79 091 | 044
(0.46) | (0.20) | (0.41) | (0.29) | (0.50)
Leve of grid-like street network? -0.56 1.00 | 0.00 0.50 | 0.00 | 0.50
Distance to nearest gas station (mi.) 0.38 047 | 091 | 072 | 082 | 0.90
(0.74) | (0.67) | (0.57) | (0.55) | (0.84)
Cycling is pleasant 0.36 063 | 049 | 090 | 094 | 0.84
(0.48) | (0.50) | (0.29) | (0.24) | (0.37)
Distance to nearest public transit (mi.) 0.26 0.24 | 0.28 0.25 0.35 | 051
(0.52) | (0.48) | (0.23) | (0.50) | (0.61)
Traffic congestion is present 0.26 035 | 024 | 0.32 0.59 | 0.36
(0.48) | (0.43) | (0.47) | (0.49) | (0.48)
Sidewalks are present -0.26 1.00 1.00 0.60 | 0.76 | 0.99
(0.00) | (0.00) | (0.49) | (0.43) | (0.12)
Home size (1000 square feet) -0.18 1.37 1.84 155 135 | 1.69
(0.81) | (0.83) | (0.45) | (0.61) | (0.38)
Have own backyard -0.15 0.47 0.93 0.97 0.54 | 097
(0.50) | (0.25) | (0.27) | (0.50) | (0.17)
Enough parking available near home 0.12 048 | 0.77 0.89 0.76 | 091
(0.50) | (0.42) | (0.32) | (0.43) | (0.29)
Number of parking spaces for HH use 0.11 1.43 2.23 4.06 2.83 | 4.02
(1.04) | (1.15) | (2.08) | (3.24) | (1.48)
Good public transit -0.10 098 | 094 | 0.86 091 | 0.72
(0.14) | (0.23) | (0.34) | (0.28) | (0.45)
Population density? (1 = high, 0 = low) -0.05 100 | 1.00 [ 0.00 | 1.00 | 0.00
Streets are pleasant for walking 0.03 0.84 | 0.90 0.91 0.86 | 0.95
(0.37) | (0.30) | (0.29) | (0.35) | (0.23)
Public transit is convenient 0.02 0.97 0.92 0.95 0.98 | 0.63
(0.18) | (0.27) | (0.23) | (0.14) | (0.49)

! The characteristics are ranked by the magnitudes of their loadings on the suburban dimension.
2 Site-based aggregate characteristics had a standard deviation of zero.
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Mean Value of Characteristic
Characteristic* L oading (standard deviation)?
NSF | SSF | CON PH SJ
Population density? (1 = high, 0 = low) 0.72 1.00 | 1.00 | 0.00 | 1.00 | 0.00
Have own backyard -0.67 0.47 0.93 0.97 0.54 | 0.97
(0.50) | (0.25) | (0.27) | (0.50) | (0.17)
Number of parking spaces for HH use -0.62 1.43 223 | 4.06 283 | 4.02
(1.04) | (1.15) | (2.08) | (3.24) | (1.48)
Enough parking available near home -0.50 048 | 0.77 0.89 0.76 | 091
(0.50) | (0.42) | (0.32) | (0.43) | (0.29)
Home size (1000 square feet) -0.39 1.37 184 155 135 | 1.69
(0.81) | (0.83) | (0.45) | (0.61) | (0.38)
Public transit is convenient 0.39 097 | 092 | 095 | 098 | 0.63
(0.18) | (0.27) | (0.23) | (0.14) | (0.49)
Good public transit 0.38 098 | 094 | 0.86 091 | 0.72
(0.14) | (0.23) | (0.34) | (0.28) | (0.45)
Distance to closest park (mi.) 0.33 0.51 0.65 0.70 145 | 0.68
(0.79) | (0.77) | (0.60) | (1.21) | (0.52)
Sidewalks are present 0.26 1.00 1.00 0.60 | 0.76 | 0.99
(0.00) | (0.00) | (0.49) | (0.43) | (0.12)
Streets are pleasant for walking -0.25 0.84 | 0.90 0.91 0.86 | 0.95
(0.37) | (0.30) | (0.29) | (0.35) | (0.23)
Traffic congestion is present 0.25 035 | 024 | 0.32 0.59 | 0.36
(0.48) | (0.43) | (0.47) | (0.49) | (0.48)
Cycling is pleasant -0.23 0.63 | 0.49 090 | 094 | 0.84
(0.48) | (0.50) | (0.29) | (0.24) | (0.37)
Bike paths are present -0.10 031 | 0.04 | 079 | 091 | 0.44
(0.46) | (0.20) | (0.41) | (0.29) | (0.50)
Speed limit of roads? (mph) -0.09 252 | 253 | 255 | 258 | 255
Level of grid-like street network? -0.09 1.00 0.00 0.50 0.00 | 0.50
Distance to nearest public transit (mi.) -0.06 0.24 | 0.28 0.25 0.35 | 051
(0.52) | (0.48) | (0.23) | (0.50) | (0.61)
Distance to nearest grocery store (mi.) 0.05 045 | 0.64 | 0.77 1.06 | 0.95
(0.50) | (0.56) | (0.57) | (0.79) | (0.66)
Distance to nearest gas station (mi.) -0.02 0.47 0.91 0.72 0.82 | 0.90
(0.74) | (0.67) | (0.57) | (0.55) | (0.84)
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! The characteristics are ranked by the magnitudes of their loadings on the traditional dimension. 2

Site-based aggregate characteristics had a standard deviation of zero.

Together, the two factors explain 28.2% of the variation in the data, indicating that most of the
18 traits andyzed have a sizeable amount of variation unique to thet trait rather than common to
the other traits. Thistwo-factor solution is arotated factor solution, as is common practice to
improve interpretability. The oblique rotation option was sdected as exhibiting the cleanest
factor structure; the correlation between the 2 factors is -0.066. The suburban disaggregate
factor presented in Table 30 explained 15.2% of the total variation in the 18 neighborhood
characterigtics. Characteristics such as “distance to nearest grocery sore’” and “distanceto
nearest park” had strong positive loadings on this factor, indicative of suburban neighborhoods
with low mixed use. Further, “leve of grid-like street network”, a characteristic commonly
associated with traditional neighborhoods, had a high, negative loading on the suburban
disaggregate factor. 1n short, the traits loading positively on this factor are especialy
characterigtic of suburban neighborhoods, and hence, the name suburban. As expected, the
three suburban nelghborhoods had highest positive factor score means, while North and South
San Francisco (the traditiona neighborhoods) had large, negative factor score means; this lends
support to the validity of the suburban factor score. This measure of neighborhood type isthe
basis for one of the two dependent variables of residentia choice used in the regresson models
of Chapter 7 and the structura equation models presented in Chapter 8. Thetraditiond
disaggregate factor presented in Table 31 explained 13.0% of the variancein the 18

neighborhood characteridtics. Characterigtics that are strongly positively associated with this
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factor include “ population dengty” and “public trangit is convenient”, both of which have been
linked with traditiona neighborhoods in other studies (see, eg, Kitamuraet al., 1997).

Further, traits commonly associated with suburban neighborhoods such as* number of parking
gpaces’ and “have own backyard” had large, negative loadings on the traditiond factor. As
expected, North San Francisco had the highest positive traditiona factor score mean, while San
Jose had the highest negative traditiona factor score mean. This measure of neighborhood type
isthe basis for one of the two dependent variables of residentia choice used in the regression
models of Chapter 7 and the structural equation models presented in Chapter 8.

A look a both dimensions together is reveding. In particular, studying the mean factor
scores (see Figure 5) by neighborhood shows that distinguishing neighborhood type may not be
sraightforward. First, San Jose (a heighborhood believed to be highly suburban) had a mean
vaue near zero for the suburban dimension, avaue indicative of a neighborhood that isa
mixture of both traditional and suburban characteristics. Second, Pleasant Hill had the highest
positive mean factor score for the suburban dimension while also possessing the second highest
positive mean factor score for the traditiona dimension.

To get abetter understanding of the variation within and overlap between
neighborhoods aong these two factor dimensions, two plots were developed - Figure 5, aplot
of the suburban and traditional mean factor scores by neighborhood, and Figure 6, a plot of
disaggregate factor scores for each individud in the sample distinguished by their neighborhood
of residence. For Figure 6, the factor score “ centroids’ for each neighborhood (i.e,, an X,Y

point where the horizonta coordinate X is the mean for the suburb factor score and the vertica
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coordinate Y isthe mean for the traditional factor
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score) are denoted by Ietter on the plot and are projected onto both axesto help see how the
neighborhoods are ranked on each dimension. The plot illuminates severa important points.
Firgt, one can see that North San Francisco digns very clearly on both dimensions, indicating a
strong leve of traditionalness by both measures. South San Francisco is dso traditional by both
measures, athough not as strongly as North San Francisco. There is no corresponding
neighborhood that digns as strongly on the suburban side of both dimensions as North San
Francisco does on the traditiond side. This suggests greeter diversity than has previoudy been
acknowledged in the literature as to what congtitutes “suburbanness’. San Jose and Concord
are about equa in terms of both representing a suburban measure of neighborhood, though
neither comes close to the high mean factor score that Pleasant Hill has on the suburban
dimension. Pleasant Hill dso scores quite high on the positive side of the traditional measure,
illugtrating a neighborhood thet is ablend of both dimensions, thet is, possessing both traditiona
and suburban characteridtics. Thisisdso shown in the high variability of the individud factor
scores shown in Figure 6. To summarize, Figure 6 shows quite clearly the folly of atempting to
characterize the type of an entire neighborhood in terms of asingle binary variable. Firdt, at
least two dimensions appear to be important, and neighborhoods can fall on each dimension
independent of the other. Second, the range and variation of characteristicsthat define a
neighborhood are more gptly modeed as continuous than binary. Third, individuas within the

same neighborhood can have vadtly different vaues for neighborhood type.

6.7 A Comparison of the Four Neighborhood M easures
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Before introducing statistical models based on the neighborhood dimension variables
(see Chapters 7 and 8), it isimportant to compare the smilaritiesand differences anong the
four neighborhood measures presented thus far. The most logical place to start would be to
look at what neighborhood characterigtics are the primary determinants of each of the four
factors. Figures 7-10 show the meansfor the five neighborhoods of the nine highest-loading
(standardized) characteristics on each factor. The means plotted in Figures 7-10 are the same
as those presented in Tables 28-31, except that, to facilitate the graphical presentation of
variables measured on disparate scales, each value was standardized by subtracting the mean
and dividing by the standard deviation of the five neighborhood means on that characteritic.
An ingpection of these figures can provide indght into what and how each neighborhood
measures on those characteristics.

The mean vaues for the highest-loading characterigtics for the single-factor Structures
(aggregate and disaggregate) are discussed first. For the aggregate solution, NSF had the
lowest means on negatively-1oading traits and the highest on postively loading traits for most of
the top ranked characteristics (such as* enough parking available near home’ and “good public
trangt”), giving them the highest magnitude factor score means, while the reverse tended to be
truefor SJ. In the disaggregate solution, however, while the pattern for NSF and SSF ill holds
on the positive Side, it isnow PH tending to have the highest means on negatively loading traits
and the lowest means on positive ones. Thus, we see that while NSF, SSF, and Concord are

farly
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consistent across the 18 traits, SJand PH are more heterogeneous. SJismore “suburban” than
PH (see Figure 7) on traits such as parking availability, relative lack of trandt services, and
population dengity, while PH is more suburban than SJ on traits such

as having higher speed limits and nat having a grid-like street network.

It can be seen , then, that given the same nelghborhoods and the same variable
characteridtics, the use of aggregate and disaggregate data yield different results. Thisfinding
has serious consequences for modeling residentia choice. In Chapter 5 abinary modd of
residentia choice was described, where NSF was the traditional aternative and SJand CON
were the suburban dternatives. Thiswas at least partly supported by the 1-factor aggregate
structure, as NSF had the highest mean factor score and SJand CON had the lowest mean
factor scores. On the other hand, the 1-factor disaggregate structure would suggest using PH
or CON as one of the suburban dternatives. Either way, modding results would likely be

different, and thus, conclusions based on the models would need to be more cautioudy viewed.

Turning now to the two-factor disaggregate structures, we find that objectively
measured characterigtics were dominant in the formation of the neighborhood dimensions,
having at least the top three loadings for both the suburban and traditiond factor dimensions
(see Figures 9 and 10). For example, the neighborhood characteristic “ speed limit of road” had
the loading with the greatest magnitude for suburb (0.84) and the characteristic “ population
densty” had the highest loading for traditiona (0.72). Further, though subjective measures such

as“cycling is plessant” and “ public trangt is convenient” were important in the defining of the
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suburb and traditiona dimensions (each being in the top 9 of the 18 factor loadings), they were
few in number compared to the objective characteristics. Next, parking, trandt, and distance to
places were three main characteristics found to be heavily weighted in the creation of the
neighborhood measures. This finding is sgnificant in that it supports the main utility of usng a
data reduction technique such as factor analysis to group correlated characteristics into a
representative dimension. For example, four characteristics relating to distance to a destination
(such asapark or agrocery sore) were in the top nine loadings for the suburban factor (all with
apogtive loading, indicating that greater distances are more representative of suburbs than of
traditiona neighborhoods), while two characterigtics related to parking were in the top four
loadings for treditiond.

To conclude, an andysis of the mean factor score ordering is given. Firg, the traditiona
dimengon of the 2-factor structure has a mean factor score neighborhood ordering (traditional -
NSF, PH, SSF, CON, SJ - suburban) that is close to the same ordering as the 1-factor
aggregate (traditiona - NSF, SSF, PH, CON, SJ - suburban). The neighborhoods that
represent the two extremes are the same (i.e., NSF is the most traditional neighborhood and SJ
is the most suburban neighborhood), and only PH and SSF switch ordering. Next, the
suburban dimension of the 2-factor structure has the exact same ordering asthe 1-factor
disaggregate structure (traditiond - NSF, SSF, SJ, CON, PH - suburban). In this case, the
neighborhood that is most identified with the suburban dimension is Pleasant Hill. Thus, the
aggregate solution seems to have identified one dimension of neighborhood type, while the one-
factor disaggregate solution identified the other. Both dimensions are identified by the two-

factor disaggregate solution, though, and consequently, these are the factors used in the
structura equation models of Chapter 8.

6.8 Summary of Chapter 6

Chapter 6 set the stage for the resdentia choice modeling conducted in the next two chapters.

Firdt, the concept of an endogenous variable for resdentia choice wasintroduced. Next, a
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description of neighborhood definitions found in the literature was presented. Specific
chalenges in developing a measure to represent atraditiona neighborhood, such as choosing
what type of data to use (aggregate versus disaggregate, micro scale versus macro scale) and
identifying the gppropriate characteristicsimmediately followed. The 18 characteristics used to
define neighborhood type in this dissertation were presented next, aong with a discusson of the
results of three different factor andlysis procedures. The ending section compared the four
factors (atraditiona ness aggregate single factor, a traditionalness disaggregate single factor, and
traditiona and suburban dimensions from a two-factor solution) obtained from the factor
anadyses, concluding that the concept of traditional ness versus suburbanness may be better

viewed as two different dimensionsinstead of two ends of the same dimension.
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CHAPTER 7
RESIDENTIAL CHOICE MODEL ESTIMATION:
SETTING THE STAGE
7.1  Introduction

Aggregate models of housing choice based on economic theory comprised much of the
early work on residentia location choice (e.g., Kain, 1962; Alonso, 1964; Muth, 1969). The
methodologies for these models were based on the bid rent approach of consumer theory, in
which an individua optimizes her or his utility under varying assumptions. The main assumption
of the models was that individuds trade off housing cogts with travel cogts in determining their
housing choice.

Much progress has been made since the 1960s on the economic theory described
above, and further, different methodol ogies have been developed that can also be used to
anadyze resdentia choice. Advantages and disadvantages of the various research approaches
are found in the literature, but the author is not aware of any systematic discussion of what
method is superior under what circumstances. One god of this dissertation isto gain ingght into
suchissues. For example, would an aggregate measure of residentia location be a better
dependent variable than a disaggregate measure? Answersto these questions are likely to be
difficult to obtain, which may be one reason behind the lack of such andysisin past research on
resdentid location. The following sections describe the core modding e ements behind this
dissertation, aswell as address the question posed above. The second part of this chapter

darts the operationdization of the conceptua modd, with the estimation of single-equation
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regresson models of the mgor components of the conceptual model. 1ssues surrounding the
conceptua model specification such as endogeneity and efficiency are then described and
addressed through various gaigtica modd implementations. Specificdly, the incluson of
endogenous variables as explanatory variables in Sngle-equation modds is undertaken, with the
discussion of the estimation of a Smultaneous two-equation system comprising the ending

section.

7.2 Aggregate versus Disaggregate Residential Choice M easur es

In Chapter 6, both aggregate and disaggregate measures of residential choice were
developed. “Levd of traditionalness’ was defined both as a composite measure based on
individua responses to a specific group of variables (the disaggregate measure), and as a
composite measure based on the neighborhood mean responses to the same specific group of
variables (the aggregate measure). Given that the andyss unit for our models of resdentia
choiceisin any casethe individud (i.e., the models themsdlves are disaggregate, with individual-
specific explanatory variables), it was anticipated that the disaggregate measure of the
dependent variable would yield better results than the aggregate measure. Residentid choiceis
an individud behavior, which would seem to correspond better with individua measures of
chosen neighborhood type. Thus, averaging individua responses across a neighborhood can
mask large variaionsin the leve of traditionaness within a neighborhood, potentialy making the
aggregate measure aless accurate measure of the neighborhood type actually faced by the

individua making the resdentia choice.
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Daly (1982), in astudy of the gpplicability of disaggregate modds of behavior,
concluded that “ disaggregate statistica andyssisthe most useful technique’ in trying to model
behavior. Richards (1982) dso concludes that disaggregate modes offer magjor improvements
over aggregate models in the study of travel behavior. Asthe primary gods of thiswork are to
understand individua behavior mechanisms related to travel and land use decisions,
disaggregate modding procedures were performed for nearly dl of the empiricad work in this
dissertation. However, the interest in understanding the difference in explanatory power
between aggregate and disaggregate measures of the dependent variable, residentia choice,
motivated the development of empirica models based on each type of measure.

To compare the performance of the two types of dependent variables, single-equation
regression models were separately estimated on the N data set (615 employed respondents).
Tables 32 and 33 present the results for the aggregate dependent variable modd and the
disaggregate dependent variable modd respectively.

A large number of variables (more than 10 in each modd) representing three types of
influences (sociodemographic, atitudina, and lifestyle) were found to be significant in the first
st of residentid choice models based on the aggregate and disaggregate composite measures
of traditionalness. Further, the factor score variables, both atitudind and lifestyle, grestly
contributed to both models. For example, “pro-dternatives’ had a positive coefficient in both
models, indicating that a person who feels more favorably toward policies that support
environmentally- efficient forms of travel will be morelikdy to live in atraditiona neighborhood.

Lagtly, the coefficients had the expected signs.
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Table 32: Residentid Choice Mode, Aggregate Traditionalness Dependent Varigble

Vaidde Coefficient t-statistic (p-vaue)
Intercept 127 7.99 (0.00)
Sociodemogr aphic

Age -0.015 -4.90 (0.00)
Professional -0.19 -3.12 (0.00)
Under Sixteen (number of children in HH) -0.14 -3.10 (0.00)
Vehicles -0.16 -5.06 (0.00)
YearsLivedin Bay Area -0.0054 -2.55 (0.01)
Attitudinal

Pro-Alternatives 0.15 5.00 (0.00)
Pro-Pricing 0.11 3.53 (0.00)
Work-Driven -0.066 -2.36 (0.02)
Lifestyle

Adventurer -0.078 -2.56 (0.01)
Culture-Lover 0.22 6.92 (0.00)
Fun-Seeker -0.063 -1.98 (0.05)
Homebody -0.12 -3.74 (0.00)
Nest-Builder -0.11 -3.49 (0.00)
Traveler 0.086 2.98 (0.00)
Model Statistics

R-squared 0.380

Adjusted R-squared 0.366

Standard Error of Estimation 0.714

F-Statistic 26.30

Degrees of Freedom 614
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P-value of F-Statistic

0.000

Table 33: Resdentid Choice Modd, Disaggregate Traditiona ness Dependent Varidble

Vaidde Coefficient t-statistic (p-vaue)
Intercept 0.77 3.38 (0.00)
Sociodemogr aphic

Age -0.015 -4.23 (0.00)
Education 0.070 2.27 (0.02)
Professional -0.21 -2.72 (0.01)
Vehicles -0.13 -3.52 (0.00)
Attitudinal

Pro-Alternatives 0.13 3.68 (0.00)
Pro-Drive Alone 0.074 2.13 (0.03)
Pro-Pricing 0.13 3.74 (0.00)
Work-Driven -0.093 -2.79 (0.01)
Lifestyle

Culture-Lover 0.25 6.59 (0.00)
Fun-Seeker -0.099 -2.83(0.01)
Hobbyist 0.099 2.72 (0.01)
Homebody -0.17 -4.49 (0.00)
Nest-Builder -0.084 -2.34 (0.00)
Model Statistics

R-squared 0.275

Adjusted R-squared 0.259

Standard Error of Estimation 0.860

F-Statistic 17.49
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Degrees of Freedom 614

P-value of F-Statistic 0.000

Vehicles, for example, had anegative sign in both modes, suggesting that people who owned
more vehicles were lesslikely to choose a traditional neighborhood. While “best” models were
developed independently for each type of dependent variable, the two find modds shared most
of the same explanatory variables. Ten variables were common to both (such as age, pro-
pricing, and nest-builder), four variables were unique to the aggregate modd (under sixteen,
yearslived in the Bay Areq, traveler, and adventurer), and three variables were unique to the
disaggregate mode (education, pro-drive alone, and hobbyist).

A comparison of Tables 32 and 33 aso showed some unexpected outcomes. It turned
out that the resdential choice model based on the aggregate dependent variable had a better
mode fit. Specificaly, the explanatory variables explained about 37% of the variation in the
aggregate model, while the explanatory variables in the disaggregate modd explained only 26%
of the variance. One possible explanation for thisisthe fact that the aggregate measure hasless
varigbility to explain, with only 5 different vaues (a single factor score for each of the five
neighborhoods) compared to the 615 different disaggregate values. The possibility was
consdered that the assumption of normaly-distributed disturbances was not met for the
aggregate mode, which would cause the modd results and the comparison to be invalid.
However, an ingpection of the standardized residuas (both a histogram and norma probability

plot) indicated that the aggregate model met this key assumption.
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In addition to having a better modé fit, the explanatory variable structure based on the
aggregate measure appeared superior. Models were estimated on the “best” explanatory
variable structure found from the aggregate and disaggregate models with the dependent
variables switched (i.e., the aggregate dependent variable was regressed againgt the Satidtically
sgnificant explanatory variables found from the disaggregate modd, and conversely). The
aggregate dependent variable model was more robust in the sense that only two variables from
the disaggregate dependent variable modd (pro-drive done and hobbyist) became insgnificant
when regressed againg the aggregate dependent variable, while four variables from the
aggregate dependent variable model (under Sixteen, yearsin Bay Area, traveler, and
adventurer) became insignificant when regressed againg the disaggregate dependent varigble.

The fact that the proportion of variance explained (R?) for each model is probably
confounded with the differing amounts of variability in their respective dependent varigbles
illustrates that a comparison of the aggregate and disaggregate agpproaches to the dependent
variable measurement is not sraightforward. While this author is not prepared to pronounce the
aggregate approach unequivocaly superior dueto its higher R and apparently more robust
structure, it does appear that the aggregate measurement of neighborhood type is not as
deficient as had been feared.

Nevertheess, disaggregate measures of residentid choice will be used for the remainder
of this dissertation, for both conceptua and statistical reasons. Firg, it was found that
resdentia neighborhood type comprised two dimensions, suburban and traditiond, which was

only captured via disaggregate measures. More importantly, it is believed that resdential choice
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isinnately individud rather than aggregate behavior, and thus, better modded with individud
measures. As argued before, the traditional or suburban nature of a neighborhood can vary
widdy over ardatively smal area, and theindividud’s choiceis likely to be based on the
specific characteristics he faces, not agenerd measure for the entire area. The next section
presents the first step toward the operationdization of the residentia choice conceptua mode.
Specificaly, sngle-equation regresson models for each of the available endogenous variables of

the conceptua mode will be developed, initialy usng only exogenous variables as predictors.

7.3  Exogenous-Explanatory-Variable-Only Single-Equation Models

A logicd first step toward developing an interdependent system of equations relating to
resdentid choice/preference was the estimation of single-equation regresson modes of
endogenous variables derived from this dissertation’s conceptual model. This modeling strategy
was chosen dueto its smplicity and ability to effectively uncover variables that are sgnificantly
associated with a dependent variable. 1n essence, this wasthe first empirica atempt of this
sudy to identify variables that would be significant in the full-scale conceptua mode! that
represented multiple interdependent relationships.

After afair amount of trid-and-error (primarily relating to the requirements for
identification of a system of SEMs, as discussed in Chapter 8), nine endogenous varigbles
representing different eements of the conceptua mode were identified for estimation purposes:
traditiona and suburban factor scores (representing residentia location), pro-high dengty, pro-

driving, and pro-trangt factor scores (representing respondent attitudes), vehicle miles, trangit
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miles, and wak/bike miles (representing travel demand), and commute distance (representing
job location). The following subsections discuss the results of each regresson estimation. The
model assumptions for regression analyss (such as homoskedadticity and normdity of €) were
checked (via methods such as resdua analysis) and were met for each of the following modes,
indicating that the estimated coefficients possess OL S properties such as unbiasedness.

Further, dl of the modds were estimated on the cleaned (no missing observations) data sample
N3 =615, using procedures of stepwise regression and manua entering via SPSS 9.0 for

Windows. Chapter 5 contains descriptions of dl of the variables seen below.

7.3.1 Regression Model of Residential Choice- Traditional

A measure of residentia choice/preference representing how closdy aneighborhood is
characterized by traditiond qudities, the “traditiona” factor score from the two-factor solution
(see Section 6.6.2), was first modeled. Table 34 contains the mode output for this estimation.

Inspection of the table shows that nearly 40% of the variation in the endogenous
vaiabletraditiond is explained by the exogenous variables - a respectable proportion for a
disaggregate modd such asthis, and incidentaly, higher than the percent explained by the
aggregate measure modeled in Section 7.2. Especidly in view of the observation that the
aggregate measure has the advantage of having less variability to explain, the fact that amode
with one of the two disaggregate dependent variables (from the two-factor solution) has a higher
R? suggests that the more fine-grained measurement permitted by the disaggregate approach

(the only one that alowed more than one factor to be
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Table 34: Single-Equation Regresson Modd - Traditiona

Vaidde Coefficient t-statistic (p-vaue)

Intercept 1.39 6.28 (0.00)

Sociodemogr aphic

Age -0.013 -3.59 (0.00)
Education 0.050 1.88 (0.06)
Household Size -0.15 -4.48 (0.00)
Number of Vehicles -0.254 -6.57 (0.00)
Years Lived in the Bay Area -0.0052 -2.20 (0.03)
Attitudinal

Pro-Pricing 0.071 2.14 (0.03)
Lifestyle

Culture-Lover 0.19 5.34 (0.00)
Fun-Seeker -0.081 -2.42 (0.02)
Nest-Builder -0.23 -7.00 (0.00)
Model Statistics

R-squared 0.396
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Adjusted R-squared 0.387
Standard Error of Estimation 0.797
F-Statistic 44,12
Degrees of Freedom 614

P-value of F-Statistic 0.000

identified) does have agtatistical advantage over the aggregate approach. Common

sociodemographic variables such as household Sze and number of vehicles played alarge role

in the moded, but atitudina and lifestyle varigbles were dso well-represented. The signs of the

estimated coefficients matched prior hypotheses. For example, the negative sign for household

gzeindicated that respondents from larger households were less likely to have chosen a

traditional neighborhood. This outcome makes sense in that traditiona represents a higher-

dengty area, atype of location that may not be as desirable for large families.

7.3.2 Regression Modd of Residential Choice- Suburban

A measure of residentia choice/preference representing how closaly a neighborhood is
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characterized by suburban qualities, the “ suburban” factor of the two-factor disaggregate
solution, was modeled next. Table 35 contains the results of this estimation.

The much lower adjusted R-squared vaue, 0.105, reflects how much wesker the
exogenous variables are a explaining the variation in the resdentia choice/preference
conceptua variable suburban as compared to traditiond. Interestingly, only one
sociodemographic variable, age, was sgnificant in thismodd. As before, the Signs of the
estimated coefficients matched prior expectations. For example, the negative signsfor pro-
dternatives and pro-pricing indicated that individuas who chose suburban neighborhoods were
lesslikely to support policies related to reducing the impact of driving.

Table 35: Single-Equation Regresson Modd - Suburban

Vaidde Coefficient t-statistic (p-vaue)

Intercept -0.50 -2.63 (0.01)

Sociodemogr aphic

Age 0.011 2.69 (0.01)
Attitudinal

Pro-Alternatives -0.15 -3.62 (0.03)
Pro-Pricing -0.11 -2.75 (0.01)

Work-Driven 0.070 1.91 (0.06)
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Lifestyle

Athlete 0.079 2.13 (0.03)
Culture-Lover -0.15 -3.71 (0.00)
Hobbyist -0.11 -2.75 (0.01)
Model Statistics

R-squared 0.115

Adjusted R-squared 0.105

Standard Error of Estimation 0.953

F-Statistic 11.25

Degrees of Freedom 614

P-Vdue of F-Statistic 0.000

7.3.3 Regression Model of Attitudes & Lifestyle- Pro-High Density
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The next three estimated regresson models were based on individua attitudina
measures. pro-high dengty, pro-driving, and pro-trangit. These measures represent the
attitudes and lifestyle component of the conceptud diagram. Table 36 contains the results of the
mode for pro-high densty.

Like the suburban regression mode, pro-high dendty had areatively low adjusted R-
squared vaue (0.136). Unfortunatdly, it had the best model fit among the three regression
models based on attitudind variables, reflecting the complexity of explaining the variaion of
individud attitudes. Sociodemographic and lifestyle variables composed most of the exogenous
vaiables. The sgnsof the estimated coefficients generdly matched expectations. Household
income' s positive impact on pro-high density suggested that people with higher incomes were
more likely to gpprove policies supportive of high-density development; thisis potentidly a
reflection of the ability to pay for ahigh-dendty residence, a residence which generdly will be
more codtly than asimilar resdencein alow-density suburb. The opposite Signs of adventurer
and outdoor enthusiast in thismodel provided more information about the difference between
these two lifestyle measures. The negative coefficient for adventurer suggests that people who
enjoy the act of traveling (supported by the postive coefficient in the pro-driving mode
presented next) in low-dengity space (such as using an off-road vehicle, or driving motor cross)
will be lesslikely to support policies encouraging high-density development. The postive
coefficient for outdoor enthusiast (defined by statements such as “visited alocd or state park”
and “went hiking”) may be areflection of the interest of people who choose Table 36: Single-

Equation Regresson Mode - Pro-High Density
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Vaidde Coefficient t-statistic (p-vaue)
Intercept 0.16 0.69 (0.49)
Sociodemogr aphic

Femde -0.23 -2.82 (0.01)
Household Income 0.11 3.29 (0.00)
Household Size -0.23 -6.30 (0.00)
Years Lived in the Bay Area -0.0066 -2.54 (0.01)
Attitudinal

Time-Satisfied 0.096 2.18 (0.03)
Lifestyle

Adventurer -0.12 -2.97 (0.00)
Nest-Builder -0.19 -4.72 (0.00)
Outdoor Enthusiast 0.12 3.00 (0.00)
Model Statistics

R-squared 0.148

Adjusted R-squared 0.136

Standard Error of Estimation 0.959
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F-Statistic 13.11
Degrees of Freedom 614
P-Value of F-Statistic 0.000

to livein high-density areas to be able to enjoy outdoor activities that are an escape from day-
to-day life. Thesefindings suggest that individuas who score highly on adventurer are less likely
to enjoy high-dengty living (ether in day-to-day activitieslike work, or in leisure), while outdoor

enthusiagts are people who can and do enjoy living in high-density aress.

7.3.4 Regression Model of Attitudes & Lifestyle- Pro-Driving

An individud’s attitude toward driving was modeled next. The regression mode based
on the endogenous variable pro-driving had the second highest fit of the three modds, explaining
nearly 10% of the variance in the dependent variable. Table 37 contains the results of this
edimation.

The modd for pro-driving was smilar to the one for pro-high dengity in that both only

had one attitude variable and afew variables of the lifestyle and sociodemographic types.
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Although the modd goodness-of-fit was low, the Sx significant variables it contained were
conceptudly sound. For example, the positive sign of the adventurer variable (alifestyle
measure) suggeststhat, at least in this Cdifornia sample, achievement of an adventurous lifestyle
ismost typically associated with the appreciation of the benefits of driving an auttomobile. Thus,
this result dso supports the idea thet lifestyle traits can influence (or be influenced by) individua

attitudes.

7.3.5 Regression Model of Attitudes & Lifestyle- Pro-Transt
The last attitudinal endogenous variable to be modeled was pro-trangt. Itis

Table 37: Single-Equation Regresson Modd - Pro-Driving

Vaidde Coefficient t-statistic (p-vaue)

Intercept -0.48 -5.38 (0.00)

Sociodemogr aphic

Femde 0.47 5.81 (0.00)
Years Lived in the Bay Area 0.0095 3.69 (0.00)
Attitudinal

Time-Satisfied -0.112 -2.55 (0.01)

Lifestyle
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Adventurer 0.15 3.58 (0.00)
Nest-Builder 0.077 1.96 (0.05)
Relaxer 0.082 2.18 (0.03)
Model Statistics

R-squared 0.095

Adjusted R-squared 0.086

Standard Error of Estimation 0.967

F-Stetistic 10.69

Degrees of Freedom 614

P-Vaue of F-Statistic 0.000

expected that people who support policies designed to reduce the impact of human activity on

the environment will be more likely to be pro-trangt. Table 38 presents the results of this
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Only three exogenous variables were found to be sgnificant in explaining the pro-trangt
atitude. The sgns of two of the three varigbles areintuitive: a pro-drive done attitude is
negatively associated with pro-transit, and a pro-environmenta attitude is positively associated.
The positive association of manager status with a pro-trangt atitude may be logicd if managers
are more likely to use upscale forms of trangt (e.g., commuter trains) in their commutes.
Manager was not sgnificant in the structura equation models of Chapter 8, suggesting thet the
indirect relationship it is representing here (in Chapter 7) may be accounted for more directly.
Overdl, however, the modd fit was poor (adjusted R-squared of 0.062); this was more

evidence of the complexity of modeling individua attitudes.

7.3.6 Regression Model of Travel Demand - Vehicle-Miles

The next three regression models were based on travel demand endogenous variables:
vehide-miles per day, trangt-miles per day, and wak/bike-miles per day. Though travel
demand is a complex subject, it was expected that better results would be obtained for these
three modd s than for the previous three attitude models. Table 39 presents the model for daily
vehide-miles

The exogenous variables, dl of which had the expected sign, explained about 13% of

the variance in arespondent’ s demand for vehicle miles. The sociodemographic
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197

Vaidble

Coefficient

t-statistic (p-vaue)

I ntercept

-0.057

-1.28 (0.20)

Sociodemogr aphic

Manager

0.24

2.30 (0.02)

Attitudinal

Pro-Drive Alone

-0.15

-3.89 (0.00)

Pro-Environment

0.18

4.43 (0.00)

Lifestyle

No Significant Variables

Model Statistics

R-squared

0.067

Adjusted R-squared

0.062

Standard Error of Estimation

0.982

F-Statistic

14.53

Degrees of Freedom

614

P-Value of F-Statistic
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0.000




Table 39: Single-Equation Regresson Modd - Vehide-Miles
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Vaidde Coefficient t-statistic (p-vaue)
Intercept 9.36 1.54 (0.13)
Sociodemogr aphic

Femde -7.33 -3.30 (0.00)
Household Income 2.01 2.26 (0.02)
Number of Vehicles 5.42 4.88 (0.00)
Attitudinal

Pro-Alternatives -2.63 -2.36 (0.02)
Lifestyle

Adventurer 4.11 3.65 (0.00)
Moddl Statistics

R-squared 0.135

Adjusted R-squared 0.128

Standard Error of Estimation 26.41

F-Statistic 19.07

Degrees of Freedom

614
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P-Vaue of F-Statistic

0.000
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variables that were sgnificant are quite typicd of those in trip generation modds; other typica
variables such as household sze, number of children, and number of workers were

aso tried and not found to be significant. It islikely that the number of vehides variablethet isin
the final modd is capturing the explanatory power offered by those other indicators of
household size. Supporting the previous modd (pro-driving), people who had high values for
the adventurer factor score were more likely to have high vauesfor

vehidemiles

7.3.7 Regression Model of Travel Demand - Transt-Miles

The next travel demand regression model was estimated on the endogenous variable
trangt-miles. This regresson model had the second highet fit of the three travel-demand
models. Table 40 presents the results for this estimation.

Four variables were found to be sgnificant in thismodd. Pro-growth was negatively
related with trangit miles; the idea being that people who want growth are more interested in the
low-density development (i.e., sporawl) that is associated with lower levels of transit use.
Similarly, the more vehicles possessed by the HH, the fewer the trangit-miles traveled by the
respondent. The manager coefficient was not expected to be positive a priori, but the same
argument applies here asfor its gppearance with a pogtive Sgn in the pro-drive aone attitude
model (Section 7.3.5). Pro-drive done was expected to have a hegative sign, indicating that
people who prefer to drive done would be less likely to use trangt. Thefact that it hasa

positive Sgn suggedts an interaction effect with another variable. One possible explanation is
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Table40: Single-Equation Regresson Modd - Trangt-Miles
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Vaidble

Coefficient

t-statistic (p-vaue)

I ntercept

9.42

8.13 (0.00)

Sociodemogr aphic

Manager

2.90

2.15 (0.03)

Number of Vehicles

-2.50

-4.81 (0.00)

Attitudinal

Pro-Drive Alone

132

2.57 (0.01)

Pro-Growth

-1.89

-3.61 (0.00)

Lifestyle

No Significant Variables

Modéd Statistics

R-squared

0.071

Adjusted R-squared

0.065

Standard Error of Estimation

1291

F-Statistic

11.67
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Degrees of Freedom

614

P-Value of F-Statistic

0.000

may be heavy users of both line haul trangt for commuting long distances, and primarily

automobile users for work-related and non-work travel. It should be noted that no lifestyle

variables were found to be significant in thismodd. This may mean that the lifestyle ectivities

identified in this sudy are more likely to involve auto or non-motorized modes of travel than

trangt.

7.3.8 Regression Model of Travel Demand - Walk/Bike-Miles
Thelast travel demand regression mode was estimated on the endogenous variable
walk/bike-miles. Wak/bike-milesisamessure of how much an individua uses these non-

motorized modes of travel. Table 41 presentsthe model for walk/bike-miles.  Thefour
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explanatory variables that were sgnificant in the modd had logica signs. In particular, apro-
dternatives attitude was positively associated with walk/bike-miles, indicating that people who
supported trangportation dternatives in fact used some of these dternative modes of travel.
The wak/bike regresson mode had the lowest adjusted R-squared value out of dl of the
models (0.023), meaning that many important predictors of this indicator were unmeasured and
possibly idiosyncratic. Further, though this dependent variable “passed” the regression
assumptions, it definitely had the largest skewness of the dependent variables used in this Sudy

(many zero vaues were present and some very large vaues).

7.3.9 Regression Modd of Job L ocation - Commute Distance
Only one variable for job location was available for this dissertation. Commute

Table41: Single-Equation Regresson Modd - Wak/Bike-Miles

Vaidde Coefficient t-statistic (p-vaue)

Intercept 141 2.80 (0.01)

Sociodemogr aphic

Age -0.018 -1.68 (0.10)
Attitudinal
Pro-Alternatives 0.272 2.47 (0.01)

Pro-Growth -0.211 -1.96 (0.05)
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Lifestyle

Nest-Builder

-0.25

-2.32 (0.02)

Modéd Statistics

R-squared 0.029
Adjusted R-squared 0.023
Standard Error of Estimation 2.64
F-Statistic 4.63
Degrees of Freedom 614

P-Vaue of F-Statistic

0.001
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distance was used as a proxy for job location in the conceptua model. Table 42 contains the
results of the mode for commute distance.

The exogenous variables explained about 6% of the endogenous variable variance.
Only attitudinal and sociodemographic variables were sgnificant in this modd; dl with the
expected sgns. Results showed that femaes, on average, had lower commute distances
(consgtent with the literature, see, e.g., White, 1977), and individuals who were pro-drive aone
were more likely to have longer commute distances than those who had low scores on pro-

drive done.

7.4  Regresson Modeswith Endogenous Explanatory Variables

Up to this point, the explanatory variables sdected for inclusion in each mode have
been assumed to be independent of each other and of the error term for that model. Failureto
meet this requirement violates the assumptions necessary for ordinary least squares (OLS)
edimates to be statisticaly consstent (Greene, 1997). The inclusion of endogenous variables
on the right-hand-sde of an equation is one common way in which this requirement failsto be
met. However, Snce amgor thesis of this study is that the endogenous variables are
interrelated through the conceptua modd shown in Figure 1, it is clearly incomplete to exclude
endogenous variables as predictors. Hence, as the second stage of identifying significant
variables for the Sructural mode, modes for the previoudy identified endogenous variables will
now include endogenous variables

as predictors. Since this procedure clearly violates OL S assumptions, the specific results
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obtained for these models should not be overemphasized; they are primarily a

Table42: Single-Equation Regresson Modd - Commute Distance

Vaidde Coefficient t-statistic (p-vaue)
Intercept 5.19 1.97 (0.05)
Sociodemogr aphic

Female -2.79 -2.97 (0.00)
Household Income 1.25 3.31 (0.00)
Attitudinal

Pro-Alternatives -1.11 -2.32 (0.02)
Pro-Drive Alone 1.20 2.60 (0.01)
Pro-Pricing -1.12 -2.48 (0.02)
Lifestyle

No Significant Variables

Model Statistics

R-squared 0.061

Adjusted R-squared 0.054

Standard Error of Estimation 11.50
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F-Statistic 7.95
Degrees of Freedom 614
P-Value of F-Statistic 0.000

stepping-stone to the more appropriate structural equation models presented in Chapter 8.
However, it should be noted in passing that many single-equation modes published in the
literature are subject to the same endogeneity bias. Tables 43 through 51 present the best
models for the same nine endogenous variables, where each of those variablesis now alowed
to enter each of the other eight equations as a potentia predictor. A generd comparison of the

two sets of moddlsis given next.
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Table 43" Regresson Modd with Endogenous Explanatory Variables - Traditiona

Varidble Coefficient t-statistic (p-vaue)
Intercept 1.78 9.94 (0.00)
Sociodemogr aphic

Age -0.014 -3.98 (0.00)
Household Size -0.18 -5.43 (0.00)
Number of Vehicles -0.23 -5.82 (0.00)
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Model Statistics

R-squared

Adjusted R-squared

Years Lived in the Bay Area -0.0058 -2.50 (0.01)
Attitudinal

Pro-High Density (endogenous) 0.19 5.93 (0.00)
Pro-Pricing 0.11 3.30 (0.00)
Lifestyle

Nest-Builder -0.18 -5.55 (0.00)
Travel Demand

Vehicle Miles (endogenous) -0.0033 2.77 (0.01)

0.400

0.392

! Statistics for this model are presented for completeness, but cannot be considered reliable since

OL S assumptions are violated by the inclusion of endogenous variables as explanatory.
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Table 44" Regresson Mode with Endogenous Explanatory Variables - Suburban

Vaiadle Coefficient t-statistic (p-value)
Intercept -0.69 -3.71 (0.00)
Sociodemogr aphic

Age 0.011 2.85 (0.00)
Attitudinal

Pro-Alternatives -0.12 -3.06 (0.00)
Pro-High Density (endogenous) -0.044 -1.69 (0.09)
Pro-Pricing -0.010 2.62 (0.01)
Work-Driven 0.079 2.23 (0.03)
Lifestyle

Athlete 0.068 1.90 (0.06)
Culture-Lover -0.15 -3.69 (0.00)
Hobbyist -0.12 -3.08 (0.00)
Homebody 0.17 4.30 (0.00)
Job Location

Commute Distance (endogenous) 0.017 5.26 (0.00)

Model Statistics
R-squared
Adjusted R-squared

0.180
0.166

! Statistics for this model are presented for completeness, but cannot be considered reliable since
OL S assumptions are violated by the inclusion of endogenous variables as explanatory.
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Table 45" Regression Mode with Endogenous Explanatory Variables- Pro-High Density

Vaiable Coefficient t-statistic (p-vaue)
Intercept 0.17 2.89 (0.00)
Sociodemogr aphic

Femde -0.14 -1.82 (0.07)
Number of People in Home Under 16 Y ears of -0.18 -3.61 (0.00)
Age

Attitudinal

Pro-Driving (endogenous) -0.099 -2.63 (0.01)
Work-Driven 0.15 4.25 (0.00)
Time-Satisfied 0.092 2.20 (0.03)
Lifestyle

Culture Lover 0.19 4.60 (0.00)
Nest-builder -0.13 -3.24 (0.00)
Outdoor-Enthusiast 0.11 2.84 (0.01)
Residential Choice

Traditional (endogenous) 0.21 5.10 (0.00)
Travel Demand

Walk/Bike Miles 0.043 3.06 (0.00)
Model Statistics

R-squared 0.235

Adjusted R-squared 0.222

! statistics for this model are presented for completeness, but cannot be considered reliable since
OL S assumptions are violated by the inclusion of endogenous variables as explanatory.
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Table 46" Regression Modd with Endogenous Explanatory Variables - Pro-Driving

Vaiadle Coefficient t-statistic (p-vaue)
Intercept -0.56 -5.61 (0.00)
Sociodemogr aphic

Femde 0.43 5.40 (0.00)
Years Lived in Bay Area 0.084 3.24 (0.00)
Attitudinal

Pro-High Density (endogenous) -0.11 -2.94 (0.00)
Time-Satisfied -0.11 -2.45 (0.02)
Lifestyle

Relaxer 0.088 2.35 (0.02)
Travel Demand

Vehicle Miles 0.0052 3.74 (0.00)
Model Statistics

R-squared 0.101

Adjusted R-squared 0.092

! statistics for this model are presented for completeness, but cannot be considered reliable since
OL S assumptions are violated by the inclusion of endogenous variables as explanatory.
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Table 47" Regresson Mode with Endogenous Explanatory Variables - Pro-Transt

Vaiale Coefficient t-statistic (p-vaue)
Intercept -0.11 -2.67 (0.01)
Sociodemogr aphic

No Significant Variables

Attitudinal

Pro-Drive Alone 0.12 3.24 (0.00)
Pro-Environment 0.17 4.49 (0.00)
Lifestyle

No Significant Variables

Travel Demand

Transit Miles 0.020 6.78 (0.00)

! Statistics for this model are presented for completeness, but cannot be considered reliable since
OL S assumptions are violated by the inclusion of endogenous variables as explanatory.
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Table 48" Regresson Mode with Endogenous Explanatory Variables - Vehide Miles

Vaidde Coefficient t-statistic (p-vaue)
Intercept 14.08 5.41 (0.00)
Sociodemogr aphic

Femde -6.56 -3.33(0.00)
Number of Vehicles 4.30 4.56 (0.00)
Attitudinal

Pro-Driving (endogenous) 1.59 1.70 (0.09)
Lifestyle

Adventurer 2.56 2.66 (0.01)
Traveler 1.82 2.02 (0.04)
Job Location

Commute Distance (endogenous) 1.22 14.56 (0.00)
Travel Demand

Transit Miles (endogenous) -0.69 -9.29 (0.00)
Walk/Bike Miles (endogenous) -0.78 -2.27 (0.02)

Model Statistics

R-squared

0.101




|| Adjusted R-squared

0.092
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! statistics for this model are presented for completeness, but cannot be considered reliable since
OL S assumptions are violated by the inclusion of endogenous variables as explanatory.

Table 49" Regresson Modd with Endogenous Explanatory Variables - Transt Miles

Vaiadle Coefficient t-statistic (p-vaue)
Intercept 3.84 3.00 (0.00)
Sociodemogr aphic

Number of Vehicles -1.75 -3.26 (0.00)
Attitudinal

Pro-Driving (endogenous) -0.98 -2.09 (0.04)
Pro-Growth -1.39 -2.91 (0.00)
Pro-Transit (endogenous) 2.81 5.94 (0.00)
Lifestyle

No Significant Variables

Job Location

Commute Distance (endogenous) 0.38 9.40 (0.00)
Residential L ocation

Traditional (endogenous) -0.69 2.03 (0.04)

Model Statistics




R-squared
Adjusted R-squared

217

0.234
0.23

! statistics for this model are presented for completeness, but cannot be considered reliable since
OL S assumptions are violated by the inclusion of endogenous variables as explanatory.

Table 50" Regression Modd with Endogenous Explanatory Variables - Walk/Bike Miles

Vaidble Coefficient t-statistic (p-vaue)
Intercept 0.84 5.40 (0.00)
Sociodemogr aphic

No Significant Variables

Attitudinal

Pro-Alternatives 0.25 2.25(0.03)
Pro-Driving (endogenous) -0.19 -1.76 (0.08)
Pro-High Density (endogenous) 0.34 3.32 (0.00)
Lifestyle

No Significant Variables

Travel Demand

Vehicle Miles (endogenous) -0.090 -2.35 (0.02)
Model Statistics




218

R-squared 0.047
Adjusted R-squared 0.041

! statistics for this model are presented for completeness, but cannot be considered reliable since
OL S assumptions are violated by the inclusion of endogenous variables as explanatory.

Table 51%: Regresson Modd with Endogenous Explanatory Variables -
Commute Distance

Vaidde Coefficient t-statistic (p-vaue)

Intercept 4.19 6.97 (0.00)

Sociodemogr aphic

No Significant Variables

Attitudinal

No Significant Variables

Lifestyle

No Significant Variables

Residential Choice

Suburban 1.33 3.53 (0.00)
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Traditional -0.82 -2.19 (0.03)

Travel Demand

Trangt Miles 0.39 13.70 (0.00)

Vehicle Miles 0.20 14.33 (0.00)
Model Statistics

R-squared 0.392

Adjusted R-squared 0.388

! Statistics for this model are presented for completeness, but cannot be considered reliable since
OL S assumptions are violated by the inclusion of endogenous variables as explanatory.

7.5  Comparison of Regression Models- Exogenous-Only Explanatory Variables
ver sus Endogenous Explanatory Variables

A comparison of the two sets of tablesis quite reveding. First, many variables that
were sgnificant in the exogenous- variable-only models were dso sgnificant in the
exogenous/endogenous-variable modds, when this happened, reassuringly, the coefficient Sgns
were dwaysin the same direction and the coefficient magnitudes smilar. Second, the
endogenous variables both replaced and complemented the previous exogenous variables. For
ingtance, the endogenous model of pro-high density had three new exogenous varigbles that the

exogenous-variable-only modd of pro-high dengty did not have (culture lover, work-driven,
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and number of people in home under 16 years of age), while losing four exogenous variables.
One common reason for thistype of result isinteraction among variables, one such example
suspected isthe inclusion of traditiona as an explanaory variable and the resulting significance
of culture lover, alifestyle variable found earlier to be strongly associated with traditiona
neighborhoods. Of necessity, since the previous models were the “best” exogenous-variable-
only modds and since dl of those variables were il avallable for incluson in these modes, the
mode fits for every modd improved with the addition of endogenous explanatory variables,
with adjusted R-squared vaues ranging from 0.041 to 0.392. However, it isimportant to
remember that the Satistical results are suspect due to the violation of OLS regression
assumptions.

The travel demand endogenous variables frequently gppeared as Sgnificant varidblesin
this set of modds (e.g., vehicle miles was sgnificant in four of the eight regression models other
than its own). Commute distance, a proxy for job location, also turned out to be important in
the regresson modedls; it was satigticaly sgnificant in three of the models. These findings
support the belief that the complex interdependent rel ationships defining the conceptua mode
need to be addressed as a system (as the endogenous variables are not affected independently
of each other, but in an interactive manner). Thelast section in this chapter presents the first
effort & modeling a smple system, with the estimation of the two residentia choice/preference
variables (the traditional and suburban factor scores) using a seemingly unrelated regression

procedure (SUR).



221

7.6  Seemingly Unrelated Regression Modeling (SUR)

When aresearcher is faced with more than one regression equation where the errors
are corrdlated across equations, seemingly unrelated regresson (SUR) modeling may be
performed. Even if the equations have no observed explanatory variables in common (hence,
seemingly unrelated), thereisagain in efficiency from thelr joint estimation (Greene, 1990). In
our context, it islogica to expect that the two measures of residentia choice/preference, the
traditionad and suburban factor scores, would have unobserved predictorsin common and
hence that their error terms would be correlated. We wished to compare the two equations
edimated separatdy with the SUR results of estimating them together (other subsets of the nine
equations may aso be viewed as potentidly seemingly unrdlated, and estimated using this
technique; however, for smplicity we focused only on the two residentia choice/preference
models, representing the heart of the dissertation).

Hence, as afirg step toward smultaneous estimation of the conceptua mode
equations, the two measures of resdentia choice/preference were estimated usng SUR
procedures. It isimportant to note that akey difference between SUR and SEM (the
procedure used in Chapter 8) isthat in SUR there are no endogenous variables on the right-
hand-side of the equation (that is, no endogenous variables acting as predictors). Generalized
least squares is often the method of estimation for SUR, but maximum likelihood estimation was
used here asit is the preferred method for the later modelsin Chapter 8. The results of the
SUR are shown in Table 52.

Ingpection of Table 52 shows that S multaneous estimation yielded mode fits
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approximately equa to the ones obtained individudly (though the mode fit for suburban was
better with the SUR method). Interestingly, there were dight differencesin the number and type
of ggnificant explanatory variables between the sngle and smultaneous models, reflecting that
interaction is occurring among the variables in the smultaneous model. The variables that were
sgnificant in both modes uniformly had higher t-gatistics in the SUR modd, reflecting the
gredter efficiency (smaler sandard errors of estimation) dluded to above. The fact that
interaction is present supported the decison to use astructura equation framework for the

edimation of thefina conceptuad modd.

Table 52: Seemingly-Unreated- Regression (SUR) Modd - Residentid Choice

Endogenous Variable - Traditional Coefficient t-statistic (p-value)

Intercept 1.34 6.09 (0.00)

Sociodemogr aphic

Age -0.015 -4.41 (0.00)
Education 0.60 2.29 (0.02)
Household Size -0.15 -4.38 (0.00)

Number of Vehicles -0.27 -7.10 (0.00)
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Attitudinal

Pro-Pricing 0.082 2.50 (0.01)
Lifestyle

Culture-Lover 0.19 5.57 (0.00)
Fun-Seeker -0.088 -2.68 (0.01)
Nest-Builder -0.23 -7.03 (0.00)
Model Fit

Squared Multiple Correlation (degrees of freedom) 0.390 (39)
Endogenous Variable - Suburban Coefficient t-statistic (p-vaue)
Intercept -0.62 -3.28 (0.00)
Sociodemogr aphic

Age 0.012 3.03 (0.00)
Professional 0.18 2.31 (0.02)
Attitudinal

Pro-Alternatives -0.15 -3.79 (0.00)
Pro-Drive Alone -0.068 -1.80 (0.09)
Pro-Pricing -0.13 -3.44 (0.00)
Lifestyle

Athlete 0.067 1.85 (0.09)
Culture-Lover -0.17 -4.32 (0.00)
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Hobbyist -0.11 -2.90 (0.00)
Homebody 0.18 4.48 (0.00)
Mode Fit

Squared Multiple Correlation (degrees of freedom) 0.147 (39)

7.7  Chapter 7 Summary

Chapter 7 laid the groundwork for the estimation of the resdential choice/preference
conceptua modd. Thefirgt section presented single-equation regresson models of nine
endogenous variables representing four components of the conceptual modd; afirst step at
identifying potentia explanatory variables for the full conceptua moded estimation in Chapter 8.
The next section contained models that also allowed endogenous variables to be used as
explanatory variables, the second step in the framework development. A seemingly-unrelated
regresson mode followed (to test a smultaneous estimation procedure), with the results
supporting the need to more fully mode the interactive affects among the endogenous varigbles.
The ggnificant variables found here were the primary variables used in specifying the full

conceptua model, which is presented in the next chapter.
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CHAPTER 8
OPERATIONALIZING THE RESIDENTIAL CHOICE CONCEPTUAL MODEL: A
STRUCTURAL EQUATION ANALYSS
8.1 Introduction

Chapter 7 presented models for many aspects of an individud’ sresidentia
choice/preference. Specificaly, each endogenous variable modeled represented abox (primary
concept) in the conceptud model of residentia choice/preference visualy depicted by Figure 1
and described in Chapter 3. A mgjor god of this dissertation was to operationdize this
resdentia choice/preference conceptua model. The Sngle-equation modd findings from
Chapter 7 provided afoundation for the development of a more comprehensive modd, a
smultaneous system of equations that represents an individua’ s choice/preference of resdentia
location. Specificdly, the Satidicaly sgnificant exogenous variables found in the single-equation
models were used as a base for the development of the system of equations modeled later in
this chapter. Variables not found to be sgnificant in the Sngle-equation models, but felt to be
conceptualy sound, were also tried in the models of Chapter 8.

It isimportant to note that not every relaionship defined in the conceptua mode was
modeled, neither in Chapter 7, nor in Chapter 8. There are many reasons for this. Firdt,
matheméticaly estimating a Smultaneous modd with so many interdependent relationships
requires a substantia amount of data, the right data (i.e., careful measurement of each variablein
the modd), and a very complex modd specification structure. Though the data set for this

dissertation is quite rich and robust (see Chapter 4), the large number of nonrecursive
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rel ationships (variables that smultaneoudy influence each other) prevented the estimation of the
full conceptuad model due to underidentification (see Section 8.3.2.3).

The following section describes why a smultaneous-equation moded structure was
chosen for the conceptua modd, and includes a brief investigation into the idea of causdlity.
Next, theory for structura-equation modeling (SEM) is presented, followed by the specification

of the conceptual modd. A description of mode results concludes the chapter.

8.2  TheAdvantages of Simultaneous-Equation Models

The conceptud residentia choice/preference modd developed in this dissertation is built
on sets of relationships. For example, residentid location is afunction of variables such as
household characteristics and job location, making it an endogenous variable in this study.
Similarly, job location, though hypothesized to influence resdentia choice (i.e., an explanatory
“right-hand-sde” variable), is dso an endogenous variable in this udy sinceit is aso modeled
as afunction of household characterigtics. These complex interrelationships suggest the use of
smultaneous equation systems that alow aresearcher to study the behaviord sysem asa
whole. Further, even if the only interest were in asmal part of the system such astravel
demand, the excluson of the interaction with sub-eements of the whole sysem would have
seriousimplications for both the estimation and interpretation of any models from the system
(Greene, 1997). In fact, one mgjor advantage of using SEM proceduresis that in addition to
obtaining coefficients for the direct relationships of amodd system (whichisal OLS regresson

can do, and badly, given the violation of assumptionsin our modd), the direction and extent of
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the combined impacts of interaction relaionships can dso be caculated. Formdly, these results
are caled direct effects and totd effects, which are the sum of direct and indirect effects (see
Section 8.4.1.1). Totd effects can differ substantidly from direct effects, so it isimportant to
have the complete picture that can be obtained only from SEM.

Another important reason for choosing a smultaneous mode structure was its postive
datistical properties. The resdentia choice conceptua mode in this dissertation (see Figure 1)
reflects many interrelaionships among varigbles. It was shown in Chapter 7 that many of the
variables sdlected to mode these relationships were not independent of each other (as seen by
the Sgnificant t-gtatistics for severa endogenous variables that were used as explanatory
variablesin Section 7.4), and further, that error terms were not uncorrelated across equations.
Thus, modeling the endogenous variables one equation at a time violates the assumptions
required for OLSto bevaid. Hence, it isimperative to estimate the system of equations
comprising the conceptual modd together. The best way to do that is using full-information
maximum likelihood estimation, as we have done here. The resulting coefficients possess dl of
the desirable asymptotic properties of maximum likelihood estimators (e.g., congstency ad
efficiency).

In addition to the above-mentioned positive aspects of structura equation modeling, the
approach has been considered atool to investigate causality. Mulaik (1987) points out that
many researchers have alimited understanding of the concept of causdity. Indeed, since
understanding the causdity underlying the relationships among peopl€ s choice of resdence, job

location, and travel isamgor god of this dissertation, a brief look into the definition of causdity
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and how it may beinterpreted in terms of modeling is given next.

A common theory of resdentid choiceisthat individuas choose ajob first, and then,
based on the job location, choose a home (see, eg., Verder, 1985). In other words, this
theory assumesthat job location, at least partialy, causes resdentia choice. For this case and
others, it isimportant to be aware of what an empirica model can and cannot say about
causdity. But what is causality? Webgter defines causdity as “the relation between a cause and
its effect or between regularly correlated events or phenomena” We refer to causal modeling
asa st of techniquesto investigate causes, providing explanations of effects asthe result of
previous causes. For example, structural equation modeling has been known to many
investigators as “causd modding’. Butinredlity, datistica methods based on correlationa
data cannot “ establish or prove causal relationships between variables.” (Mudler, 1997, pg.

355). AsMulaik (1987) putsit:

“...researchers take correlational data obtained for a number of variables, specify a general model of
proposed causal relations, and then fix and free parametersin trial-and-error fashion until they find
aspecific model that fitsthe data. The resulting model may or may not show much similarity to
their original model, but they will believe that in their finally obtained model they have discovered

real causal connections.” (pg. 19)

He warns that this method has some flaws and that a researcher should be aware of the
potentia shortcomings. Most importantly, he states that the validity of amodd that has few
fixed parameter vaues |eft from the origina design will be suspect, despite what the goodness-
of-fit test may indicate. Mulaik suggedts that a researcher must use intuition (conceptud

reasoning) to select acausa direction hypothesisto implement and test for fit. He further notes
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that “time ordering” is likely to make many of the specifications conceptualy unsound. Mulaik
states that causal mode coefficients are uniquely defined when “the effects of changesin
exogenous variables [have had time] to work themsdlves through to stable vauesin the
endogenous varigbles” This study complied with the former recommendation, in that every
relationship defined was based on conceptua reasoning, but it was unable to follow the latter
suggestion since only cross-sectiond data were available.

In conclusion, it is believed that the SEM framework can help aresearcher to gain an
understanding of potentia causa mechanismsthét lie behind the data. However, it is
recommended that terms such as cause and effect be replaced with words like predictor and
outcome when forming conclusions from modd estimations based on corrdationd deta,

especidly cross-sectiond data.

8.3  Structural-Equation Modeing (SEM) Theory

Researchers have found that structural (or simultaneous) equation systems can be
effective in modding behaviord phenomenainvolving relaionships among multiple endogenous
variables (Greene, 1990). Structura equation models can be used to develop and test
conceptua behaviora theories (Mulak, 1987). Thus, generdly, each equation in a structura
equation model “represents hypothesized causal links and not just empirical associations’
(Anderson, 1987, pg. 49). Further, by capturing more of the context in which asingle
relationship occurs, the empirica results are more likely to represent true causdlity than

undirected associations, compared to a single equation regresson. An overview of the
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specification and identification of a generd structura equation model is provided next.

8.3.1 TheSEM Framework

Using the notation of Mudler (1996), a tructurd model can be described by the

following matrix representation:

Y=?2Y+GX +7?,
where:
Y = (NY x 1) column vector of endogenous varigbles (NY = # of endogenous variables),
X = (NX x 1) column vector of exogenous variables (NX = # of exogenous variables), B =
(NY x NY) matrix of coefficients representing the direct effects of endogenous variables on
other endogenous variables,
G=(NY x NX) matrix of coefficients representing the direct effects of exogenous variables on
endogenous variables, and lagtly,
?=(NY x 1) column vector of errors.

This above system of equationsis defined asa set of structural equationsin that itis
based on a conceptua structure (Cooley and LeRoy, 1985). In terms of this study, each
equation represents a relationship relevant to the concept of residential choice/preference.
Section 84 illugtrates this point.

In addition, a(NX x NX) variance/covariance matrix F for the exogenous variables X
and a(NY x NY) variance/covariance matrix ? for the error terms ? must be known for a

complete modd. Thisis part of the reason structura equation modeling is aso commonly
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known as covariance structure andysis. To estimate the structural equation model defined
above, S, the population covariance matrix of observed variables X and Y will be described in
terms of the unknown parameters ? that comprisethe B, G, F , and ? matrices. In other
words, each vaue within the population covariance matrix will be defined as a function of one or
more modd parameters. The unknown parameters will then be estimated mathematicaly by
agorithms that attempt to minimize the difference between the sample covariance matrix
(calculated from the observed data) and the population covariance matrix (Joreskog, 1970).
Indeed, a structura equation model’s goodness of fit is based on how well its modd-implied
variances and covariances of variables (population Statistics) compare to the actud variances
and covariances of variables calculated from the data used to estimate the model (Hayduk,

1987).

8.3.2 SEM Estimation Issues

In our context, five issues associated with structura equation modeling are important: 1)
endogenous variable type, 2) endogenous variable measurement, 3) achieving identification, 4)
multivariate normality, and 5) mode fit. The last four are dways important, while thefirgt isan
issue in some contexts including ours. Each of these areasis related to the others, and they are

key to successfully estimating a structura equation mode!.

8.3.2.1 Endogenous Variable Type

A vaiablethat is*“directly caused or influenced” by ancther varidble is classfied as
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endogenous (Hayduk, 1987, pg. 89). Animportant issuein SEM isthat the endogenous
variables may not be continuous. Indeed, many behavioral phenomena are measured in discrete
terms, choice of neighborhood type is one example. A congderable amount of research
involving the use of quditative dependent variables in astructura equation system has been
documented by Maddala (1983). Modelers must make modifications to the generd structural
equation framework if they want to explain discrete phenomena. One approach that has been
taken in the case of binary or ordina discrete variablesisto view the observed choice as the
outcome of an unobserved (“latent”) continuous variable crossing successive thresholds, and
modeling the continuous latent variable (see, e.g., Heckman, 1978).

In this study, using the factor andys's procedure described in Chapter 6 to define the
variables representing neighborhood type (choice) resulted in continuous measures (the factor
scores) for these important endogenous variables. Consequently, the need to model discrete
choice variables was avoided, a key advantage of the factor analysis measurement approach
over amoretypicd categorica formulation of the neighborhood choice varigble (e.g., traditiona

versus suburban).

8.3.2.2 Endogenous Variable M easurement

The resdentia choice/preference conceptua model (see Figure 1) isavisud illugtration
of many hypothesized reationships among variables. Theoreticaly, one could take each
relationship depicted on the figure and embed it in astructural equation. Unfortunately, each

element in the conceptua diagram can be represented by many different variables (see Tables 1
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through 6), making it much more complex to specify an empirica modd. For example, trave
may be measured in severd different ways (e.g., trip frequency and percent of trips driving
aone), each of which may have some independent explanatory power. This indicates that many
travel behavior variables could be placed in the modd structure, and determining how each of
those possible variables affects, and is affected by, other variables, is non-trivid.

The variables chosen to represent each of the endogenous variables in the conceptud
mode were: traditiona and suburban factor scores (Residentia Choice/Preference), daily
vehide-milerate, daly trangt-mile rate, and daily walk/bike- mile rate (Travel Demand), pro-
driving, pro-high dendty, and pro-trangit factor scores (Attitudes and Lifestyle), and commute
distance (Job Location). Other variables could have reasonably been chosen to represent
conceptual model eements (such as daily vehicle-trips or the pro-low dengty attitude factor).
However, based on data availability, preliminary exploration, and conceptua reasoning, the
above sdlected variables were believed to best represent the conceptua modd ements. For
example, though good data were available for both daily vehicle-mile rate and daily vehide-trip
rate for individuas, and both variables represent one aspect of travel demand, modelswith
daly vehide-mile rate congstently produced better mode fits than daily vehicle-trip rate
models.

A few other important decisions need to be discussed. First, snce much of the data
representing Neighborhood Characteristics and Dwelling-Unit Characteristicswas used in
establishing measures for Residential Choice/Preference, it was decided that no endogenous

(nor exogenous) variables would be used to represent these two conceptual modd ements. It
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was believed that any variable measures (especialy based on this study’ s data set) for these two
elements would be too highly correlated with the main conceptua modd element, Residentia
Choice/Preference, potentidly leading to multi- collinearity problems. Second, since variables
representing Sociodemographic and Life-Cycle variables are more commonly used as
exogenous variables in behavioral modds, it was decided that no endogenous variables would
be created for this conceptuad model element. The choice not to model these three elements as
endogenous variables reduces the complexity of the modd sructure by removing multiple
nonrecursive relationships (i.e., two-way relationships between variables). This decison was
very important to achieving model identification, the topic that follows. Section 8.4 contains a

description of the modeling results based on the above endogenous variable decisons.

8.3.2.3 | dentification

Identification, in essence, meansthat dl of the coefficientsin the structura equations can
be determined. The task hereisto determine whether or not there is adequate variance and
covariance information from the observed variables to estimate a model’ s unknown coefficients.
A smple andogy is the case where two unknownsin an equation are to be found. If thereis
only one equation and two unknowns, an infinite number of solutions are available, and hence, it
isunidentifiable. However, if two independent equations are given a unique answer to the two
unknowns can be found (i.e., they can now be identified).

In structurd equation modding, dl of the equations have to be identifigble for the

empirical estimatesto bevalid (Berry, 1984). In other words, an identifiable system of
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equations is one in which each parameter can be written as a function of the variances and
covariances of the observed varigbles (Mudler, 1996). Sample Szeis not an issue for
identification, but what isimportant is the “ratio of the number of variables in the modd to the
number of unknown parameters’ (Mudler, 1997, pg. 357).

Two methods are commonly used to determine if a system of equationsis identifiable:
the order and rank conditions. The order condition applies to one equation at atime, and can
be described asfollows (Griffiths et al., 1992, pg. 606):

1. “When the number of endogenous and exogenous variables [on the right hand side] of the
equation minus 1 is less than the tota number of exogenous variablesin the system, then the
equation is over identified.”

2. “When the number of endogenous and exogenous variables [on the right-hand-side] of the
equation minus 1 is equa to the total number of exogenous variables in the system, then it is
identified.”

3. “ When the number of endogenous and exogenous variables [on the right- hand-side] of the
equation minus 1 is greater than the total number of exogenous varigblesin the system, theniitis
underidentified.”

The order condition is a necessary, but not sufficient, condition for identification
(Griffiths et al., 1992). Dueto its smplicity though, it istypicaly used firdg to screen for
identification before going to the more arduous tests like the rank condition.

The rank condition is a necessary and sufficient condition for identification, thet is

adapted from a procedure of testing a system of equations one equation at atime for



229

identification.  Using the notation shown above, Y = ?Y + GX + ?, thejth equation of the
system may be represented asfollows: y'G + x'?; = g, wheret is the transpose operator. For
each such equation, the reduced-form coefficient matrix (? ) isfound by solving for y in terms
of only X5 and e (i.e., reduced form equations are equations re-written with the endogenous
variables on the right side of the equation expressed as linear combinations of the exogenous
varigbles x). Greene (1990, pg. 592) defines the rank condition for identification as: rank[? ;]
= M, where M; is the number of included endogenous variablesin equation j. Specificaly, if
the rank of the reduced-form meatrix for equation j is equa to the number of included
endogenous variables for equation j, then equation j isidentified. In other words, the rank
condition is atest to see whether there is one solution for each of the Structural parameters given
the reduced-form parameters. Each equation is analyzed in a step-wise procedure to see if the
rows and columns of the matrix can be reduced to aform that represents identification (see
Berry, 1984).

Identification istypicaly not easily achieved. Researchers often have to make
redtrictions on their equations to meet identification requirements. In Smultaneous equation
models, identification is most often achieved by redtricting selected eements of ?and Gto 0
(Long, 1983). If an element of ?is zero, say [3;, it means that the endogenous variable Y; does
not directly affect the endogenous variable Y;. A researcher should be very careful about the
types of restrictions placed on an equation, as estimation biases result from missing or improper
variable specification. Clif (1983) warns researchersto avoid this type of problem atogether,

by establishing theories prior to survey design, data collection, and modeling efforts (which
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idedly would facilitate exact, identifiable equations). In redity however, when theory itsdf
suggests a systemn of equations which is not identifiable (asit often seemsto do), the researcher
has the unattractive task of trying to decide which redtrictions impose the least damage on the
theoretica modd. Further, exploratory studies such as the one providing the data for this
dissertation, while idedlly grounded in theory and solid survey design and data collection, are
unlikely to perfectly develop al of the right variables and the right way to measure them.

This dissertation has succeeded in specifying a conceptua modd that is both acceptably
redigic and gatigticaly identifiable. The nine-equation Smultaneous system of equations
presented in Section 8.4 is the result of conceptud reasoning and Setistical modification. The
number and type of variables used to represent conceptual modd e ements were determined
(see Section 8.3.2.2) in such a manner that every free parameter could be identified.

Modifying models based on hand caculations of the rank and order conditions would
have been very tedious. Fortunately, AMOS 3.6 (the software used to estimate the structural
equation models for this study) automaticaly determines whether or not a specified mode is
identifiable, providing output that suggests which parameters are likely not identified.
Unfortunately, AMOS does not report whether amode is overidentified or just identified (both
conditions are considered “identifiable’). A manua check of the order conditions of this
dissertation’ s final mode (Section 8.4) indicated that the system of equiations was overidentified
(i.e., the number of endogenous and exogenous variableson the right-hand-side of each
equation [subtract one] was less than the total number of exogenous variables in the system,

38). Thisisactudly adesirable outcome. MacCalum (1995) sates that overidentified models
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are better than just-identified models because overidentified models will dlow thereto bea
meaningful correspondence between the data and the model, while just-identified models dways
fit exactly, making inferences about modd fit meaningless.

When an equation is overidentified it is suggested that its likelihood function be
maximized with respect to dl of its unknown parameters (Greene, 1990); the full-information
maximum likelihood procedure used in AMOS satisfied this suggestion.  Further, parameter
edimates are dill fully efficient if the error terms are normaly distributed (which was found to be

the case for every endogenous variable except daily wak/bike mile rate).

8.3.24 Multivariate Nor mality

A key assumption in the estimation of structura equation modes s that the observed
variables follow amultivariate norma digtribution. When this assumption istrue, the variance of
the estimated parametersis consstently estimated by sample variances, but when it isfase, the
gandard errors of parameter estimates can be significantly underestimated, leading to fase
mode conclusions (West et al., 1995). A review of the literature reveals that meeting this
condition is a problem in many studies. Bentler and Dudgeon (1996, pg. 566) stated that “in
practice [for structural equation models|, the normaity assumption will often be incorrect.”
Micceri (1989) reviewed data that was used in numerous journd articles and found that a
mgority of the conclusions were based on data that were nonnormally distributed. Other
researchers (e.g., Breckler, 1990; Gierl and Mulvenon, 1995) have noted that it is very

common for practitioners to ignore the assumption of normaity and to make conclusons asiif
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the assumption were met.

8.3.2.5 Model Fit

As mentioned earlier, a structura equation modd’ s goodness- of-fit is based on how
well its mode-implied variances and covariances of variables (population statistics) compare to
the actud variances and covariances of variables calculated from the data (Hayduk, 1987). The
?-test used to be the primary test of fit in covariance structure analysis, where alarge 7
indicated a large discrepancy between the sample and fitted covariance matrices (Hu and
Bentler, 1995). Many other tests of fit were developed later as problems associated with
goodness-of-fit 7 tests were found. In particular, two issues were especialy noteworthy: 1)
the assumption of a chi-square distribution is less accurate as the sample size increases (Hu and
Bentler, 1995), and 2) the 7 statistic can be made smaller smply by reducing astudy’s sample
sze (Bentler and Bonett, 1980). As sample Size isimportant to structural equation modeling
(Bentler, 1993, recommends aratio of sample Size to parameters estimated [such as varidble
coefficients, but not including covariance estimates| to be around 10; our study’s smallest
sample (N4 = 515) amply meets this suggested requirement, sSince atota of 47 parameters are
estimated), removal of cases to improve the 7 statistic was not considered a credible solution to

these issues.

84  Conceptual Modd Specification

Based on conceptua reasoning and datistica congderations, a system of nine equations
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was developed to empirically represent the resdentia choice/preference conceptua model of
Chapter 3. The angle-equation full (i.e., both endogenous and exogenous variables on the
right-hand side of the regression equation) models presented in Chapter 7 were the basis of the
gructura equations modeled here (though changes in variable Sgnificance due to interactionin
the smultaneous estimation has made each equation different than in Chapter 7). Thefind

(untransformed) structural equations model specification is given by the following equations:

Traditional = f(constant, age, household size, no. of vehicles, nest-builder, pro-pricing, pro-HD, errorl)

Suburban = f(constant, age, culture-lover, hobbyist, homebody, pro-alternatives, pro-pricing, commute distance, error2)

Pro-HD = f(constant, no. of people under age 16, culture-lover, nest-builder, outdoor enthusiast, work-driven, pro-driving, error3)
Pro-driving = f(constant, female, years lived in Bay Area, timesatisfied, vehicle miles, error4)

Pro-transit = f(constant, pro-drive alone, pro-environment, error5)

Vehicle miles = f(constant, female, no. of vehicles, adventurer, walk/bike miles, error6)

Transit miles = f(constant, no. of vehicles, pro-growth, pro-transit, commute distance, error7)

Walk/bike miles = f(constant, pro-aternatives, pro-driving, error8)

Commute distance = f(constant, suburban, vehicle miles, transit miles, error9)

In particular, the first two equations represent the Residential Choice/Preference
element in the conceptud diagram (see Figure 1), the next three equations represent the
Attitudes and Lifestyle dement, followed by three equations that represent the Travel Demand
element, and the last equation is used to represent the Job Location dement. The above
equations re-writtenin terms of structura equation notation are (suppressing the individua
gpecific subscripts on the left hand Sde variables, Xs, and s for smplicity):

R = 21+ 20Xo + 214X4 + 215Xs + 2110X12 + 2118X18 + BisAn + 21

Rs= 21+ 20Xo + 250Xg + 210X10 + 211X11 + %14X1a + 2218X15 + Bpod + 2



where:

An= 51+ %56Xe + P50Xo + P310X12 + Z313X13 + Z320X20 + RasAd + 5
Ag= P4+ 23Xz + 2rX7 + 2 10X10 + g Ty + 2%

Apt = %51+ %515X15 + %516X16 + 75

Ty = P61+ ZeaXs + 65Xs + 26X + g Tw + %

To= 211+ 25X + 2 17X17 + BrsApe + Bed + 2%

Tw= Za1+ P52aX1a + BesAg + %

J= P91+ BooRst RogTy + o7 Ty + 2%

R = residentia choice/preference - tistraditiond, sis suburban;
A = dtitudes - his pro-high densty, d is pro-driving, pt is pro-trangt;
T =travel demand - v isdally vehide miles, tr istrangt miles, and w is
miles

J=job location;

? = coefficients expressing exogenous variable direct effects;

(3 = coefficients expressing endogenous varigble direct effects;
X = exogenous variable vaues, with X; dways equd to one; and

?2 = theerror term for equationi,i =1, ..., 9.
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for wak/bike

Note that this set of structurd equationsis essentidly a smplified verson of the origind

conceptud mode of Figure 1. The main difference is the number of endogenous conceptsto be

modeled. Figure 1 contains 7 endogenous concepts, whereas the empiricd structurd equation

system models 4 endogenous concepts. residentia choice/preference, travel demand, attitudes

and lifestyle, and job location. The other three types of variables (socio-demographics/life

cycle, neighborhood and dwelling unit) are assumed to be exogenous, that is, predetermined

and nat influenced by the other four endogenous variables. This assumption of exogenety is
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reasonable in the present context, where we are estimating a static modd (at one point in time).
When the processislooked at in a dynamic sense, however, factors like sociodemographics
and life cycle may change over time due to factors such asresdentia choice, and hence, should
be modeled as endogenous to the system.

The empirica estimation of structural equeations requires methods more sophiticated
than ordinary least squares. Using AMOS 3.6, the matrices of coefficients B and G were
edimated viathe full-information maximum likelihood goproach. These results are andyzed

next.

8.4.1 Conceptual Mode (Untransformed) Results

After numerous mode modifications and estimations, an intuitively sound conceptud
mode was findly obtained that was identifiable. A look at the direct and totd effects
coefficients of the structural equation model (see Tables 53 and 54) shows that many of the
expected relationships within the conceptua choice/preference modd were confirmed. In other
words, the coefficient values imply a strength and direction of the (direct and totd, respectively)
relaionship between two variables. Chapter 5 contains detailed descriptions of al of the

variables discussed below.

8.4.1.1 Direct Effects
Firdt, it should be noted that direct effects of the attitudes and lifestyle variables

condtituted many of the sgnificant effects of the structural mode, indicating the explanatory
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power that attitudind and lifestyle variables have in this resdentid choice/preference model.
Pro-pricing, an attitudina variable representing a respondent’ s willingness to pay for traffic
control measures, had a positive effect on traditiona (and a negative effect on suburban),
indicating that people who score highly on this factor are Sgnificantly more likely to
choose/prefer atraditiona neighborhood. Ancther significant attitudinal varigble, pro-
dterndives, had an intuitive negative relaionship with suburban and a postive relationship with
wak/bike miles. All of these findings supported the initid expectations that people who are
environmentaly conscious and supportive of policies and actions aimed at reducing negative
impacts on the environment would be more likely to chooseto live in atraditiona
neighborhood.

Individud lifestyle variables dso played a strong role in the modd. Two examples are
adventurer and nest-builder. People scoring highly on adventurer, avariable representing a
person’s participation in activities such as driving off-road vehicles, traveled longer distances by
vehicle, on average. Nest-builders, people who participated often in home-based activities such
as gardening, were less likely to choose traditional neighborhoods and less likely to be pro-high
dendty. Thisfinding was particularly interesting in that it supported the idea of lifestyle activities
influendng a

Table 53: Direct Effects (t-stat.) of Nontransformed Residential Choice SEM

Endogenous Residential Attitudes Travel Job
Variable® Choice/ Demand Location
Preference
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Explanatory | Trad- | Sub- Pro- Pro- Pro- Vehicle | Transit | Wak/ | Commute
Variable itional | urban | HD Driving | Transit | Miles Miles Bike Distance
Miles
®
Constant 1512 -0.733 0.145 -1.041 -0.010 28.668 5.241 0.608 1.798
(8.06) (-3.12) (3.03) (-5.47) (-0.26) (6.96) (2.22) (5.60) (1.02)
Sociodemogr aphic
A -0.015 0.008
% (-4.63) (2.44)
Femde 0.550 9.322
(5.64) (-3.92)
Household -0.128
Size (369
Number of -0.225
People Under (-4.69
Age 16
Number of -0.247 5.121 2,19
Vehides (-6.47) (4.92) (-4.95)
YearsLived 0.007
in Bay Area (336)
Lifestyle
Adventurer 4.16
(4.30)
Culture-Lover -0.158 0.251
(-4.41) (6.83)
Hobbyist -0.100
(-2.96)
Homebody 0.175
(4.81)
Nest-Builder 0.141 -0.182
(-3.79) (-4.90)
Outdoor 0.091
Enthusiast (2.57)

Table 53: Direct Effects (t-stat.) of Nontransformed Res. Choice SEM - continued
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Endogenous
Variable®

Residential
Choice/
Preference

Attitudes

Travel
Demand

Job
Location

Explanatory
Variable

®

Trad-

Sub-

itiona | urban

Pro-
HD

Pro-
Driving

Pro-
Transit

Vehicle
Miles

Transit
Miles

Wak/
Bike
Miles

Commute
Distance

Attitudes

Pro-
Alternatives

-0.105
(-2.73)

0.275
(2.59)

Pro-Drive
Alone

0.161
(4.16)

Pro-
Environment

0.167
(4.25)

Pro-Growth

-1.082
(-2.86)

Pro-Pricing

0.109
(3.42)

-0.123
(-3.58)

Time
Satisfied

-0.119
(-3.28)

Work-Driven

0.119
(3.63)

Pro-High!
Density

0.498
(5.21)

Pro-Drivingt

-0.643
(-4.40)

-0.566
(-1.60)

Pro-Transit!

3.192
(2.25)

Residential Choice/Preference

Suburbant

2,692
(2.89)

Travel Demand

Vehicle
Milest

0.020
(4.06)

0.223
(5.33)

Transit
Milest

0.712
(4.89)

Walk/Bike!
Miles

-7.441
(-2.02)

Job Location
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Commuté*
Distance

0.030
(1.97)

0.341
(1.94)

! Endogenous variable.

Table54: Total Effects of Nontransformed Residential Choice SEM

Endogenous Residential Attitudes Travel Job

Variable ® Choice/ Demand Location
Preference

Explanatory | Trad- | Sub- Pro- Pro- Pro- Vehicle | Transit | Wak/ | Commute

Variable itional | urban | HD Driving | Transit | Miles Miles Bike Distance

Miles

®

Constant 0.070 | -0.007 | 0.062 0.042 0.001 30.134 5.055 0.561 12.084

Sociodemogr aphic

Age -0.015 | 0.009 0.011 0.033

Femae -0.128 | -0.076 | -0.257 0.400 -7.637 -0.857 | -0.226 -2.514

Household -0.128

Size

Number of -0.112 -0.225

People Under

Age 16

Number of -0.282 | -0.014 | -0.070 0.110 5.583 -2.348 | -0.062 -0.468

Vehicles

YearsLived -0.003 -0.005 0.008 0.034 0.004 -0.005 0.011

in Bay Area

Lifestyle

Adventurer -0.028 | 0.045 | -0.057 0.089 4.536 0.509 -0.050 1.493

Culture-Lover | 0.125 | -0.177 | 0.251 -0.215 -0.630

Hobbyist -0.112 -0.136 -0.399

Homebody 0.196 0.238 0.698
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Nest-Builder -0.232 -0.182
Outdoor 0.045 0.091
Enthusiast

Table54: Total Effects of Nontransformed Residential Choice SEM - continued

Endogenous Residential Attitudes Travel Job

Variable® Choice/ Demand Location
Preference

Explanatory | Trad- | Sub- Pro- Pro- Pro- Vehicle | Transit | Wak/ | Commute

Variable itiona | urban HD Driving | Transit | Miles Miles Bike Distance

Miles

®

Attitudes

Pro- 0.014 | -0.140 | 0.028 | -0.044 -2.229 -0.393 0.300 -1.151

Alternatives

Pro-Drive 0.016 0.161 0.698 0.541

Alone

Pro- 0.017 0.167 0.724 0.561

Environment

Pro-Growth -0.034 -1.471 -1.140

Pro-Pricing 0.109 | -0.138 -0.167 -0.490

Time- 0.042 | -0.005 [ 0.084 | -0.130 -0.547 -0.061 0.073 -0.180

Satisfied

Work-Driven 0.059 0.119

Pro-High' 0.498

Density

Pro-Driving1 -0.349 | 0.046 | -0.701 0.090 4.589 0.515 -0.617 1511

Pro-Transit! 0.101 4.339 3.362

Residential Choice/Preference
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Suburban* 0.120 1.358 3.982
Travel Demand

Vehicle -0.007 | 0.011 | -0.014 | 0.021 0.090 0.122 | -0.012 0.359
Miles!

Transit 0.032 0.359 1.053
Miles!

Walk/Bike! 0.051 | -0.080 | 0.102 | -0.159 -8.111 | -0.911 | 0.090 -2.670
Miles

Job Location

Commutet 0.045 0.505 0.479
Distance

! Endogenous variable.

person’ s attitudes and choice of residence. However, as noted in Section 8.2, causality
inferences even for astructura equation moddl must be made with caution. In particular, causd
relationships in the opposite direction were not tested in order to maintain the identifiability of

the modd by focusing on the direction of causdity expected to be the strongest.

Sociodemographic variables, the variables usudly found in studies of residentid choice,
were aso vauable. Number of vehicles was especidly important, being sgnificant in three of
the nine equations. As expected, number of vehicles was positively associated with vehicle-
miles traveled, and negatively associated with the amount of travel by trangt and the
choice/preference of living in atraditionad neighborhood. Variables that were expected to be

sgnificant but were not included household income, educeation, and occupation. These varigbles
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were ggnificant in the Sngle-equation models of Chapter 7, indicating that Smultaneous-

equation estimation captures their effects through other variables within the system of equetions.

It is dso important to analyze the impact that endogenous variables have on other
endogenous variables (i.e,, the coefficients in the ? matrix). Vehicle miles, commute distance,
and pro-driving are the three endogenous variables that were most often Sgnificant in explaining
resdentia choice/preference model components. Vehicle miles was positively associated with
each of the other two, supporting the belief that the more an individud travels by car the more
likely the person will have a positive view of driving and alonger commute. Commute distance
and suburban were each significant in  the equation for the other, illustrating the symbiatic
association of suburban locations with longer commutes (compared to those for traditiona
neighborhood dwellers). Further, commute distance was positively related with trangt miles,
supporting the idea that people would be more likely to commute viatrangt if the distance
between home and work was long enough to be worth the effort (probably aso reflecting the
avallability of high-qudity trangt service -- express busand rail -- for longer-distance
commutes). The pro-driving attitude showed a negative relationship with the pro-high dengity
attitude and with walk/bike miles, both logica results.

Before andyzing the tota effects and error correlations from the structura equation
results, it is vauable to focus on the heart of the modd, the two residertia choice equations.
The traditional and suburban equations had significant explanatory variables from the

sociodemographic, attitudes, lifestyle, and job location categories. As expected, household size
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and number of vehicles were negatively associated with the choice of atraditiona
neighborhood, while age was positively associated with the choice of a suburban neighborhood.

Pro-pricing was positively associated with traditional and negatively associated with suburban,
reflecting that respondents who support monetary policies that encourage dternativesto the
automobile are more likely, on average, to live in traditiona neighborhoods. Other attitudina
variables such as pro-dternatives and pro-high dengity also impacted residentid choice, but
resdentia choice does not directly affect attitudes (at least the three we tested as endogenous),
which is consistent with our expectation of the primary direction of impact, and increases our
confidence in the realism of this operationdization of the mode!.

The lifestyle varidble, culture-lover, was positively associated with the choice of living in
atraditiona neighborhood, confirming earlier modd findings (see Chapter 5 and 7) that
respondents who participate in cultura activities were more likely on averageto livein
traditiona neighborhoods.

As mentioned earlier, the job location variable, commute distance, impacted residentia
choice in the expected direction, indicating that people with longer commutes were more likely
to live in suburban neighborhoods than in traditiona neighborhoods. Looking a the relaionship
in the other direction, the biggest effect of resdentid choice was on commute distance. Though
the strength of the relationship appears to be much stronger for this latter direction (as seen by
the magnitudes of the direct effects), this does not necessary imply that resdentia choice
preceding and influencing job location (please refer to Sections 3.18 and 3.19) is the dominant

effect. Rather, itisquite likely a consequence of the specific way the job location and
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resdential choice variables are measured in this study. However, it may in fact reflect the redity
that in alarge metropolitan area and with two- career households, often resdentia choice does
precede the current job held, and hence, determines commute distance.

It is particularly noteworthy that no travel varigbles are directly significant to resdentia
choice, nor are any residentia choice variables directly significant to travel. By contrat, five
atitude and lifestyle variables Sgnificantly impect travel demand. However, the relative power
of the direct effects may be very mideading due to interaction effects between related variable
relaionships (i.e, indirect effects), and consequently, conclusions should be based on both
direct and indirect effects. The following section addresses this important topic.
8.4.1.2 Total Effects

One of the main advantages of structura equation modeling is that the impact of variable
interactions can be found in terms of total effects. Thetota effect of a variable on another
variableis the sum of the direct effect and dl of the indirect effects between the two variables.
For example, suppose exogenous variable X; affects endogenous variable Y directly, and dso
indirectly by affecting Y, and Y, which both affect Y3 but not each other. Mudller (1996,
pg.144) describes the following process of finding the total effect of X; on Y3: 1) firg, find dl
the variables that directly affect the endogenous variable Y3; 2) second, record the structura
coefficientsthat link (either directly or indirectly) the variables identified in the first sep to Y3;
and 3) third, multiply each structurd coefficient identified in the second step by the covariance of
X1. An example of what the equation would look like given three varigbles affecting Y5 (i.e.,

endogenous Y, Y, and exogenous X;) is
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Total effects of X, 0n Y3 = Sya, = RaiSy1a + RaxSyz + 231554

wheres;; = Cov(i,)).
When variables are sandardized, tota effects can be smply found by multiplying direct  effect
coefficients, and the above equation changes to:

Totd effectsof X; on Yz = 351 = Ra1 P11 + Re2?n + 239,
where 7, isthe dructurd coefficient for X; in the equation for Y; (i.e., the direct effect of X; on
Y, fori=1,2,3).

Asnoted earlier, the direct effect valuesimply a strength and direction of a direct
relationship between two variables. On the other hand (when the variables are standardized),
the indirect effect of one variable on ancther (through one or more intervening variables) isthe
product of the corresponding coefficients (i.e, direct effect coefficients) that link the variables
together.

For example, consider the effect of the variable femae on pro-driving for the
sandardized modd. First (see Table 58 in the Appendix), femae has a positive direct effect on
pro-driving (structura coefficient of 0.275) and a negative direct effect on vehicle miles
(structura coefficient of -0.165). Second, vehicle miles has a positive direct effect on pro-
driving (sructurd coefficient of 0.554). Vehicle miles, then, is an intervening variable between
female and pro-driving, cregting a negetive indirect effect of femae on pro-driving through
vehicle miles (indirect effect =-0.165 * 0.554 = -0.091). Thus, thetotd effect of femae on
pro-driving (0.200), shown in Table 59 (see Appendix), isless than the direct effect of femae

on pro-driving (0.275). In other words, dl ese equa, women have higher pro-driving atitude
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scores than men. But because those who drive less tend to have lower pro-driving attitude
scores, and because women tend to drive less than men, the direct effect is somewhat
attenuated when that additiondal relaionship is taken into account. The difference between the
total effect of 0.200 and the sum of the direct (0.275) and indirect (-0.091) effects mentioned
here, isthe sum of dl the remaining indirect effects of femae on pro-driving (accounting for,
eg., the effect of femde through the indirect effects of vehicle-miles and pro-driving on
themsdves, as shown in Table 59). It can be seen that if only direct effects are taken into
consderation, researchers are likely to make inaccurate conclusions about the impacts of
explanatory variables on endogenous variables (Lu and Pas, 1999).

Comparison of Tables 53 and 54 shows that indirect effects play an important rolein
explaining model relationships. Note that many more boxes are filled (demondrating an effect)
inthetota effects table than in the direct effectstable. For example, the variables pro-
dternatives and number of vehicles each had direct effects on only two endogenous variables,
while they had total effects on every endogenous variable but one. Thisfinding reflects the
importance that multi-variable interactions (i.e., indirect effects) have in representing amodd’s
dructure. It was not surprising to see the many indirect effects, asthey smply confirm the prior
belief that an individua’ s resdentid choice/preference is based on many complex
interrel ationships.

Thetotd effects of the travel demand variables on resdentia choice were largely as
expected. For example, wak/bike miles was positively associated with the traditiond

neighborhood variable and negatively associated with the suburban neighborhood varigble,
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reflecting the typica results reported in the literature, that dternative modes of travel are more
often used by resdentsin traditional neighborhoods. Vehicle miles was postively associated
with the choice of a suburban neighborhood and negatively associated with the choice of a
traditional neighborhood, supporting findings from the literature thet indicate lower vehicle-miles
are associated with traditiona neighborhoods and higher vehicle-miles are associated with
suburban neighborhoods.

These results suggest that travel demand has an influence on residentia choice (assuming
that the SEM structure does provide insght into causal structures). But in what sense does
(current) vehicle miles or wak/bike miles cause an individua or household to have chosen a
certain type of resdentia neighborhood? It is possible that travel demand variables are a proxy
for travel predisposition (i.e., how much a person naturaly desiresto travel by various modes),
and that an individua’ s choice of residence will be based on its ability to meet this
predisposition.

It isimportant to note that attitudind and lifestyle varigbles had the greatest total  effect
on travel demand (both in terms of direct and totd effects). By contrast, resdentia choice had
little total effect on travel demand.

The conspicuous lack of effect of neighborhood type on travel demand condtitutes
perhaps the strongest evidence to date supporting the speculation that the association commonly
observed between land use configuration and travel patternsis not one of direct causdity, but
due to corrdations of each of those variables with others. In particular, these results suggest

that when attitudinal, lifestyle, and sociodemographic variables are accounted for, neighborhood
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type has very little influence on travel behavior.

All of the conclusions presented are based on the results presented in the direct and
tota effects tables given in this chapter, aswell as a set of Sandardized direct and tota effects
tables given in the gppendix (see Tables 58 and 59). Coefficientsfor standardized explanatory
variables were obtained to confirm the strength of the relaionshipsimplied by the magnitudes of
the variable coefficients. It wasimportant to do this to ascertain the relative influence that

variables had on one another, correcting for differences in scale across variables.

8.4.1.3 Cross-Equation Error Correations

The correlation structure for the error termsin a structura equation modd is specified
by the researcher. Just as the observed variables comprising the system of equations were
related, it was expected that the error terms (unobserved variables) among equations would be
correlated, and thus, no a priori restrictions were placed on the error-correlation structure (i.e.,
al error terms were dlowed to correlate with al others). Table 55 presentsthe error-
correlation results for the untransformed modd!.

The largest- magnitude corrdation (-0.618) was between the equations for trangt miles
and commute distance, reflecting the conceptua overlap between those two variables. Since
trangt miles and commute distance are positively related in our mode, this finding suggests that
the observed variables captured the positive relationship between the two variables, whereas

the unobserved variables affecting both are acting in opposite directions. The next largest-
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meagnitude correlation (-0.556) was between vehicle miles and walk/bike miles, indicating that
much of the unexplained variation in these two variables is due to sources common to both. The
negetive correlaion makes sense, in that when vehicle-milesis high, walk/bike miles will tend to
be low, s0 that a variable affecting both is likely to do so in opposite directions. Looking at the
other end, one of the smallest correlations was between the error variables for suburban and
vehide miles reflecting alow level of commonality among unobserved variables for these two

equations.

Table55: Cross-Equation Error Correations of Nontransformed M ode

Dimensions: Residential Attitudes Travel Job
Choice/ Demand Location
Preference

Endogenous

Variables® Trad- Sub- Pro- Pro- Pro- Vehicle | Transit | Wak/ | Commute
itional | urban | HD Driving | Transit | Miles Miles Bike Distance

Miles

Traditional 10

Suburban 011 1.0

Pro-HD -0.03 -0.02 1.0

Pro-Driving 0.09 -0.05 0.04 10

Pro-Transit -0.30 -0.07 0.06 041 10

VehicleMiles | 0.06 0.02 -0.02 0.07 -0.02 10

Transit Miles | -0.13 | -0.01 0.01 -0.35 013 -021 10
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Walk/Bike -0.04 -0.02 0.06 0.15 0.17 -0.56 0.06 10
Miles
Commute -0.08 -0.38 -0.09 0.04 -0.02 0.001 -0.62 0.01 10

Distance
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8.4.1.4 Addressing the Normality Assumption

Though many of the findings reported above supported past research (from other
authors and earlier work from this study), the vaidity of the daimsis theoreticaly dependent
upon the structura equation models meeting its assumptions. Unfortunately,
the assumption that the observed varigbles follow a multivariate norma distribution was not
met. The Mardia gatistic (a measure of multivariate kurtosis) caculated by the satigtical
software used in this study, AMOS 3.6, was 313.15 with a critical ratio of 72.28 (acriticd ratio
above 1.96 would sgnify departure from multivariate normality with 95% confidence).

This ggnificant failure to meet the normdity assumption could jeopardize the vaidity of
the modd results, and thus, modifications were made. Thefirst step wasto transform (taking
the naturd log or square root) the Six variables (daily vehicle-miles, daily trangt-miles, daily
walk/bike-miles, adventurer, number of persons under the age of sixteen, and number of
vehides) that had high kurtosis vaues, as such transformations have been found to be potentialy
effective in making the digtribution of a variable more norma (West et al., 1995). After re-
edimating the previous model with the newly transformed variables, the resulting Mardia satistic
was sgnificantly better, but ill a little over 100.

Though there is “currently little empirical and theoretica guidance available asto when a
datidicdly sgnificant variation from normdity becomes large enough to affect structura
modeling conclusions’ (Bentler, 1989, pg. 227), this degree of departure was sill deemed large
enough to warrant further corrective action. The next step was to find and remove outliers, as

“extreme data points may affect the results of structural equation modding” (West et al., 1995,
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pg. 61). AMOS provided the Maha anobis distance (see Everitt, 1993 for details) for each
case in the data set, where the greater the Mahdanobis distance, the greater the contribution to
the departure from multivariate normaity. Based on thisinformation, cases were removed ten at
atime (to minimize the number of cases discarded) until the remaining data set had a multivariate
norma digtribution. The removal of 100 cases led to a sample of 515 respondents for which a
structura equation model was estimated, resulting in aMardia Satigtic of 0.55 with a critica
ratio of 0.12. Whilethe remova of gpparent outliers (especidly so many of them) was not an
gppedling step, the dternative of egregioudy violating the mode assumptions was even more
unattractive. In support of this step, it can be noted that the reduced sample differed little from
the larger sample in terms of mean vaues on key variables (asindicated in Section 4.3), and
further, the findings from the model that met the assumption of multivariate normality were very
amilar to the results of the earlier model that did not meet the assumption. The results of this
transformed modd (i.e,, the modd that met the multivariate normality assumption) are

presented and discussed next.

8.4.2 Transformed Model Results

As noted above, the originaly estimated structura equations model did not meet the
multivariate normality condition. Consequently, a second structura equations modd estimation
was carried out on a transformed data set (i.e., on that met the normdity assumption). Care
was taken to find anew, optima modd (i.e., an intuitively sound model with the best fit).

Specificdly, variables were added to and removed from each equation (based on conceptual



253

reasoning and findings from Chapter 7) until the best identifiable modd was found. Surprisngly,
only one change needed to be made to the original system of structura equations, and that was
the addition of the lifestyle variable relaxer to the equation for pro-driving. The directions and
grengths of relationships among the variables were very smilar (dlowing for the effects of the
transformations). Indeed, even the error correlation relationships yielded the same conclusions
(eg., that commute distance and transit miles had a greet ded of commondity among their
unobserved variables). Thus, the discussion of the substantive effects given for the earlier mode
applies here aswell. However, for completeness, Tables 56 and 57 present the direct and total

effects, repectively, for this transformed modd.

8.4.3 Ingpection of Model Fit

Interestingly, both modds estimated in this study would be considered bad fits using the
7 measure-of-fit, possibly dueto the large sample sizes (N5 = 615 and N, = 515). Table 58
presents a selection of model-fit indices for the two modes (see, e.g., Arbuckle, 1997 and
Hoyle, 1995 for a more complete discussion of fit measures). An ingpection of the table shows
that, by the measures in common use, both models fit the data well, with the origind modd (that

did not meet the multivariate normality assumption) ironicaly having adightly better fit.



Table56: Direct Effects (t-stat.) of Transformed' Residential Choice SEM

Endogenous Residential Attitudes Travel Job
Variable® Choice/ Demand Location
Preference
Ln Ln Ln
Explanatory | Trad- | Sub- Pro- Pro- Pro- Vehicle | Transit | Wak/ | Commute
Variable itional | urban | HD Driving | Transit | Miles Miles! Bike Distance
Miles!
®
Constant 1.822 -1.034 | 0204 -1.407 -0.046 3.838 0.823 0.160 -3.313
(83) (-3.8) (39 (4.7 (11 4.3 (3.2) (11.6) (1.2
Sociodemogr aphic
A -0.018 | 0.009
*® (-5.06) (2.61)
Femde 0.543 -0.812
(6.03) (3.63)
Household -0.081
Size (-1.92)
Ln Number of -0.328
People Under (-4.86)
Age 16
Sq Number of | -0.761 1.652 -0.870
Vehides (-5.44) (5.17) (-6.30)
YearsLived 0.004
in Bay Area 22y
Lifestyle
Ln 0.554
Adventurer (240
Culture-Lover -0.178 | 0.230
(-4.48) (5.80)
Hobbyist -0.099
(-2.75)
Homebol 0.217
d (5.50)
Nest-Builder -0.143 -0.140
(-3.53) (-3.61)
Outdoor 0.106
Enthusiast (287)
Relaxer 0.042
(1.63)




! Ln = Natural log transformation, Sq = Square root transformation

Table56: Direct Effects (t-stat.) of Transformed' Res. Choice SEM - continued
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Endogenous
Variable®

Residential
Choice/
Preference

Attitudes

Travel
Demand

Job
Location

Explanatory
Variable

®

Trad-
itiona

Sub-
urban

Pro-
HD

Pro-
Driving

Pro-
Transit

Ln
Vehicle
Milest

Ln
Transit
Milest

Ln
Walk/
Bike
Milest

Commute
Distance

Attitudes

Pro-
Alternatives

-0.070
(-1.57)

0.026
(2.13)

Pro-Drive
Alone

0.178
(4.21)

Pro-
Environment

0.161
(3.73)

Pro-Growth

-0.058
(2.07)

Pro-Pricing

0.108
(3.12)

-0.074
(-2.23)

Time-
Satisfied

-0.109
(-3.19)

Work-Driven

0.092
(2.55)

Pro-High?
Density

0.591
(5.00

Pro-Driving?

-0.702
(-4.41)

-0.082
(-2.00)

Pro-Transit?

0.286
(2.56)

Residential Choice/Preference

Suburban?

2.149
(284)

Travel Demand

LnVehicle
Miles?

0.226
(4.07)

2.213
(4.89)

Ln Transit

5.732
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Miles? (4.96)
Ln Walk/Bike -7.201
Miles? (209)
Job Location
Cor’nrnl_jte2 0.059 0.065
Distance (262) (324)
! Ln = Natural log transformation, Sq = Square root transformation.
% Endogenous variable.
Table57: Total Effects of Transformed* Residential Choice SEM
Endogenous Residential Attitudes Travel Job
Variable ® Choice/ Demand Location
Preference
Ln Ln Ln
Explanatory | Trad- | Sub- Pro- Pro- Pro- Vehicle | Transit | Wak/ | Commute
Variable itional | urban | HD Driving | Transit | Miles! | Miles! | Bike Distance
Miles!
®
Constant 0.052 0.015 0.053 0.101 -0.037 4.802 0.616 0.149 10.88
Sociodemogr aphic
Age 0.018 | 0011 0.002 0.038
Female 0172 | 0148 | -0.292 0.416 -0.563 -0.161 -0.035 -2.489
Household -0.081
Size
Ln Number Of -0.194 -0.328
People Under
Age 16
SqNumber of | -0.940 | -0.091 | -0.303 0.432 1.910 -0.969 -0.036 -1.523
Vehicles
YearsLived -0.002 -0.003 0.005 0.003 0.001 -0.005 0.013
in Bay Area
Lifestyle
Ln -0.060 | 0.045 -0.102 0.145 0.641 0.184 -0.012 2.832
Adventurer
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Culture-Lover | 0136 | 0224 [ 0230 -0.050 -0.765
Hobbyist -0.124 -0.028 -0.425
Homebody 0.272 0.060 0.930
Nest-Builder -0.226 -0.140

Ou’[door 0.063 0.106

Enthusiast

Rel axer -0.020 | 0.008 | -0.034 0.048 0.029 0.008 -0.004 0.127

! Ln = Natural log transformation, Sq = Square root transformation.

Table57: Total Effects of Transformed' Res. Choice SEM - continued
Endogenous Residential Attitudes Travel Job
Variable® Choice/ Demand Location

Preference
Ln Ln Ln
Explanatory | Trad- | Sub- Pro- Pro- Pro- Vehicle | Transit | Wak/ | Commute
Variable itional | urban | HD Driving | Transit | Miles' | Miles! | Bike | Distance
Miles?
®
Attitudes
Pro- 0.021 | -0.146 | 0.035 -0.050 -0.220 -0.082 0.031 -1.272
Alternatives
Pro-Drive 0.035 0.178 0.088 0.581
Alone
Pro- 0.031 0.161 0.080 0.528
Environment
Pro_Growth -0.040 -0.101 -0.664
Pro-Pricing 0.108 | -0.093 -0.021 -0.318
Time 0.052 | -0.020 | 0.089 -0.126 -0.076 -0.022 0.010 -0.334
Satisfied
Work-Driven | 0054 0.092
Pro-High? 0.591
Density
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Pro-Driving | 0479 | 0182 [ 0811 [ 0156 0.692 0198 | -0.09% 3.056

Pro-Transit? 0.195 0.498 3.271

Residential Choice/Preference

Suburban? 0.255 0.278 4.293

Travel Demand

InVehicle -0.108 0.304 -0.183 0.262 0.156 0.331 -0.022 5111
Miles?

In Transit 0.681 0.742 11.450
Miles?

InWalk/Bike? | 0.780 -2.189 1.321 -1.883 -8.327 -2.385 0.156 -36.804
Miles

Job Location

Commutée 0.119 0.129 0.997
Distance

! Ln = Natural log transformation, Sq = Square root transformation.
2 Endogenous variable.
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Table58: Comparison of Measuresof Fit Between Structural Equation M odels

than the AIC; in comparing two models, the smdler the
better.

Origind Transformed
Model Model
(N3 =615) | (N4 =515)

Degrees of freedom 214 213

7. measures discrepancy between the sample and population | 417.524 554.100

covariance matrices, the smdler the better.

7/df.: a“rdaive’ chi-square value corrected for degreesof | 1.951 2.601

freedom; vauesin the range 1 to 3 areindicative of an

acceptable fit, with values closer to 1 being better.

Normed Fit Index (NFI): proportion of worst 0.974 0.968

(independence) modd 7 explained by the modd of interest;

varies between 0 and 1, with 1 being the best.

Reative Fit Index: NFI corrected for degrees of freedom; 0.913 0.893

vaues close to one represent a good fit.

Incrementd Fit Index: the incrementd improvement of the 0.987 0.980

modd of interest over the worst (independence) mode!;

vaues close to 1 indicate a good fit.

Comparative Fit Index: assumes anoncentral 7 digtribution | 0.987 0.979

for the worst (independence) modd discrepancy; vaues

closeto 1 represent a good fit.

Akaike Information Criterion (AlC): balances discrepancy 1469.524 | 1608.100

againg complexity; in comparing two models, the smaller the

better.

Brown-Cudeck Criterion: pendizes complexity more heavily | 1538.927 | 1692.243
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For brevity, only the results of the incrementd fit indices (i.e, the rdative fit index
[R.F.I], normative fit index [N.F.I.], and the comparative fit index [C.F.1.]) will be presented.
Incrementd fit indices compare a researcher-generated mode to both a perfectly fitting model
(i.e., the saturated model in AMOS; 7 = 0) and aterribly fitting model (i.e., the independence
modd in AMOS) “to see how large the discrepancy function becomes between the saturated
and independence moddl” (AMOS, 1997, pg. 563). For example, amodd that has a small
discrepancy (e.g., 3%) from the saturated model will have a high goodness-of-fit Satidtic (eg.,
N.F.I. =0.97), whereas amodel that has a smdl discrepancy from the independence modd will
have asmdl goodness-of-fit Satigtic. A look at the range of vaues for the incrementd fit
indices, 0.893 for the rdative fit index to 0.987 for the comparative and normative fit indices,
shows that, in generd, the mode discrepancy functions are smdl (in comparison to the saturated
mode!), indicating that the sructura equation models estimated have reasonablefits. Ironicdly,
the origind model outperforms the transformed mode on every single goodness-of-fit indicator.

Neverthdess, the transformed model performs well in absolute terms, and is quite close to the
origind modd on severd indicators. These results, plus the structura smilarity between the
untransformed and transformed model s suggest that the sizable departure from normality
exhibited by the origind mode does nat, in fact, materialy affect the outcome, and that the

relationships discussed previoudy are robust with repect to this empirical context.

8.5  Chapter 8 Summary
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Chapter 8 was a critica component of this dissertation, presenting both the theory and
results of the estimation of the resdentia choice/preference conceptua model on which this
dissertation isbased. The section following the introduction reintroduced the god of
operationdizing the conceptual model and discussed why the structura equation modd (SEM)
framework was chosen (including a brief discussion on the concept of causdity in modding). In
particular, it noted how SEM procedures can obtain the coefficients for the direct relationships
of amodd system, aswell as caculate the direction and extent of the combined impacts of
interaction relationships. Next, theoretica and implementation issues of SEM were discussed,
induding achieving identification and mesting the multivariate normaity assumption.
Specification and results were presented
for amodified conceptua modd, including a discussion on the value of totd effects anadlysis and
cross-equation error correlation findings. Three key conclusions from these sections were: 1)
no travel variables were directly sgnificant to resdential choice (and vice versa), 2) totd effects
must be taken into consideration for researchers to make accurate judgements about the
impacts of explanatory variables on endogenous variables (indeed, it was found thet if only
direct effects are taken into consideration, researchers are likely to make inaccurate conclusons
about the impacts of explanatory variables on endogenous variables -- as seen in the example of
gender’ s effect on the attitude pro- driving), and 3) attitudind and lifestyle varigbles were the
most powerful explanatory variables in the structura equations models. Thefind chapter
sections contained modd fit results, and a brief mention of how a transformed conceptua model

yielded smilar results to the origina residentia choice/preference conceptuad model. The mgor
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conclusions were that incrementd fit indices indicated that both modd s fit the datawel, and that

the subgtantive effects from the origind mode aso gpplied to the transformed modd.
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CHAPTER 9
CONCLUSIONSAND RECOMMENDATIONS

9.1 Introduction

The main objectives of this chapter are to synthesize the important ideas and findings of
thiswork, and to discuss some productive directions for future research. For that purpose, the
firdt eight chapters have been grouped into four sections. literature review foundation (Chapters
1 and 2), conceptual model creation (Chapter 3), data background and variable devel opment
(Chapters 4, 5, and 6), and modeling methodology and estimation (Chapters 5, 7, and 8). A
brief summary of the mgor ideas and findings from each of the four sectionsis given next,

followed by suggestions for future research work in this area.

9.2 LiteratureReview -- the Foundation (Ch. 1, 2)

The literature review for this sudy wasingrumentd in identifying advantages and
disadvantages of various modeling methodologies, potentia significant relationships among
variables, core concepts, and suggestions for avoiding pitfalls (such as creating an endogenous
variable with too many dternatives, choosing an inappropriate modeling strategy for study
objectives, and claming causality when it is actudly association). The literature review was
composed of two parts, one involving in-depth reviews of landmark studies and oneinvolving

short reviews of numerous inter-related studies.

The flagship study by Kain (1962a) was truly amodd to follow. By coincidence, both
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Kain's study and this one had a system of 9 structura equations to define resdentia choice and
travel behavior. By choice, this study, like Kain's, used an econometric framework to study
interdependent rel ationshi ps between e ements such as travel and resdentia choice. However,
unlike Kain, this study did not assume a causa ordering of the equations (e.g., that a person firgt
chooses a neighborhood, and then chooses ahouse). The issue of causdlity wasimportant in
this dissertation, and thus, amodel structurethat alowed some smultaneous causdity (amore
redlistic assumption) was implemented.

Another landmark study was Tu and Goldfinch (1996). Unlike Kain (1962a), though,
their sudy methodology was quite different from the methodology in this dissertation. Tu and
Goldfinch pursued a market segmentation approach, whereas we did not alow coefficients to
differ across households. However, it is believed that their gpproach has merit and some of the
directions for future extensions of this dissertation are based on ideas from their work.  Further,
their conclusons that different households have different decision making processes was
indrumenta in the decison to permit bi-directiona relationships among endogenous varigbles
(rather than assuming the unidirectiond causality embodied in Kain's recursive structure).

The classic economic residentid location models (see, e.g., Alonso, 1964) were
introduced from the literature. These models can be viewed as a consumer alocation problem.

In short, the models are based on the assumption that househol ds have a fixed annua income
which they use to buy land (aresidence), travel (based mainly on commute distance), and other
commodities. This condrained utility maximization process is generdly described in terms of the

relationship between rent or housing prices and distance from the centra business digtrict
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(CBD). Also, various definitions of resdentia location used by previous researchers (such as
census tracts and dwelling-unit categories), were presented along with discussion on how a
measure of neighborhood type could be developed. These fundamental ideas were the basis for
the development of the measures of traditionalness (endogenous variables) found in Chapter 6,

and sdlection of explanatory variables used in the mode specifications of Chapters 5, 7, and 8.

9.3  Creating the Conceptual Mode (Ch. 3)

Findings from the literature review suggested that the resdentia choice processinvolves
many interdependent relationships. A conceptual modd of residentia choice/preference was
developed that was a comprehensive reflection of those relationships, supported by the
literature and by informed judgement. No other single study was found by the author that
collectively presented each of the relationships shown in the conceptua model. The resulting
model is one of the key origina contributions of this dissertation, and is its conceptua heart.

An important topic for the conceptua moded section was the ditinction between
resdentid preference and choice. Though it was acknowledged that there was a conceptua
difference between the two (primarily due to congraints), the difficulty of distinguishing between
them with this study’ s data set prevented separate empirical andlyss of them. It was found that
most researchers did not modd both separately in one study, and it is believed that the
combination of the two concepts into one category does not significantly weeken this
dissertation’s empiricd results and conclusions. In fact, one study that did look at both (see

Louviere and Timmermans, 1990) concluded that individuas both form preferences and make



258

choices by integrating information about attributes of resdences. Thus, the Sgnificant
explanatory varigblesin this sudy’ sresidentia choice/preference modd are likely to shed insight
into both preference and choice behavior.

The important next step in the conceptud modd was the identification of numerous
variables that were expected to influence resdentia choice. Specificdly, variables were
selected from the literature review of travel behavior/land use and spatid interaction studies,
including previous models of resdential choice, and presented in severd tables found in Chapter
3. Many of these variables, such as age and household size, were found to be significant in the
models developed in this study.

A visud illugtration of the conceptua model was given in Figure 1, with arrows
representing hypothesized rel ationshi ps between the rectangles (which represented sets of
variables defining a particular category such as Neighborhood Characteristics). The arrows
implied adirection of causdity, and, in modeling terms given in Chapter 8, each represented a
direct effect of one type of variable on another. Numerous variables were interdependent, and
consequently, many of the connecting arrows had heads at both ends. The conceptual model
was explained by presenting examples that illustrated the various hypothesesin Figure 1. In
addition, amgority of the examples had literature citations that supported the hypothesized

relationship.

9.4  Dataand Variable Development (Ch. 4, 5, and 6)

Chapters 4, 5 and 6 of this dissertation presented information on data background and



259

variable development that were ingrumenta in the development and analysis of residentid
choice models.

Micro-scae data on land use, roadway networks, and public transit were collected in a
1992 land use-travel behavior study of 5 San Francisco (Cdifornia) Bay Area neighborhoods.
In addition, sociodemographics, atitudind, lifestyle, and travel-related data were obtained from
respondent surveys mailed to arandom sample of resdents in these neighborhoods. Since the
primary god of the origina 1992 study was the andlysis of travel behavior rather than residentia
choice, a notable weakness of the current study was that data on peopl€ s residentia location
decision-making processes, such as how important job location was in the sdlection of a specific
residence and neighborhood, was not collected. The sections describing the data that were
used (four primary study samples, N; - Ny) included a discussion on how missing data were
handled through conditiona mean and regression-based imputation.

Attitudind, lifestyle, and resdentia choice variables were developed through factor
analysis (see Chapter 5). Attitudina and lifestyle variables are often missng in the literature on
resdentia choice, but they were found to be highly significant predictorsin this dissertation. Ten
attitudinal and deven lifestyle factor score measures were defined and discussed in relaion to
resdentid choice modding.

The resdentia choice variables were unique to this study, and another useful
contribution. Many researchers have defined residentia location to be geographically specific
(either micro or macro, such as census tracts, housing bundles, distance from centra business

digtrict, and neighborhoods). This study focused on residentia choice in terms of neighborhood
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type, specificdly in terms of the traditiona versus suburban nature of the neighborhood.
Neighborhoods can be characterized dong other dimensions (eg., leve of crime, leve of
weslth, etc.), but the dimension of traditionaness is much more common in studies of travel
behavior, alowing the results of this study to fit into that context. For the regresson and
structurd equation models devel oped here, factor andysis was used to define continuous
measures of neighborhood type based on 18 characterigtics identified from the literature and
avalablein our data. 1t wasfdt that thistype of resdential choice measure was superior sSnce it
would be more transferable to other study Situations. 1n other words, what genericaly
characterizes a neighborhood is more of interest for residentia choice modeers than a specific
neighborhood itsdf. Further, using continuous measures of residentia choice obviated the need
to employ the more complex econometric methods required to handle discrete dependent
variables in Sngle equations or multiple-equation systems.

Severd residentia choice variables were developed (aggregate data versus disaggregate
data, 1-factor structure versus 2-factor structure) in the study. The literature offered no
guidance on which measure would be superior, and consequently, exploratory anayss was
performed to try to identify which measures were more useful. Ultimately, al of the factor
solutions made conceptud and empirica sense, but the two-factor disaggregate solution was
preferred on both grounds. Further, the results showed that the concept of traditionalnessistoo
complex to be captured by a single factor dimenson. Figure 6, aplot of the individua factor
scores (distinguished by neighborhood) for the two-factor disaggregate solution illustrated quite

clearly that consderable variation on neighborhood type could occur within a neighborhood,
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and that a sngle neighborhood could strongly possess both traditiond and suburban
characterigtics (Pleasant Hill, in particular, possessed both types of traits). Consequently, the
two-factor disaggregate solution (traditiond and suburban endogenous variables) was used in

the structura equation modd estimation of Chapter 8.

9.5 Modding Methodology and Estimation (Ch. 5, 7, 8)

The eventud estimation of amodified resdentia choice structurd equations modd was
the fina step in a srategized sequence of Smpler preiminary models. These smpler models,
presented in Chapters 5 and 7, provided crucia ingght into the specification and estimation of

the more complex multi-equation structural models described in Chapter 8.

9.5.1 Prdiminary Single-Equation Models (Ch. 5, 7)

As noted earlier, categorizing neighborhoods as traditiond or suburban was not
graightforward (despite the fact that a greet ded of rich data was available for each of the
neighborhoods, some based on ste visits). Thus, for the first resdential choice model, two of
the neighborhoods (South San Francisco and Pleasant Hill) that were suspected to be more of a
blend of both traditional and suburban types were removed, to help clarify the choice between
the two extremetypes. A binary dependent variable for resdentid choice (equa to zero if a
respondent lived in traditional North San Francisco and equd to one if arespondent lived in
suburban Concord or San Jose) was used in alogit model of residentia choice. A mgor finding

from this modd was that attitudina and lifestyle factors possessed greater explanatory power
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than sociodemographic variables for the variation in resdentia choice. Further, expected
variable relationships from the conceptua model were supported by the modd coefficients. As
an example, it was hypothesized that larger families would be more likely to choose suburban
neighborhoods over traditiona neighborhoods (as larger homes would tend to be more
affordable in the suburbs); the variable “number of people under 16 ” had a positive Sign,
indicating that, indeed, larger families were more likely to choose a suburb. Though convincing
results were obtained from the binary logit mode, such asmplistic measure of resdentia choice
would not be useful in estimating the more complex, multi-equation structural modd. Fird, as
noted earlier, a categorical endogenous variable would have crested Satidtica difficultiesin the
structura equation modeling of Chapter 8. Second, measuring neighborhood typein
dichotomous terms was conceptudly less redistic than capturing the continuous variation that
was observed to exist in our data, and offered little insght into the choice of the hybrid
neighborhoods that were dropped from this portion of the andysis (thus, discarding vauable
data).

Chapter 7 contained numerous single-equation regression equations based on
continuous endogenous varigbles. Thefirg set of nine equations did not alow any endogenous
variables on the right hand side (and thus, met OL S assumptions), while the next set of nine
equations did (thus violating OL S assumptions). Each of these equations represented a
relationship from the conceptual modd, and it was expected that Sgnificant variables from these
modd s would likely be important in the find, full mode (which, in fact, they generdly were).

The mode for traditiona ness had the best fit (R*-adj. = 0.39) of the nine exogenous-only
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sngle-equation mode estimations, while the modd for daily wak/bike-miles rate hed the
poorest fit ( RE-adj. = 0.03). Common sociodemographic variables such as household size and
number of vehides were Sgnificant in many of the Sngle-equation models. However, the
atitudind and lifestyle variables aso played a mgor role in explaining endogenous varigble
variation.

A new finding was that endogenous variables were highly sgnificant in the sngle-
equation models, supporting the characterization of the conceptua mode in terms of
interdependent relationships. Given this, the firgt step toward Smultaneous estimation of the
conceptud modd was the estimation of the two measures of residentia choice (traditiona and
suburban) using seemingly unrelated regression (SUR) procedures. Two main results of the
SUR edtimation were: 1) there were dight differencesin the number and type of significant
explanatory variables between the sngle and smultaneous models, reflecting thet interaction is
occurring among the variables in the smultaneous model, and 2) the variables that were
sgnificant in both modes uniformly had higher t-gatistics in the SUR modd, reflecting the

gregter efficiency of SUR over single-equation procedures.

9.5.2 Structural Equations Modes (Ch.8)

Using the sgnificant relationships found in Chapter 7, a system of nine equations was
smultaneoudy estimated using a maximum likelihood procedure. The ingghts obtained from this
system of equations represent another contribution of this study. A reassuring finding was that

many of the variables that were Sgnificant in prior models were dso sgnificant in the
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smultaneous modd system. However, many variables did lose their power (t-gatistic went
below 1.64) and were removed from a particular equation; it isimportant to note that they did
not, in generd, become insggnificant in the entire model system, but just were not significant in as
many equations as a first. On the other hand, asmall number of variables that were not
sgnificant before did become significant in the Smultaneous mode structure. These two results
confirm that the s multaneous structure does involve interactions that impact model specification,
and hence that modeling system equations one a atimeisinferior.

A mgor advantage of the structurd equation models was their ability to capture
interaction effects among multiple variables smultaneoudy. Totd effects, the sum of direct and
indirect effects, of the explanatory variables on the endogenous variables were computed from
the coefficient matrices representing direct effects. The arrows in the conceptua modd (Figure
1) are intended to represent direct effectsonly. Indirect effects, on the other hand, occur when
avariable impacts a variable through an intervening varigble. Specificaly, when dl varigbles are
sandardized, the indirect effect of one variable on another (through one or more intervening
variables) is the product of the corresponding coefficients (i.e., the direct effect coefficients) that
link the two variables in question together.

It was found that the apparent power of the direct effects may be very mideading due to
interaction effects among variables (i.e, indirect effects), and consequently, it was important to
congder indirect effects when making any conclusons. For example, consder the effect of the
variable femae on pro-driving for the standardized mode discussed in Chapter 8. Fird, femae

has a positive direct effect on pro-driving (structurd coefficient of 0.275) and a negative direct
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effect on vehicdle miles (structura coefficient of -0.165). Second, vehicle miles has apositive
direct effect on pro-driving (structurd coefficient of 0.554). Vehicle miles, then, isan
intervening variable between femae and pro-driving, cregting a negative indirect effect of femde
on pro-driving through vehicle miles (indirect effect = -0.165*0.554 = -0.091). Thus, the total
effect of femae on pro-driving isless than the direct effect of femae on pro-driving. Clearly,
such impacts from indirect effects can impact researcher conclusons.

A particularly noteworthy result from the multi-equation model was that no travel
variables were directly sgnificant to resdentia choice, nor were any resdential choice varigbles
directly sgnificant to travel (see Table 53). By contradt, attitude and lifestyle variables had a
large, direct impact on travel demand. When totd effects were andyzed (see Table 54), it was
found that travel variables and resdentia choice variables do influence each other through
indirect effects. However, both the direct and total effects results indicate that attitude and
lifestyle varigbles play the greatest role in explaining resdentia choice and travel demand.
Taken together, this supports the speculation that the association commonly observed between
neighborhood type and travel patternsis not one of direct causdity, but primarily due to
correlaions of each of those variableswith others. In particular, these results suggest that when
atitudind, lifestyle, and sociodemographic variables are accounted for, neighborhood type has

vey little influence on travel behavior.

9.6 Recommended Directionsfor Future Research

Severd directions for research gppear promising. With the currently available data,
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future work could be done on defining different measures of residentid choice (using other
combinations of neighborhood characteristics or even other location definitions such astype of
dweling unit — single family home, etc. — and type of area— countryside, smdl city, etc.) and
testing how well these fit as dependent varigblesin resdentid choice modds. Anayzing
different location measures would be an improvement over focusing on only one aspect of a
neighborhood (in this case, its degree of suburbanness versus traditionalness). The explanatory
variables measured in this sudy may point to one type of preferred neighborhood, while a
repondent could live in a different-than- predicted type of neighborhood due to other positive
characterigtics of it that we did not address, and/or congtraints that were not measured or
properly incorporated. This supports the need for more future efforts on characterizing a
neighborhood more completely.

Sample segmentation by variables such as number of children, number of workers, and
vehicle availability may improve future modes of residentia choice by increasing the
homogeneity of the resulting segments. Thiswas aready done on asmdl scae by the remova
of the retired and unemployed respondents. On that note, a study of the residentia choice of
the retired sample may yidld interesting, and possibly quite different, results. Powerful
explanatory variables like job location are likely to be replaced by variables more pertinent to
non-working individuas, such as degree of safety and accessto recreation. On the other hand,
the history dependence or inertiaeffect (living where one lived before retirement, because one

has't gotten around to moving yet) islikely to be strong and cannot be neglected in such a

study.
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The collection of new data would increase the possibilities of extending thiswork. It
would be desirable for arigorous research plan to be designed to capture a household's
decison making structure, idealy while in the process of choosing aresdentid location. Such a
plan would require the identification of households that are planning to relocate in ayear or less.

All members (of such households) over 16 would be surveyed to collect informeation on the
factors that were important in the decision to choose a new residentiad location (as well as
sociodemographic and trave diary information). Factors that may be found significant could
include job re-location, family-size change and school qudity. 1dedly, questions would be
designed to measure the relive influence individua household members hed in the find choice
of resdence; congraints may even be identified that help distinguish preference and choice. For
example, questions could include: “If you had the fina decision, would this have been your
resdentia choice?’, (if no) “On ascae of 1 to 10 (10 being the highest rating), how much
influence did you have in choosing your resdence?’, and “What congraints, if any, prevented
you from sdecting your first choice of resdence?’ Though this type of study design may add to
the understanding of an individud’ s or household' s resdentid choice/preference, it is essentidly
aone-move study, and hence limited in its ability to show the dynamics and causdity of
resdentid choice.

The collection of longitudina data would be the best gpproach for resolving causdity in
anindividua’s or household' s resdentia choice process. The incorporation of panel data on
attitudes, lifestyles, travel, sociodemographic, and resdentia variables into a structura equation

model would alow the dynamics of the interactions between the previoudy mentioned variables
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to be studied. For example, over a period of years one may be able to sudy whether individua
atitudes and lifestyle changed, whether residentid |ocation influenced any changesin attitudes
and lifestyle, and whether behavior (such astravel demand) changed dong with them. A
longitudind study with a focused research design like the one mentioned above could offer the
best hope for disentangling relationships of mutua causation found in the resdentid choice

conceptua modd of this dissertation.

9.7  Contributionsof thisWork

There were three main interrelated objectives for this dissertation: 1) to present a
redlistic conceptual mode of the relationships among residentia choice, job location, trave
behavior, and other mgjor components involved with spatid interaction modeling at a
disaggregeate level, 2) to provide a better understanding, through empirica models, of what
motivates an individua to choose a certain type of resdentia location, and of the relationship
between residentia location and travel behavior, and 3) to identify the role thet attitudina and
lifestyle variables play in peopl€ s residentid location choice and travel behavior. Each of these
godls has been advanced, and has resulted in some useful contributions to the land use and
travel research area

The conclusons and implications of a modd fully depend on the specification of the
relationshipsinvolved in the process or behavior under consderation. One unexpected finding
from the literature review was the abosence of a study theat fully specified the many

interdependent relationships involved with resdentia choice. In the papers reviewed, the
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authors only looked at portions of the residentia choice process defined by the conceptual
mode in this dissertation. Indeed, the completeness of the model, dong with its literature
support of hypotheses, is one accomplishment of this dissertation.

The measurement of neighborhood type as a continuous variable through factor anadysis
was another important part of thiswork. Many researchers have used geographicaly- specific
measures of resdentia location (such as census tracts and neighborhoods), but these measures
have limited transferability to other geographic contexts. Other researchers have used discrete
indicators such as suburban versus traditiond, but thisis limiting in that there can be
consderable variation within such types of residentia location. A two-factor disaggregate
solution representing traditiona and suburban neighborhood dimensions was used in this study.
This gpproach dlowed for asingle areato possess attributes of both types of neighborhoods,
and dlowed individuas within the same area to face different neighborhood characteristics— a
flexibility amply judtified by the empiricd results. Further, it hasthe datistica advantage of
producing continuous measures of endogenous variables, atrait that is desirable in both
regresson and structural equation models.

A large amount of the research on transportation/land use interactions to date has mainly
consisted of pointing out correlations between travel patterns and characteristics of urban form.
An important next step taken in this study is the development of ingght into the behavior
underlying these corrdations (i.e., the causa relationships). The structura-equation
methodology used here is noted for being able to provide indght into causality dueto its ability

to measure interaction effects among variables. Specificadly, SEM procedures dlow the total
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effects, the sum of direct and indirect (interaction) effects, of the explanatory variables on the
endogenous variables to be estimated. The arrows in the conceptua mode (Figure 1) are
intended to represent direct effectsonly. Indirect effects, on the other hand, occur when a
variable impacts a variable through an intervening varigble. The difference between direct and
tota effects can be substantia, and consequently, it isimportant to consider both effects when
making research conclusons. The value of the SEM gpproach was readily seenin the andyss
of the direct and total effects results of the models, where inferences based only on the direct
effects were sometimes different than those based on the total effects (showing that sngle-
equation mode conclusions can be erroneous) due to not incorporating interaction effects.

A particularly noteworthy result from the multi-equation model was that no travel
variables were directly sgnificant to resdentia choice, nor were any resdential choice varigbles
directly sgnificant to travel (see Table 53). By contradt, attitude and lifestyle variables had a
large, direct impact on travel demand. When tota effects were andyzed (see Table 54), it was
found that travel variables and residentid choice variables do influence each other through
indirect effects. The direct and tota effects resultsindicate that atitude and lifestyle variables
play the greatest role in explaining residentiad choice and travel demand. In particular, these
results suggest that when attitudind, lifestyle, and sociodemographic variables are accounted for,
neighborhood type has very little influence on travel behavior.

The measurement and incorporation of attitudina and lifestyle measures into residentid
choice modd s was another accomplishment. Given that a person’s perceptions, attitudes,

lifestyles and preferences have a Sgnificant impact on dl of her or his decisions, the use of



271

atitudind and lifestyle variables in the estimation of modds seems naturd. However, few
resdentia choice studies have incorporated attitudina variables (see for example, Prevedouros,
1992), with the present study advancing the state of the art in that regard. Attitudina and
lifestyle variables were found to have the largest explanatory power of dl the variables included
in the discrete choice models of Chapter 5, the regresson models of Chapter 7, and the
structura equation models of Chapter 8.

In conclusion, this dissertation has pointed to severd ways in which current resdentia
choice models can be improved. Most important, improved models can lead to a better
understanding of the underlying factors mativating an individua or household to sdlect a
particular type of resdentid location. In turn, transportation and urban planners can better
understand the market for various neighborhood types, and improve their ability to forecast the

travel impacts of different land use configurations.
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Table 16: Sociodemographic Characteristics of the Raw

Employed Sample' (N3

= 615)

Variable

5 Neighbor hoods (N3=615): NSF(N=121) SSF(N=119)
CON(N=105) PH(N=140) SJ (N=130)

Occupation’ number, percent cases (missing cases)

Manager/adminigtration 115, 19.7% (32)
Professond/technica 262, 44.9% (32)
Adminidrative support 90, 15.4% (32)
Retired Not Applicable

Household composition: mean,

standard deviation (missing cases)

Household size 2.33,1.14 (0)
No. people 16 or over 1.94,0.76 (8)
No. people under 16 0.41, 0.77 (8)
No. full-time workers 1.22, 0.60 (0)
No. workers (part- and full-time) 1.46, 0.50 (0)

Per sonal characteristics; mean,

standard deviation (missing cases)

Age 44.6,10.1 (178)
Educatior® 4.16, 1.28 (8)
Femde (=1, Mae=0) 0.52, 0.50 (0)
Household income® 6.64, 1.25 (0)

Yeaslived in Bay Area

24.48, 15.53 (4)

! Thevaluesgiven in thistable are based

onraw data(i.e., no imputed means).

% Not all job categories are presented, and thus, percentages do not sum to 100%.

% Education and household income were entered as categorical data(e.g., 5 = annual income ranging from
$20,001 to $35,000), but here averaged as if they were continuous. Respondents were on average well-
educated (avalue of 4 represents completion of 4-year degree) with moderate income levels (avalue of 6
represents annual income varying from $35,001 to $50,000).



Table17: Trave and Residential Characteristics of the Raw
Employed Sample® (N3 = 615)
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Variable

5 Neighborhoods (N3=615): NSF(N=121) SSF(N=119)
CON(N=105) PH(N=140) SJ (N=130)

General trave information: m

ean, standard deviation (missing cases)

No. of vehicles

1.95, 1.01 (0)

No. of vehicles/ driver

1.05, 0.50 (0)

Commute distance 12.20, 12.24 (49)
(1-way, miles)
Dally person trips 4.44, 2.34 (63)

Dally vehide-miles traveled

30.38, 29.47 (65)

Dally trangt-milestraveled

4.97, 14.01 (66)

Dally wak/bike-milestraveled

0.56, 2.83 (66)

Residential characteristics: mean, standard deviation (missing cases)

Home size (square feet) 1496, 639 (47)
No. of bedrooms 2.71,1.00 (6)
Home value category? (for the 4.39, 1.15 (0)
435 homeowners)

Monthly rent category? (for the 3.56, 1.05 (2)
180 renters)

Most important reasonsfor choosing current neighborhood: number, percent

Housing cost 348, 56.6%
Close to shops and services 135, 21.9%
Close to work 175, 28.5%
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Good school

65, 10.6%

! Thevalues given in thistable are based on raw data (i.e., no imputed means).
2 Home value and monthly rent were collected as ordinal categorical variables. Reference points for each
category include: 4 (home value ranging from $180,001 to $250,000),
6 (home value ranging from $375,001 to $575,000), 3 (monthly rent ranging from $501 to $700), and 4 (monthly

rent ranging from $701 to $1,000).

Table 18: Sociodemographic Characteristics of the Raw
Reduced Sample* (N, = 515)

Variable

5 Neighbor hoods (N,=515): NSF (N=95) SSF
(N=100) CON (N=87) PH (N=121) SJ(N=112)

Occupation’ number, percent cases (missing cases)

Manager/adminigiration 93, 19.1% (27)
Professond/technica 222, 45.6% (27)
Adminigrative support 76, 15.6% (27)
Retired Not Applicable

Household composition: mean, standard deviation (missing cases)

Household size 2.31,1.12 (0)
No. people 16 or over 1.91,0.72 (8)
No. people under 16 0.42,0.77 (8)
No. full-time workers 0.80, 0.40 (0)
No. workers (part- and full-time) 1.45, 0.50 (0)

Personal characteristics: mean, standard deviation (missing cases)

Age 44.79, 11.16 (151)
Educatior® 4.16, 1.28 (8)
Female (=1, Male =0) 0.54, 0.50 (4)
Household income® 6.63, 1.20 (0)

Yeaslived in Bay Area

24.68, 15.61 (4)




! Thevalues given in thistable are based on raw data (i.e., no imputed means).
2 Not all job categories are presented, and thus, percentages do not sum to 100%.
% Education and household income were entered as categorical data(e.g., 5 = annual income ranging from

$20,001 to $35,000), but here averaged asiif they were continuous. Respondents were on average well-
educated (avalue of 4 represents completion of 4-year degree) with moderate income levels (avalue of 6

represents annual income varying from $35,001 to $50,000).

Table19: Trave and Residential Characteristics of the Raw

Reduced Sample* (N

4= 515)
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Variable

5 Neighborhoods (N,=515): NSF(N=95) SSF(N=100)
CON(N=87) PH(N=121) SJ(N=112)

General trave information: m

ean, standard deviation (missing cases)

No. of vehicles

1.94, 0.93 (0)

No. of vehicles/ driver

1.05, 0.44 (0)

Commute distance 10.81, 10.02 (40)
(1-way, miles)
Dally person trips 4.29, 1.91 (56)

Dally vehide-milestraveled

28.48, 26.00 (58)

Dally trangt-miles traveled

4.20, 12.37 (57)

Dally wak/bike-milestraveled

0.18, 0.53 (57)

Residential characteristics. mean, standard deviation (missing cases)

Home size (square feet) 1488, 602 (37)
No. of bedrooms 2.71,1.00 (6)
Home value category” (for the 4.38,1.11 (0)
368 homeowners)

Monthly rent category? (for the 3.61,1.01 (0)

147 renters)
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Most important reasonsfor choosing current neighborhood: number, percent

Housing cost 288, 55.9%
Close to shops and services 112, 21.7%
Close to work 152, 29.5%
Good school 54, 10.5%

! Thevalues given in thistable are based on raw data (i.e., no imputed means).
2 Home value and monthly rent were collected as ordinal categorical variables. Reference points for each

category include: 4 (home value ranging from $180,001 to $250,000),

6 (home value ranging from $375,001 to $575,000), 3 (monthly rent ranging from $501 to $700), and 4 (monthly

rent ranging from $701 to $1,000).



Table 20: Regression Imputation Model for Variable: Commute Distance
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Variable Name and Type! Coefficient t-statistic (p-value)
Age (S -0.10 -2.01 (0.05)
Manager (S) 4.29 2.71(0.02)
Professond (S) 3.88 3.05 (0.00)
Pro-transit (A) 1.33 2.40 (0.02)
Adventurer (L) 1.28 2.32(0.02)
North San Francisco (D) -8.98 -6.21 (0.00)
South San Francisco (D) -7.44 -5.03 (0.00)
Constant 16.90 6.36 (0.00)
Number of observations 379

R 0.18

R-Adjusted 0.17

F (significance) 12.00 (0.00)

! 5= Sociodemographic, A = Attitude Factor, L = Lifestyle Factor, D = Dummy Variable

Prediction Equation:

Commute Distance(i) =

(-0.10)*Age(i) + (4.29)* Manager(i) + (3.88)* Professiond (i) +
(1.33)* Pro-trangt(i) + (1.28)* Adventurer(i) +
(-8.98)*North_San Francisco(i) + (-7.44)* South_San Francisco(i) + 16.9



Table21: Regresson Imputation Model for Variable: Daily-Transit Miles
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Variable Name and Type! Coefficient t-statistic (p-value)
Commute Digtance (S) 0.40 8.77 (0.00)
Number of vehicles () -1.99 -3.42 (0.00)
Pro-trangt (A) 3.30 5.87 (0.00)
Hobbyist (L) -1.18 -2.04 (0.04)
San Jose (D) -5.64 -3.98 (0.00)
Congtant 5.23 3.90 (0.00)
Number of observations 507

R 0.24

RZ-Adjusted 0.23

F (dgnificance) 31.70 (0.00)

ls= Sociodemogr aphic, A = Attitude Factor, L = Lifestyle Factor, D = Dummy Variable

Prediction Equation:

Transt-Mileage Rate(i) =

(0.40)* Commute_Distance(i) + (-1.99)* Number_of vehicles(i) +
(3.30)* Pro-trangt(i) + (-1.18)*Hobbyist(i) + (-5.64)* San_Jose(i) + 5.23



Table21: Regresson Imputation Model for Variable: Daily-Transit Miles
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Variable Name and Type! Coefficient t-statistic (p-value)
Commute Digtance (S) 0.40 8.77 (0.00)
Number of vehicles (S -1.99 -3.42 (0.00)
Pro-trangt (A) 3.30 5.87 (0.00)
Hobbyist (L) -1.18 -2.04 (0.04)
San Jose (D) -5.64 -3.98 (0.00)
Congtant 5.23 3.90 (0.00)
Number of observations 507

R 0.24

RZ-Adjusted 0.23

F (dgnificance) 31.70 (0.00)

ls= Saciodemogr aphic, A = Attitude Factor, L = Lifestyle Factor, D = Dummy Variable

Prediction Equation:

Transt-Mileage Rate(i) =

(0.40)* Commute_Distance(i) + (-1.99)* Number_of vehicles(i) +
(3.30)* Pro-trangit(i) + (-1.18)*Hobbyist(i) + (-5.64)* San_Jose(i) + 5.23



Table 22: Regresson Imputation Model for Variable: Daily-Vehicle Miles
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Variable Name and Type! Coefficient t-statistic (p-value)
Commute Digtance (S) 0.94 10.43 (0.00)
Femae (S) -6.00 -2.49 (0.01)
Number of vehicles (S) 6.01 5.31 (0.00)
Pro-driving (A) 3.00 2.56 (0.01)
Pro-transit (A) -2.43 -2.20 (0.03)
Adventurer (L) 3.07 2.75 (0.01)
Traveler (L) 2.34 2.13(0.03)
Constant 9.66 3.08 (0.00)
Number of observations 507

R 0.28

R-Adjusted 0.27

F (sgnificance) 28.31 (0.00)

! 5= Sociodemographic, A = Attitude Factor, L = Lifestyle Factor, D = Dummy Variable

Prediction Equation:

Vehide-Mileage Rate(i) =

(0.94)* Commute_Distance(i) + (-6.00)* Female(i) +

(6.01)* Number_of_vehicles(i) + (3.00)* Pro-driving(i) +
(-2.43)* Pro-trangit(i) + (3.07)* Adventurer(i) + (2.34)* Traveler(i) + 9.66



Table 23: Strongest Pattern Matrix Loadings for Attitudinal Factor Scores'

121

Statement Loading
Factor 1: Pro-High Density

| need to have space between me and my neighbors -0.75
| would only live in amultiple family unit, (apartment, condo, etc.) as alast resort -0.69
It's important for children to have alarge backyard for playing -0.67
High-density residential development should be encouraged 0.55
Factor 2: Pro-Environment

Environmental protection costs too much -0.78
Environmentalism hurts minority and small businesses -0.75
People and jobs are more important than the environment -0.73
Environmental protection is good for California's economy 0.73
Stricter vehicle smog control laws should be introduced and enforced 047
Factor 3: Pro-Pricing

| would be willing to pay atall to drive on an uncongested road 0.76
We should raise the price of gasoline to reduce congestion and air pollution 0.38
Traffic congestion will take care of itself because people will make adjustments -0.25
Factor 4: Pro-Alternatives

Having shops and services within walking distance of my home would 0.50
be important to me

Vehicle emissions increase the need for hedlth care 0.49
| use public transportation when | cannot afford to drive 0.44
We should provide incentives to people who use electric or other clean-fuel vehicles 0.42
More lanes should be set aside for carpools and buses 0.39
Factor 5: Pro-Driving

Driving alows me to get more done 0.74
Driving alows me freedom 0.71
| would rather use a clean-fud car than give up driving 0.66

! Some lower and secondary factor loadings are presented when they help improve interpretation of

the factors.




Table 23: Strongest Pattern Matrix Loadings for Attitudinal
Factor Scores' - (Continued)

Statement Loading

Factor 6; Pro-Drive Alone

| like someone else to do the driving -0.70
| am not comfortable riding with strangers 0.62
Ridesharing saves money -0.49

Factor 7: Pro-Growth

We need to build more roads to help decrease congestion 0.59
Too many people drive aone -0.48
Too much agricultural land is consumed for housing -0.44
Getting stuck in traffic doesn' t bother me too much 0.39

Factor 8: Work-Driven

| like to spend most of my time working 0.73

When things are busy at work, | get more done by cutting back on personal time 0.71

Factor 9: Time-Satisfied

| would like to have more time for leisure -0.74
| fee that | am wasting my time when | have to wait -0.69
Getting stuck in traffic doesn' t bother me too much 0.48

Factor 10: Pro-Transit

Public transportation is unreliable -0.70
It costs more to use public transportation than it does to drive a car -0.59
Buses and trains are pleasant to travel in 057
| can read and do other things when | use public transportation 043

! Some lower and secondary factor loadings are presented when they help improve interpretation of
the factors.



Table 24: Strongest Pattern Matrix L oadings for Lifestyle Factor Scores*
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Activity Description’ L oading
Factor 1. Culture-Lover

Attended a concert or symphony 0.49
Attended the ballet 0.46
Read material on art or architecture 0.44
Attended the theater 0.39
Factor 2: Altruist

Read material on religion 0.61
Spent last weekend participating in religious activities 0.58
Volunteered to help the community 0.53
Spent last weekend doing volunteer work 0.52
Participated in community events 0.43
Factor 3: Nest-Builder

Read materia on home improvement 0.65
Read material on gardening 057
Made house improvements myself 057
Put in aflower or vegetable garden 0.55
Spent last weekend doing yard work 0.53
Factor 4. Relaxer

Spent last weekend reading 0.56
Spent last weekend at home relaxing 0.55
Spent last weekend shopping 0.48
Spent last weekend doing chores 047
Factor 5. Traveler

Traveled to another country 047
Took acruise 043
Visited another state 0.37
Vidted awildlife refuge 0.35




Table 24: Strongest Pattern Matrix Loadings for Lifestyle

Factor Scores! -(Continued)
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Activity Description® L oading
Factor 6: Adventurer

Went hunting 0.53
Used an off-road vehicle 051
Went to a shooting range 0.47
Participated in a motor cross 041
Factor 7: Fun-Seeker

Went to a zoo 054
Read children’ s stories 051
Vidited an aguarium 0.45
Visited an amusement park 0.36
Factor 8: Homebody

Read materials on women' sissues 0.65
Read material on fashion 0.60
Sewed (made clothes, quilts, etc.) 0.58
Read material on cooking or recipes 0.56
Did needlework or embroidery 054
Read material on decorating 0.50
Factor 9: Outdoor Enthusiast

Visited anational park or historic site 0.64
Visited a state park or historic site 0.60
Visited alocal park or historic site 0.56
Went hiking or backpacking or camping 051
Visited a beach 0.49




Table 24: Strongest Pattern Matrix Loadings for Lifestyle
Factor Scores! -(Continued)
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Activity Description® L oading
Factor 10: Athlete

Participated in a sports event 0.64
Played tennis or golf 0.59
Attended a professional sports event 0.57
Read material on sports or exercise or heath 0.55
Spent last weekend outdoors participating in sports 0.48
Factor 11: Hobbyist

Read material on science or nature 0.56
Read materia on the environment 050
Read materia on the outdoors 0.45
Read material on history 0.44
Read material on photography 041
Read materia on humor 0.39
Read materia on pets 0.32
Spent last weekend doing hobbies 0.29

! Some lower and secondary factor loadings are presented when they help improve interpretation

of the factors.

% Thetime frame for these activitiesis asfollows. " Read materia on..." within the past

month; all other activities occurred within the past 12 months except where noted to have taken

place the past weekend.
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Table 25: Relative Effects of Sociodemographic Characteristics and Attitude/L ifestyle
Factorsin aBinary Logit Residential Choice M odel
(Dependent Variable: Suburb =1 and Traditional Neighborhood = 0)

Variable Name and Type Full Model Attitudeand Sociodemogr aphic
S = Sociodemographic Lifestyle Factors | Characteristics
A = Attitude Factor Excluded Excluded
L = Lifestyle Factor
b t b t b t
(p-val.) (p-val.) (p-val.)
Constant -1.36 | -349 | -252 -7.66 1.02 7.24
(0.00) (0.00) (0.00)
Number of people under 16 (S) 0.83 350 091 477
(0.00) (0.00)
Number of vehicles available (S) 0.77 4.43 101 6.83
(0.00) (0.00)
Yearslived in Bay Area (S) 0.03 3.38 0.05 6.59
(0.00) (0.00)
Pro-pricing (A) -058 | -334 -0.63 -4.10
(0.00) (0.00)
Pro-environment (A) -029 | -187 -0.35 -2.40
(0.06) (0.02)
Pro-high density (A) -0.84 | -4.86 -0.94 -6.00
(0.00) (0.00)
Pro-alternatives (A) -063 | -3.70 -0.60 -3.85
(0.00) (0.00)
Altruist (L) 0.32 2.23 0.28 217
(0.03) (0.03)
Culture-lover (L) -0.76 | -4.91 -0.86 -5.95
(0.00) (0.00)
Nest-builder (L) 0.57 3.83 0.69 514
(0.00) (0.00)
Number of observations 492 492 492
Initid log-likelihood -341.03 -341.03 -341.03
Log-likelihood at convergence -151.95 -219.04 -181.46
r? 0.55 0.36 0.47
Adjusted r 2 0.52 0.35 0.44
c? 378.16 243.98 319.16
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Table 26: Contributions of Attitude/Lifestyle Factorsand Sociodemographic Variablesto
the Explanatory Power of the Residential Choice M odel

M odel Description® r? % of Total % of Full Model
Information Information
Explained by Explained by

Block? Block?®

Market share model (1 variable) 0.101 10.1 18.2

Mode with constant and 3 sociodemographic 0.358 8.6t025.7 15.5t0 46.4

variables only

Mode with constant and 7 attitudinal and lifestyle 0.468 19.6t0 36.7 35.4t0 66.2

variables only

Full model (11 variables) 0554 554 100.0

! r % rather than adjusted r  should be used for an analysis of thistype sinceit isr * that has the
interpretation of percent information in the data explained by the model, and alows for the
decomposition of the "perfect information” scenario into incremental contributions of blocks of
variables (see Hauser, 1978).

% Bold numbers are obtained by: r ?(Full modd) - r 2(Model w/sociodemographic only or
attitudinal and lifestyle variables only) x 100%. Italic numbers are obtained by: r *(Modd
w/sociodemographic only or attitudinal and lifestyle variables only) - r *(market share model) x
100%. For example, the percent contribution of sociodemographic variables ranges from [0.554 -
0.468] * 100 =0.086 * 100= 8.6 t0[0.358 - 0.101] * 100 =0.257 * 100 = 25.7.

® Valuesin this column are equa to [% of total information contributed by block /Full mode r 2.



Table 53: Direct Effects (t-stat.) of Nontransformed Residential Choice SEM

Endogenous Residential Attitudes Travel Job
Variable ® Choice/ Demand Location
Preference
Explanatory | Trad- | Sub- Pro- Pro- Pro- Vehicle | Transit | Wak/ | Commute
Variable itional | urb HD Driving | Transit | Miles Miles Bike Distance
Miles
®
Constant 1512 0.733 | 0.145 -1.041 -0.010 28.668 5.241 0.608 1.798
(806) | (312 (3.03) (-5.47) (-0.26) (6.96) (222 (5.60) (1.02)
Sociodemogr aphic
A 0015 | 0.008
* (-4.63) (2.44)
Femae 0.550 9.322
(5.64) (-3.91)
Household -0.128
Size (369
Number of -0.225
People Under (-4.69)
Age 16
Number of 0.247 5.121 2.19
Vehides (-6.47) (4.92) (-4.95)
YearsLived 0.007
in Bay Area (336)
Lifestyle
Adventurer 4.16
(4.30)
Culture-Lover -0.158 0.251
(-4.41) (6.83)
Hobbyist -0.100
(-2.96)
Homebody 0.175
(4.81)
Nest-Builder 0141 -0.182
(-3.79) (-4.90)




QOutdoor
Enthusiast

0.091
(257)

Table 53: Direct Effects (t-stat.) of Nontransformed Res. Choice SEM - continued

Endogenous
Variable®

Residential
Choice/
Preference

Attitudes

Travel
Demand

Job
Location

Explanatory
Variable

®

Trad-
itiona

Sub-
urb

Pro-
HD

Pro-
Driving

Pro-
Transit

Vehicle
Miles

Transit
Miles

Walk/
Bike
Miles

Commute
Distance

Attitudes

Pro-
Alternatives

-0.105
(-2.73)

0.275
(2.59)

Pro-Drive
Alone

0.161
(4.16)

Pro-
Environment

0.167
(4.25)

Pro-Growth

-1.082
(-2.86)

Pro-Pricing

0.109
(3.42)

-0.123
(-3.58)

Time-
Satisfied

-0.119
(-3.28)

Work-Driven

0.119
(363

Pro-High*
Density

0.498
(5.21)

Pro-Driving

-0.643
(-4.40)

-0.566
(-1.60)

Pro-Transit*

3.192
(2.25)

Residential Choice/Preference

Suburb!

2.692
(2.89)

Travel Demand

Vehicle
Milest

0.020
(4.06)

0.223
(5.33)




Transit 0.712
Miles! (4.89)

Walk/Bike! -7.441
Miles (2.02)

Job Location

Commutel 0.030 0.341
Distance (1.97) (199

! Endogenous variable.
Table54: Total Effects of Nontransformed Residential Choice SEM

Endogenous Residential Attitudes Travel Job
Variable ® Choice/ Demand Location
Preference
Explanatory | Trad- | Sub- Pro- Pro- Pro- Vehicle | Transit | Wak/ | Commute
Variable itional | urb HD Driving | Transit | Miles Miles Bike Distance
Miles
®
Constant 0.070 | -0.007 | 0.062 0.042 0.001 30.134 5.055 0.561 12.084

Sociodemogr aphic

Age -0.015 | 0.009 0.011 0.033
Femde -0.128 | -0.076 | -0.257 0.400 -7.637 -0.857 | -0.226 -2.514
Household -0.128

Size

Number of -0.112 -0.225

People Under

Age 16

Number of -0.282 | -0.014 | -0.070 | 0.110 5.583 -2.348 | -0.062 -0.468
Vehicles

YearsLived -0.003 -0.005 | 0.008 0.034 0.004 [ -0.005 0.011
in Bay Area

Lifestyle

Adventurer -0.028 | 0.045 | -0.057 | 0.089 4.536 0.509 [ -0.050 1.493




Culture-Lover | 0.125 | -0.177 | 0.251 -0.215 -0.630
Hobbyist -0.112 -0.136 -0.399
Homebody 0.196 0.238 0.698
Nest-Builder -0.232 -0.182

Outdoor 0.045 0.091

Enthusiast

Table54: Total Effects of Nontransformed Residential Choice SEM - continued

Endogenous Residential Attitudes Travel Job

Variable® Choice/ Demand Location
Preference

Explanatory | Trad- | Sub- Pro- Pro- Pro- Vehicle | Transit | Wak/ | Commute

Variable itional | urb HD Driving | Transit | Miles Miles Bike Distance

Miles

®

Attitudes

Pro- 0.014 | -0.140 | 0.028 | -0.044 -2.229 -0.393 | 0.300 -1.151

Alternatives

Pro-Drive 0.016 0.161 0.698 0.541

Alone

Pro- 0.017 0.167 0.724 0.561

Environment

Pro-Growth -0.034 -1.471 -1.140

Pro-Pricing 0.109 | -0.138 -0.167 -0.490

Time- 0.042 | -0.005 | 0.084 | -0.130 -0.547 -0.061 | 0.073 -0.180

Satisfied

Work-Driven 0.059 0.119

Pro-High' 0.498

Density




Pro-Driving -0.349 | 0.046 | -0.701 0.090 4.589 0.515 -0.617 1511
Pro-Transit! 0.101 4.339 3.362
Residential Choice/Preference
Suburb* 0.120 1.358 3.982
Travel Demand
Vehicle -0.007 | 0.011 | -0.014 0.021 0.090 0.122 -0.012 0.359
Miles?
Transit 0.032 0.359 1.053
Miles?
Walk/Bike! 0.051 | -0.080 | 0.102 -0.159 -8.111 -0.911 0.090 -2.670
Miles
Job Location
Commute 0.045 0.505 0.479
Distance
! Endogenous variable.
Table55: Direct Effects (t-stat.) of Transformed' Residential Choice SEM
Endogenous Residential Attitudes Travel Job
Variable® Choice/ Demand Location
Preference
Explanatory | Trad- | Sub- Pro- Pro- Pro- Vehicle | Transit | Wak/ | Commute
Variable itional | urb HD Driving | Transit | Miles' | Miles | Bike | Distance
Milest
®
Constant 1822 | -1.034 | 0204 -1.407 -0.046 3.838 0.823 0.160 -3.313
(8.3) (-38) (3.9) (47 (11 (4.3 @) (11.6) (12)
Sociodemogr aphic
A -0.018 | 0.009
% (5.06) | (2.61)
Femae 0.543 -0.812
(6.03) (3.69)
Household -0.081
(1.92)




Size
Number of -0.328
People Under (-4.86)
Age 16!
Number of -0.761 1.652 -0.870
Vehidlest (544) (517) | (6.30)
Years Lived 0.004
in Bay Area (221)
Lifestyle
Adventurer* 0.554
(2.40)
Culture-Lover -0.178 0.230
(-4.48) (5.80)
Hobbyist -0.099
(-2.75)
Homebo 0.217
v (5.50)
Nest-Builder -0.143 -0.140
(-3.53) (-3.61)
Outdoor 0.106
Enthusiast (287)
Relaxer 0.042
(1.63)

! These variables were transformed to reduce their univariate kurtosis values— all variables had a natural log
transformation except number of vehicles, which was a square-root transformation.

Table55: Direct Effects (t-stat.) of Transformed' Res. Choice SEM - continued

Endogenous Residential Attitudes Travel Job
Variable ® Choice/ Demand Location
Preference

Explanatory | Trad- | Sub- Pro- Pro- Pro- Vehicle | Transit | Wak/ | Commute

Variable itional | urb HD Driving | Transit | Milest | Miles' | Bike | Distance
Miles!

®

Attitudes

Pro- -0.070 0.026

Alternatives (157 (213)




Pro-Drive 04.11273
Alone (421)

Environment 373

Pro-Growth -0.058
(2.07)

Pro-Pricing 0.108 | -0.074
@1 | (223

Satisfied (319)

Work-Driven 0.092
(2.55)

Pro-High? 0.591
Density (500

Pro-Driving? -0.702 -0.082
(-4.41) (-2.00)

Pro-Transit? 0.286
(2.56)

Residential Choice/Preference

Suburb? 2.149
(284

Travel Demand

Vehicle 0.226 2.213
Miles? (4.07) (4.89)

Transit 5.732
Miles? (4.96)

Walk/Bike? -7.201
Miles (2.04)

Job Location

Commute’- 0.059 0.065
Distance (262) (324)

! These variables were transformed to reduce their univariate kurtosis values— all variables had a natural log
transformation except number of vehicles, which was a square-root transformation.

2 Endogenous variable.
Table56; Total Effects of Transformed' Residential Choice SEM

Endogenous Residential Attitudes Travel Job
Variable® Choice/ Demand Location
Preference

Explanatory | Trad- | Sub- Pro- Pro- Pro- Vehicle | Transit | Wak/ | Commute




Variable itional | urb HD Driving | Transit | Miles! | Miles! | Bike Distance
Miles!

®

Constant 0.052 0.015 0.053 0.101 -0.037 4.802 0.616 0.149 10.88

Sociodemogr aphic

Age 0018 | 0011 0.002 0.038

Femae 0172 | -0148 | -0.292 0.416 -0.563 -0.161 -0.035 -2.489

Household -0.081

Size

Number of -0.194 -0.328

People Under

Age 16!

Number of 0940 | -0091 | -0.303 0.432 1.910 -0.969 -0.036 -1.523

Vehicles!

YearsLived -0.002 -0.003 0.005 0.003 0.001 -0.005 0.013

in Bay Area

Lifestyle

Adventurer -0.060 | 0.045 -0.102 0.145 0.641 0.184 -0.012 2.832

Culture-Lover 0.136 -0.224 0.230 -0.050 -0.765

Hobbyist 0.124 -0.028 -0.425

Homebody 0.272 0.060 0.930

Nest-Builder -0.226 -0.140

Qutdoor 0.063 0.106

Enthusiast

Relaxer -0.020 | 0.008 -0.034 0.048 0.029 0.008 -0.004 0.127

! These variables were transformed to reduce their univariate kurtosis values— all variables had a natural log
transformation except number of vehicles, which was a square-root transformation.

Table56: Total Effectsof Transformed' Res. Choice SEM - continued

Endogenous Residential Travel Job




Variable® Choice/ Attitudes Demand Location
Preference

Explanatory | Trad- | Sub- Pro- Pro- Pro- Vehicle | Transit | Wak/ | Commute

Variable itional | urb HD Driving | Transit | Miles' | Miles | Bike | Distance

Miles!

®

Attitudes

Pro- 0.021 -0.146 0.035 -0.050 -0.220 -0.082 0.031 -1.272

Alternatives

Pro-Drive 0.035 0.178 0.088 0.581

Alone

Pro- 0.031 0.161 0.080 0.528

Environment

PrO_Growth -0.040 -0.101 -0.664

Pro-Pricing 0.108 -0.093 -0.021 -0.318

Time 0.052 -0.020 0.089 -0.126 -0.076 -0.022 0.010 -0.334

Satisfied

Work_Driven 0.054 0.092

Pro-High? 0.591

Density

Pro-Driving? -0.479 0.182 -0.811 0.156 0.692 0.198 -0.096 3.056

PrO_Trang'tz 0.195 0.498 3.271

Residential Choice/Preference

Suburb? 0.255 0.278 4.293

Travel Demand

Vehide 0108 | 0304 | -0183 | 0262 0.156 0.331 -0.022 5.111

Miles?

Transit 0.681 0.742 11.450

Miles?

Walk/Bike? 0.780 -2.189 1.321 -1.883 -8.327 -2.385 0.156 -36.804

Miles

Job Location

Commutée? 0.119 0.129 0.997

Distance

! These variables were transformed to reduce their univariate kurtosis values— all variables had a natural log
transformation except number of vehicles, which was a square-root transformation.



% Endogenous variable.

Table59: Direct Effects (t-stat.) of Standardized N.T. Residential Choice SEM

10

Endogenous Residential Attitudes Travel Job
Variable ® Choice/ Demand Location
Preference
Explanatory | Trad- | Sub- Pro- Pro- Pro- Vehicle | Transit | Wak/ | Commute
Variable itional | urb HD Driving | Transit | Miles Miles Bike Distance
Miles
®
Sociodemogr aphic
A 0153 | 0.084
*® (-4.63) (2.44)
Femae 0.275 -0.165
(5.64) (-3.90)
Household -0.146
Size (3.64)
Number of -0.170
People Under (-4.69)
Age 16
Number of -0.249 0.183 -0.166
Vehides (-6.46) (4.93) (-4.95)
YearsLived 0.114
in Bay Area (336)
Lifestyle
Adventurer 0.147
(4.31)
Culture-Lover -0.158 0.251
(-4.41) (6.83)
Hobbyist -0.100
(-2.96)




287

Homebody 0.175
(4.81)
Nest-Builder -0.141 -0.182
(-3.78) (-4.90)
Outdoor 0.091
Enthusiast (2.57)

Table59: Direct Effects (t-stat.) of Standardized N.T. Res. Choice SEM - continued

Endogenous
Variable ®

Residential
Choice/
Preference

Attitudes

Travel
Demand

Job
Location

Explanatory
Variable

®

Trad-
itional

Sub-
urb

HD

Pro-
Driving

Pro-
Transit

Vehicle
Miles

Transit
Miles

walk/
Bike
Miles

Commute
Distance

Attitudes

Pro-
Alternatives

-0.105
(-2.73)

0.103
(2.59)

Pro-Drive
Alone

0.161
(4.16)

Pro-
Environment

0.167
(4.25)

Pro-Growth

-0.081
(-2.86)

Pro-Pricing

0.109
(342)

-0.123
(-3.58)

Time-
Satisfied

-0.119
(-3.28)

Work-Driven

0.119
(363

Pro-High?
Density

0.498
(5.22)

Pro-Drivingt

-0.643
(-4.40)

-0.211
(-1.59)

Pro-Transit*

0.239
(2.25)

Residential Choice/Preference




288

Suburb* 0.228
(2.89)

Travel Demand

Vehicle 0.554 0.532

Miles! (4.06) (5.32)

Transit 0.805

Miles? (4.89)

Walk/Bike! -%024

Miles (202)

Job Location

Commutel 0.356 0.301

Distance (1.97) (1.94)

Table60: Total Effects of Standardized N.T. Residential Choice SEM
Endogenous Residential Attitudes Travel Job
Variable® Choice/ Demand Location
Preference
Explanatory | Trad- | Sub- Pro- Pro- Pro- Vehicle | Transit | Wak/ | Commute
Variable itional | urb HD Driving | Transit | Miles Miles Bike Distance
Miles

®

Sociodemogr aphic

Age 0153 | 0.094 0.008 0.028

Femde 0.064 | -0.038 | -0.129 0.200 0.135 -0.032 0.042 -0.106

Household -0.146

Size

Number of -0.085 -0.170

People Under

Age 16

Number of 0285 | -0014 | -0.071 0.111 0.200 -0.178 -0.023 -0.040

Vehicles

Years Lived -0.040 | 0.005 -0.080 0.124 0.018 0.004 -0.026 0.015

in Bay Area




289

Lifestyle

Adventurer 0028 | 0.045 -0.057 0.089 0.161 0.038 -0.019 0.126
Culture-Lover | 0.125 0177 | 0251 -0.016 0,053
Hobbyist -0.112 -0.010 -0.034
Homebody 0.196 0.018 0.059
Nest-Builder 0.232 -0.182

Outdoor 0.045 0.091

Enthusiast

Table60: Total Effectsof Standardized N.T. Residential Choice SEM - continued

Endogenous Residential Attitudes Travel Job

Variable ® Choice/ Demand Location
Preference

Explanatory | Trad- | Sub- Pro- Pro- Pro- Vehicle | Transit | Wak/ | Commute

Variable itional | urb HD Driving | Transit | Miles Miles Bike Distance

Miles

®

Attitudes

Pro- 0.014 -0.140 0.028 -0.044 -0.079 -0.029 0.112 -0.097

Alternatives

Pro-Drive 0.016 0.161 0.052 0.046

Alone

Pro- 0.017 0.167 0.054 0.048

Environment

Pro_Growth -0.034 -0.110 -0.097

Pro-Pricing 0.109 -0.138 -0.012 -0.041

Time- 0.042 -0.005 0.084 -0.130 -0.019 -0.005 0.027 -0.015




290

Satisfied

Work-Driven

0.059

0.119

Pro-High?
Density

0.498

Pro-Driving

-0.349

0.046

-0.701

0.090

0.162

0.039

-0.231

0.128

Pro-Transit*

0.102

0.325

0.285

Residential Choice/Preference

Suburb!

0.120

0.102

0.337

Travel Demand

Vehicle
Milest

-0.193

0.306

-0.389

0.604

0.090

0.259

-0.128

0.858

Transit
Milest

0.424

0.359

1.191

Walk/Bike!
Miles

Job Location

0.136

-0.215

0.274

-0.426

-0.768

-0.182

0.090

-0.604

Commuté*
Distance

0.527

0.446

0.479

* Endogenous variable.
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Figure7: Standardized Means (by Neighbor hood) of the Nine Highest-L oading Trait
on the Aggregate Traditionalness Factor
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Figure8: Standardized Means (by Neighborhood) of the Nine Highest-L oading Trait:

on the Single Disaggr egate Traditional Factor
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Figure9: Standardized Means (by Neighborhood) of the Nine Highest-L oading Trait:
on the Suburban Factor of the Two-Factor Solution
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Figure 10: Standardized Means (by Neighborhood) of the Nine Highest-L oading Trai
on the Traditional Factor of the Two-Factor Solution
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