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ABSTRACT

Report Title: Investigating Intelligent Transportation Systems Strategies on the
Santa Monica Freeway Corridor
Authors: Vinton W. Bacon Jr., John R. Windover, and Adolf D. May

This report describes a multi-year research effort to simulate the Santa Monica Freeway
Corridor in Los Angeles using the INTEGRATION computer simulation model, and to
investigate the potential benefits of Intelligent Transportation Systems (ITS). The
simulation process involved a massive data collection effort, coding the collected datainto
the model, testing and calibration of the INTEGRATION model, and finally, performing
investigations with the calibrated network.

The data collection efforts were very extensive involving over a year's efforts.  The
resulting data set included supply, demand and control data and is believed to be the most
extensive data set compiled for the Santa Monica Freeway corridor. This data set was
used to code a network consisting of 111 origin and destination nodes, 1,747 nodes, and
3,286 links. An involved demand estimation process using the QUEENSOD and
INTEGRATION programs led to the creation of origin/demand matrices for each half
hour time dlice from 6:00 am. to 8:00 p.m.

Because of the novel nature of the INTEGRATION program, numerous tests were
performed to determine the capabilities of the program before moving ahead with the
calibration effort. The calibration of the model was divided into three parts representing
the morning peak period, the mid-day period and the evening peak period. The calibration
efforts began by attempting the calibration of the first time dice of the morning peak
period (6:00 am. to 6:30 am.). This alowed for the identification of problems in the
modeling effort, and the incorporation of refinements in the demand estimation and traffic
simulation processes. The effort to calibrate the morning peak period resulted in a
reasonable calibration of time dices one, two, and three. However, after an extensive
effort, a reasonable calibration of time dices four through six was not attained. Similar
results were obtained for the mid-day period. Calibration of the evening peak period was
not attempted.

The initial investigation plan was to study the impact of various Advanced Traffic
Information Systems (ATIS) and Advanced Traffic Management Systems (ATMS) control
strategies. However, due to time and fund restrictions, coupled with limitations of the
INTEGRATION model, the investigation period was restricted to limited ATIS studies
with a modified morning peak period. The investigations performed indicated that ATIS
benefits increased significantly with incident severity and significantly decreased with
distorted information.

Key Words: Freeways, Intelligent Transportation Systems, Animation and Simulation
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EXECUTIVE SUMMARY

This report highlights some of the major findings and conclusions of this three year, multi-
person research effort in applying the INTEGRATION model to the Santa Monica Freeway
corridor in Los Angeles.  This simulation study, like most simulation studies, consisted of the
following four major activities:

« Selecting smulation model and site for application,
o Assembling and coding model input data,

o Testing and calibrating the model,

« Undertaking investigations with the model.

The mgjor findings of this study are presented under each of these major activities in the
following sections, and the conclusions are presented at the end of the executive summary.

SELECTING SIMULATION MODEL AND SITE FOR APPLICATION

The research team had previously assessed the available simulation models which could be
employed in investigating ATMS and ATIS strategies in a freeway corridor. The key
required features of the models included origin/destination demand estimation, traffic
assignment coupled with traffic ssmulation, and the ability to smulate ATIS and ATMS
strategies in a freeway corridor. Three models, CONTRAM, INTEGRATION and
SATURN, were found to be most applicable in these earlier studies. The research team
gained experience in using the CONTRAM and INTEGRATION models. While
recognizing that all models had some deficiencies, the INTEGRATION model was
determined to be the most appropriate for this current study.

While many difficulties were encountered with applying the INTEGRATION model in this
study, it is still considered to be the model most suitable for studies similar to this one.
Two new model developments, CORFLO/CORSIM and DYNASMART, are currently
underway and should also be considered for future studies of this nature.

The previous experience with models is covered in Chapter 2 and an overview of the
INTEGRATION model is presented in Chapter 3. This documentation of the
INTEGRATION model in Chapter 3, is considered to be one of the most comprehensive
available today.

The Santa Monica Freeway corridor was selected as the site for this current study because
of the previous experience of the research team in working in this corridor, and the
cooperative arrangements which developed with the California Department of
Transportation and the City of Los Angeles. While an excellent site for considering
ATMS and ATIS implementations, the physical size, time duration of the study, and
complexity of the freeway corridor provided significant challenges to the research team.
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The freeway portion of the freeway corridor included over twenty directional freeway
miles with great variability in geometric features. There were thirty on-ramps and thirty
off-ramps aong the freeway with varying merge and diverge design configurations, and
varying intersection designs where the ramps connected to the arterial street system.

The arterial portion of the freeway corridor included over 200 direction arterial street
miles and over 500 intersections. The intersections included yield sign controlled, stop
sign controlled, and signal controlled intersections. The 3 12 signalized intersections
included a wide variety of multi-lane configurations and multi-phase signal timing plans.

The study duration extended from 6:00 A.M. to 8:00 P.M., a total of fourteen hours
which was divided into twenty-eight 30 minute time dlices. The target was to obtain
traffic counts on over 3200 links for each of the twenty-eight time slices which
represented almost 100,000 link flows.

Previous simulation modeling experience in the Santa Monica Freeway corridor is
described in Chapter 2. The general characteristics of the freeway and arteria street
portions of the corridor are described near the beginning of Chapter 4.

ASSEMBLING AND CODING MODEL INPUT DATA

The flow chart of project activities contained in Figure 1.1 in Chapter 1 pictoriadly
illustrates that the assembly and coding of model input data included freeway data and
arterial data which in turn included in each supply, demand, and control sub-data sets.
The effort to assemble and code input data required over a year’'s efforts with two to three
members of the research team involved. Once the sub-data sets were assembled, data was
coded and inputted into the INTEGRATION model. Data collection and preparation of
model input is covered in considerable detail in Chapters 4 and 5.

The freeway and arterial street data were assembled separately, and because of the delay in
obtaining the arterial data, work on the freeway-only portion of the corridor proceeded
first. Delays in the arterial data collection stage of the project were due to two factors.
Firgt, the data collection efforts were hampered by delays in the instalation of loop
detectors along the arterial streets. Secondly, the Northridge earthquake occurred in the
middle of the project which further delayed data collection efforts. Only through the
cooperation of the California Department of Transportation and the City of Los Angeles
could such a gigantic data set be assembled.

An important contribution of the research team efforts was the compilation of al available
traffic count information for al portions of the Santa Monica Freeway by half-hour time
periods from 6:00 A.M. to 8:00 P.M. These counts included all previous traffic counts
over the past five years as well as comprehensive data sets collected by the research team.

Although causing a delay in the project schedule, the City of Los Angeles collected an
excellent comprehensive traffic count data set for most of the arterial streets in the
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corridor using their recently operational ATSAC system.  Unfortunately turning
movements were only available at a few intersections. Another contribution of the
research team efforts was the compilation of these traffic counts in a systematically
developed set of spreadsheets.

The final step in this phase of the project was inputting the assembled supply, demand, and
control data into the INTEGRATION model. The final coding of the freeway corridor
included 111 origin and destination nodes, 1747 nodes, and 3286 links. The capacities
were estimated for each link and appropriate speed-flow curves were also developed for
each link. A plot of thefinal freeway corridor configuration is shown in Figure 5.11.

The time-of-day intersection (3 12) and ramp (30) traffic signal plans were coded into the
INTEGRATION model. Because of the complex signalized intersections and the heavy
traffic demands, a unique expanded intersection coding scheme was developed as shown
in Figure 5.5.

A demand estimation process was developed as shown in Figure 5.17 which connected
interactively the QUEENSOD program with the main program, INTEGRATION. In
addition, the research team developed a large number of auxiliary programs which were
used to enhance the input coding process, provide for the connection between
QUEENSOD and INTEGRATION models, and later for checking and summarizing the
model outputs.

The final coding for the INTEGRATION mode included the following four data files:
node descriptor, link descriptor, signal timing plans, and origin/destination demand
matrices.

It should be noted that the effort required to collect and code data is directly proportional
to the size and complexity of the network. A network as large and complex as the Santa
Monica Freeway corridor required over a year's efforts to collect and code the model
input data. Even with a data collection effort this large, problems were still encountered in
the calibration efforts due to the need for an even more extensive and accurate data base
of demand data (i.e. link flows).

TESTING AND CALIBRATING THE MODEL

Due to the continuous updating of the INTEGRATION model and limited number of real-
world applications of the INTEGRATION model, thorough testing of the model was
required. The effort completed by the research team in the testing of the INTEGRATION
model is detailed in Chapter 6. The testing of the model analyzed the INTEGRATION
model’s ability to model both freeway and arteria links, however the freeway portion of
the corridor was emphasized due to its importance in the corridor simulation.

INTEGRATION model tests with two simple freeway networks indicated that the
INTEGRATION versions 1.5d and 1.5e were predicting similar traffic performance and

Page vi



that these predictions were similar to traffic performance estimates from awell established
simulation model (FREQ) and analytical solutions. Tests with a simple arterial network
indicated that INTEGRATION versions 1.5d and 1.5e were reasonably modeling arterial
links.

To test the INTEGRATION model on a larger scale the freeway-only portion of the Santa
Monica Freeway corridor was coded and calibrated for both INTEGRATION versions
1.5d and 1.5e. In order to judge the performance of the INTEGRATION model, the
freeway-only portion of the Santa Monica Freeway corridor was accurately coded and
calibrated with the FREQ model, which is a well established freeway simulation model.

With some modifications to the coding of freeway off-ramps, the INTEGRATION 1.5¢
modeling of the eastbound mainline freeway was fairly reasonable. However, there were
still some guestions about the performance of the INTEGRATION model in simulating
the freeway-only portion of the corridor. The INTEGRATION model was predicting
higher congestion levels on the eastbound mainline freeway during the morning peak
period. Comparison of the link flows predicted by INTEGRATION 1.5¢ and FREQ
reveaed differences on the order of plus or minus 500 vehicles per hour.

The testing of the INTEGRATION model’s ability to model HOV lanes determined that
the INTEGRATION model is very robust in its abilities to simulate a wide range of HOV
facilities.

Future simulation projects utilizing the INTEGRATION model should attempt to obtain
much more detailed documentation on the INTEGRATION model and many of its
subsidiary programs than was available for this research effort. Detailed documentation
on the methodol ogies programmed into the INTEGRATION model is crucial.

Various features of the INTEGRATION model were tested and modified as a result of
this research effort. Future simulation projects should also obtain detailed reports on the
testing and validation of the various features of the INTEGRATION model.

While not completely satisfied with the results of the model testing effort, a decision was
made to move ahead into the calibration effort with the anticipation that these remaining
problems could be overcome in the calibration effort or if not, the calibration effort and
the later planned investigations would be redesigned considering these limitations.

The calibration stage of the research project was one of the most extensive stages of the
project, involving over one year’'s efforts. Due to time and fund restrictions, coupled with
problems encountered in the use of the INTEGRATION model, the calibration stage of
the project only attempted the calibration of fourteen of the twenty-eight time slices to be
simulated. Only six of these fourteen time dlices were classified as calibrated a the
conclusion of the calibration effort. The calibration effort conducted by the research team
is detailed in Chapter 7.
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The corridor calibration was difficult because a network of the size and complexity of the
Santa Monica Freeway corridor had never been successfully calibrated using the
INTEGRATION model nor an equivalent model. The calibration effort focused initialy
on asingle expanded intersection and then on calibrating the entire Santa Monica Freeway
corridor. A huge effort was undertaken during the calibration of the first time dlice to
refine the demand estimation process that will be utilized during the calibration of all
subsequent time dlices. Once the problems associated with the calibration of the first time
dice were resolved the calibration of the morning peak period and midday period were
undertaken.

The attempts to calibrate the INTEGRATION model for the first early-morning
uncongested time dlice, which included work to refine the demand estimation process,
required three months of effort on the part of the research team. A major accomplishment
was the identification of problems in the modeling effort, and incorporating refinementsin
the demand estimation and traffic ssimulation process in an attempt to overcome or
minimize these problems. The research team received guidance from the INTEGRATION
model developer’s during this stage of the calibration effort and both participated in the
model refinements.

An incremental approach was followed during the calibration of the morning peak period
(eight time dlices) and midday period (ten time dlices). The effort to calibrate the morning
peak period resulted in a reasonable cadlibration of time dices one, two and three.
However, after an extensive effort, both at U.C. Berkeley and Queen’s University, a
reasonable calibration of time dices four, five and six was not attained. The calibration of
the last two time dices of the morning peak period was not attempted. It should be noted
that the model developer was not under contractual obligations to the research team, but
did provide guidance and recommendations throughout the calibration of the morning
peak period and did take the opportunity of attempting to calibrate the morning peak
period.

The calibration effort for the midday period achieved a marginally reasonable calibration
for time dlices nine, ten and eleven, but not for time dlices twelve through sixteen. The
calibration of the last two time dlices of the midday period was not attempted.

Future research should further improve the demand estimation process. Improvements in
the demand estimation process would lead to the generation of more accurate
origin/destination matrices, which would produce a more reasonable calibration. Further
work to determine the optimal number of minimum path trees and optimal generation time
of those minimum path trees, and to determine the optimal arterial link flow reliability
factors, should be undertaken.

The calibration effort undertaken for this research project highlights the high correlation
between network size and complexity, and the calibration effort required. A more
successful calibration would surely have resulted if a more comprehensive and more
accurate demand data base (i.e. observed link flows) was available. Future data collection
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efforts should attempt to obtain traffic volumes of all turning movements at all
intersections.  Observed turning movements will improve the modeling of traffic
performance at signalized intersections.  Since unreglistic delay at many signalized
intersections in the corridor was one of the main reasons why the time dices with heavy
demands could not be calibrated, improved modeling of traffic at intersections will allow a
more successful calibration effort.

It should be noted that the research team devoted over a years efforts to the data
collection effort. This effort did result in one of the most comprehensive and complete
corridor data bases ever assembled.

UNDERTAKING INVESTIGATIONS WITH THE MODEL

The investigations conducted by this research effort primarily focused on the impact of in-
vehicle information systems (1V1S) with different levels of information quality under non-
incident and various incident conditions. An evaluation of the INTEGRATION model’s
potential ability to model ATIS and ATMS control strategies and the results of the
investigations conducted is contained in Chapter 8.

Investigations of ATIS control strategies were severely limited since attempts to establish an
INTEGRATION run with anetwork loaded entirely with unguided vehicles were unsuccessful.
Thus, the base run for the ATIS investigations was with a network loaded entirely with guided
vehicles. Investigations to study the impact of supplying motorists two different levels of
information quality were conducted. The INTEGRATION model was also capable of
simulating variations in the number of surveillance links in the network, CMS and HAR.
However, due to extremely limited project time tests to vaidate these features of the
INTEGRATION model were not conducted by the research team. Tests to validate these
features could not be found in any of the literature on the previous applications of the
INTEGRATION model available to the research team. Thus, investigations to study these
untested control strategies were not considered for this research effort.

The INTEGRATION model was only capable of limited investigations of ATMS control
strategies. The model was not able to simulate optimized ramp meter timing plans or
optimized signal coordination along an arterial route. The optimization of individual signals
required implementation in the calibration stage of the project, thus this feature was not
available to be incorporated into the final design of experiment. The INTEGRATION model
had proven to be robust in simulating HOV lanes, but these control strategies were classified as
lower priority investigations and were not studied during this research effort.

Investigations with supply coding modifications were possible and were conducted at two
different incident locations with both a minor incident and major incident. Investigations with
demand coding modifications were not possible, due to problems encountered in calibrating
time slices with heavy demand patterns. The investigations conducted for this stage of the
project studied the impact of 1VIS with different levels of information quality under both non-
incident and incident situations in a network loaded entirely with guided vehicles.
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The demand pattern for the morning peak period was modified to reduce the level of
congestion in the network due to problems encountered in the calibration of time slices with
heavy traffic demands. The modified morning peak period was an eight time slice run
(including the warm-up time slice) that was created from the origin/destination matrices for the
first three time dlices of the morning peak period, which were all reasonably calibrated during
the calibration stage of the project.

The investigations were conducted at two incident locations. The first incident location was on
the eastbound mainline freeway upstream of the major bottlenecks which were predicted along
the eastbound mainline fi-eeway in the base run. Six investigations were conducted at this
location; two levels of information quality (perfect information and distorted information) and
three incident situations (no incident and a minor and major incident) were al studied. These
investigations revealed that for a minor incident, a 100 percent VIS system can offset the
adverse effect of the minor incident. However, the adverse effect of the major incident along
the eastbound mainline freeway in the Santa Monica Freeway corridor, can only be partially
offset by al vehiclesin the system being guided vehicles. Under the major incident situation,
travel timeson amost al sub-portions of the corridor network were increased.

The investigations with the distorted information indicated that a reduction in the level of
information quality provided to motorists resultsin significant increasesin total arterial trip
distances and reductions in total freeway trip distances. The overal total trip time in the
corridor when vehicles were provided distorted information under the non-incident situation
was amost equivalent to that when vehicles were provided perfect information under the major
incident stuation. Thus, in terms of total trip times the effect of distorted information was
almost as adverse asamajor incident with motorists receiving perfect information.

The second incident location was on the eastbound mainline freeway at a major bottleneck
location. The minor incident at this location resulted in an adverse effect to vehicles on the
eastbound mainlinefi-eeway and ramps, and to vehiclestraveling along the arterial routes. The
major incident at this second location had alarger impact on eastbound vehicles and the arteria
routes than the minor incident. Thus, the costs of both the minor and major incident at a
bottleneck location on the eastbound mainline freeway could only be partially offset by all
vehicles in the system being guided vehicles.

CONCLUDING OBSERVATIONS AND RECOMMENDATIONS

The concluding observations and recommendations from this research report summarize
the observations and discuss the potential enhancements in the data collection effort and in
the INTEGRATION model’s performance.  Some general remarks on computer
simulation modeling are also presented.

The data collection effort included the assembly and coding of both freeway and arterial
data. During the model calibration for both the freeway-only ssmulation and the freeway
corridor simulation the importance of complete and accurate freeway on-ramp and off-
ramp volumes and freeway-to-freeway connector volumes was realized. During the

Page x



freeway calibration work the need for accurate and proper freeway performance measures,
such as temporal and spatial velocity patterns and freeway end-to-end travel times, was
reconfirmed. The need to collect turning movement volumes at al signalized intersections
was also realized during the calibration stage of the project. During the calibration of time
dices with heavy demands unrealigtic traffic performance was being smulated at a number
of intersections which resulted in queue spill-back problems in the arteria network. A
more successful calibration would surely have resulted if al turning movement volumes at
all signalized intersections were available.

Thus, it is critica for future freeway data collection efforts to collect complete and
accurate freeway on-ramp and off-ramp volumes and freeway-to-freeway volumes. It is
also important that freeway performance measures be collected during the freeway data
collection efforts. For detailed ssimulation modeling, it is critical that accurate and
complete signalized intersection turning movement volumes be included in the arterial data
collection efforts.

The data collection effort for this research project, which collected intersection approach
volumes and only a few intersection turning movement volumes, required over a year's
efforts with two to three members of the research team involved to collect and code data.
It should be noted that the effort required to collect and code data is directly proportional
to the size and complexity of the network.

The link flow data was used to derive a synthetic origin-destination demand matrix. This
research project highlighted the difficulties these models have in determining the actual
origin-destination demand patterns. Future freeway corridor ssimulation efforts should try
to obtain actual origin-destination demand patterns from driver survey studies or from
other sources. Since these studies are very time consuming and expensive, the use of a
travel demand model should be considered to generate a more accurate origin-destination
demand matrix.

The performance of the INTEGRATION model was determined during the model testing,
model calibration and investigation stages of the research project. The five potentia areas
for improvements in the INTEGRATION model that were identified during this research
were;

« Further testing and enhancements of the opposing link feature of the INTEGRATION
model arerequired. Theinitial calibration efforts revealed that detailed smulation of a
signalized intersection in INTEGRATION required an eight node/twelve link
configuration, which would allow for the coding of left-turning movements which are
delayed by an opposing vehicle flow. The opposing link feature of INTEGRATION
should be enhanced to calculate the amount of delay imposed on left-turning
movements as a function of the geometry of the signalized intersection.

o TheINTEGRATION mode’s capability to smulate ATMS control strategies needs to
be expanded. The generation and simulation of optimal signal timing plans along an
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arterial route and optimal freeway ramp metering plans should be incorporated into the
INTEGRATION modédl.

« Animprovement is required in the process in which a base run with a network loaded
entirely with unguided vehicles for ATIS investigations is established. The ability to
establish an INTEGRATION simulation of a network loaded entirely with unguided
vehicles, which uses the travel time information or minimum path trees generated from
arun with a network loaded entirely with guided vehicles, that reasonably matches the
simulation run with the network loaded entirely with guided vehicles needs to be
improved.

o The output generated by the INTEGRATION model should be enhanced in order to
ease the analysis of the simulation output. The user should be able to obtain speed,
density and flow contour maps for a set of user-specified links.

o A reduction in the run time of the INTEGRATION model is required. Extremely slow
run times of several days hampered cdibration and investigation efforts for this
project.

While many difficulties were encountered with applying the INTEGRATION model in this
study, it is still considered to be the model most suitable for studies similar to thisone.

The effort and time required to complete a detailed and accurate fourteen hour simulation
of the entire Santa Monica Freeway corridor was underestimated by the research team.
Over a year's efforts were spent to assemble a comprehensive input data set, which
resulted in the best available single source of these data collected to date for the Santa
Monica Freeway corridor. The data requirements for a more successful calibration effort
were much greater than the project was able to collect. The model testing and calibration
stages of the project, which also required over a year’s efforts, developed and refined a
systematic procedure for the calibration process and demand estimation process. These
stages also identified and corrected and/or minimized some of the problems with the
INTEGRATION model, with help from the model developer. Some of the improvements
still required in the INTEGRATION model are identified above. Given the time, budget
and talent available for this project, only apartial calibration was achieved and only limited
investigations were conducted. Future simulation projects should be very conservative in
their estimation of the effort required for data collection and coding, model testing and
calibration, and investigations. The effort required to ssimulate a network is directly
proportional to the size (both temporal and spatial) and complexity of the network.
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Chapter 1: INTRODUCTION

This report summarizes the results of a multi-year, multi-person research project to investigate
Intelligent Transportation Systems (ITS) on the Santa Monica Freeway Corridor (1-10) in Los
Angeles, Cdliiornia. The initial goal of the project was to determine the potential benefits of
Advanced Traveler Information Systems (ATIS) and Advanced Traffic Management Systems
(ATMS) control strategies. However, due to time and fund restrictions the project scope was
scaled down to just ATIS investigations. The evaluation used the INTEGRATION traffic
smulation model. This project was under the direction of Professor Emeritus Adolf D. May at
the University of Californiaat Berkeley. This project began in September of 1992 and was
completed by June of 1995.

11 BACKGROUND

The nation’s network of surface streets constitute a large portion of the transportation system
that provides a basic source of mobility. However, congestion problems resulting from the
growth of automobile ownership and use now threaten thismobility. In 1987, it was estimated
that congestion accounts for over 2 billion vehicle hours of delay per year on urban freeways.
The productivity losses from congestion only were estimated to cost the nation up to $100
billion per year [ 15].

The magnitude of the congestion problem worldwide has resulted in numerous research efforts
aimed at improving the efficiency of the existing transportation systems. In particular,
increasing attention is being paid to the potentia of advanced technologies to achieve
improvements in the transportation system. 1TS represents a technology-based approach to
improving the nation’s transportation system’s efficiency.

ITSinvolve the application of advanced information processing and communications, sensing,
and control (and information) technologies to surface transportation. ITS offers the
transportation system significant benefits including: increased capacity and operational

efficiency, improved safety, reduced environment and energy impacts, increased productivity
for motor carriers and service providers, increased comfort and convenience of travel, and
improved cooperation between transportation systems operators. ITS technologies can be
viewed as six interlocked systems: Advanced Traffic Management Systems (ATMS),
Advanced Traveler Information Systems (ATIS), Advanced Vehicle Control Systems (AVCS),
Advanced Public Transportation Systems (APTS), Commercia Vehicle Operations (CVO),
and Advanced Rurd Transportation Systems (ARTS). ATMS includes urban traffic control
systems, incident detection systems, highway and corridor control systems, High Occupancy
Vehicle (HOV) priority treatment and ramp metering systems. ATIS technologies are
designed to provide the traveler with navigational information and routing advice based on
real-time traffic data using audio or visual media contained in the vehicle or on the highway.

AV CS technologies under development include variable speed control, radar braking, and
automated headway and steering control. APTS include automatic vehicle monitoring, real-
time traveler information systems, advanced payment systems, and real-time transit scheduling.
CVO addresses applications of advanced technologiesto commercia roadway vehicles (trucks,
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commercial fleets, and inner-city buses). ARTS include vehicle location, emergency signaling
andtraveler information.

Interest and support for ITS has been increasing dramatically in the last few yearsin the United
States as well as in Europe and Japan. However, there are a number of unanswered issues
which still have to be addressed before any large scale deployment of these new technologies
can take place. Specifically, the magnitude and consistency of the potential impacts of these
technologies on roadway traveling conditions must be evaluated, either through operational
field tests or research simulation studies. Due to the cost and complexity of operational field
tests, traffic smulation models are used to aid transportation system designers identify key
operational and performance issuesin testing arange of I TS scenarios.

12 PROJECT SCOPE AND OBJECTIVES

At the onset of the project, the main purpose was to investigate and quantify the likely benefits
of various ATIS and ATMS control strategies on the Santa Monica Freeway Corridor in Los
Angeles, California. However, due to difficulties encountered in the calibration stage of the
project and with the simulation model, coupled with time and fund restrictions, the project
scope was reduced to investigating and quantifying the likely benefits of ATIS. The ATIS
investigations studied the impact of in-vehicle information systems with different levels of
information quality under non-incident and various incident situations in a network loaded
entirely with guided vehicles. The impact of ATIS was assessed in terms of trip distances,
travel time savings and average speeds.

In order to evaluate and refine various I TS control strategies on the Santa Monica freeway
corridor, a modeling approach was selected. Through the use of simulation, it is possible to
investigate many potential scenarios under many different circumstances; and many statisticson
the behavior of the system can be obtained. The INTEGRATION traffic ssmulation model,
developed at Queen’s University in Kingston, Canada is being used for this application. The
INTEGRATION model has several characteristics that make it a powerful and rather unique
tool for network analysisin the ITS context.

13 APPROACH

This project is a continuation of the original work by May et a. [1]. It was determined
earlier that a dynamic model combining traffic ssimulation and traffic assignment in an
integrated freeway/arterial environment was desirable for evaluating the potential benefits
of ATIS and ATMS on the Santa Monica freeway corridor. Thus, a study was begun to
investigate the candidate models potentially suited for the purposes of this project [ 17].
The CONTRAM model was initially judged to be the appropriate model for this type of
analysis. An initial application of the CONTRAM model was carried out and reported in
1991 [18]. Problems were discovered regarding the ability of the CONTRAM model to
accurately reflect freeway congestion.
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A new phase of the project (referred to as Phase 1) started in the fall of 1991 which
employed the INTEGRATION traffic smulation model. INTEGRATION was developed
specifically to deal with representations of networks combining freeways and arterials.
The INTEGRATION mode was applied to a number of different hypothetical networksin
order to test the validity of the model before investigations on the entire Santa Monica
freeway corridor were conducted. A research report [20] was prepared to summarize the
various experiments conducted to validate the model capabilities with regard to freeway
modeling and ATIS modeling. These initial tests on hypothetical networks indicated that
the INTEGRATION model was a good model to respond to the needs of a freeway
corridor and exhibited a number of features that makes it well suited for modeling ATIS.

Phase 1 of the project also conducted an initia application of the INTEGRATION model
to a subsection of the Santa Monica freeway corridor, leading to the development of a
reference base run. This reference base assignment (without incidents and without ATIS
and ATMS) was considered as the baseline to compare with the performance of the
system under various ATIS and ATMS control strategies. The study area coded and
calibrated in this phase of the project involved approximately six miles of the Santa
Monica Freeway (I- 10) with associated ramps, two parallel arterials: Washington
Boulevard and Adams Boulevard (both eastbound and westbound), and a network of
other surface streets. In addition to the PATH report [20], further discussion of
investigations performed in Phase 1 of the project can be found in two papers[ 19],[21].

The next phase of the study (referred to as Phase 2) consisted, of initial experiments of
ATIS and ATMS modeling on the portion of the Santa Monica freeway corridor that was
coded and calibrated in Phase 1 of the project. A research report [22] was prepared to
summarize the investigations conducted in Phase 2 of the project. These investigations
were for the morning peak period (6:00 AM to 10:00 AM) under both incident-free and
incident traffic conditions. Strategies tested at this stage included freeway ramp metering,
traffic signal optimization, route guidance systems, and combinations of these strategies.
The primary focus at this phase of the project was more on developing and testing
methodologies for modeling various ITS strategies than on the quantitative simulation
results. This phase of the report concluded that while INTEGRATION had some
limitations it appeared to be significantly better for smulating ITS strategies than any
other known simulation models.

The present report describes the next phase of the study consisting of ITS modeling on a
larger portion of the Santa Monica freeway corridor. The area of study was expanded to
consist of approximately 10 miles of freeway with associated ramps, five parallel arterias:

Olympic Boulevard, Pico Boulevard, Venice Boulevard, Washington Boulevard and
Adams Boulevard (both eastbound and westbound), and a network of other surface
streets.  The time frame for this phase of the project was expanded from the morning peak
period (6:00 AM to 10:00 AM) to a full day of operation (6:00 AM to 8:00 PM). This
expanded portion of the Santa Monica freeway corridor to be modeled is the largest
freeway/arterial network simulation ever attempted. The calibration stage of the project
attempted to match the smulated and real-world traffic performance, on-both the freeway

Bacon, Windover and May Page 3



and arteria portions of the corridor network, as accurately as possible. Investigations
conducted with this expanded network primarily considered ATIS control strategies under
non-incident and various incident situations for a modified morning peak period (6:00 AM
t0 9:30 AM).

The stages of the present phase of the project are outlined in Figure 1.1. The goals and
objectives of the project were initidly to investigate and quantify the likely benefits of
various ATIS and ATMS control strategies, but were later scaled back to just consider
ATIS control strategies. To accurately quantify these benefits the study area coded for
Phases 1 and 2 of the project and the time frame of the simulation had to be expanded.
This expansion was required in order to redlistically model vehicle routing behavior
throughout the Santa Monica freeway corridor and throughout the entire day. This
expansion required the collection of supply, demand and control data for the entire
corridor. The freeway and arterial data were collected in two separate efforts, since
Caltrans collected the freeway data and the City of Los Angeles collected the arteria data.
The freeway data was collected in three facets. supply (geometry, capacity and speed/flow
relationship of all freeway and ramp links), demand (observed freeway and ramp link
flows) and control (freeway ramp metering plans). The arterial data was also collected in
three facets: supply (arterial network designation, and geometry, capacity and speed-flow
relationship of al arterial links), demand (observed arterial link flows) and control (signal
timing plans, stop sign locations and turning restrictions). The freeway data collected was
manipulated and then summarized into three spreadsheets (freeway supply, demand and
control data). The arterial data collected was also manipulated and summarized into three
spreadsheets (arterial supply, demand and control data). The data in the freeway and
arterial spreadsheets represent one of the most complete and accurate data sets available
for the Santa Monica freeway corridor.

The next stage of the project was the coding of the freeway and arteria data into input
files for the INTEGRATION model. The freeway and arterial supply spreadsheets were
combined and manipulated to create the INTEGRATION node and link files. The
freeway and arterial demand data were combined to create a list of observed link flows on
both the arterial and freeway portion of the corridor. The observed link flows were used
in a synthetic origin/destination (O/D) matrix estimation model called QUEENSOD to
derive O/D tables for each 30 minute time dlice. The arterial control data was coded into
the signal timing input file for INTEGRATION. The freeway control data (ramp metering
plans) were then coded into the signal timing input file. The result of this stage of the
project was a set of input tiles for the INTEGRATION model containing al the supply,
demand and control data necessary to simulate a full day of operation on the Santa Monica
freeway corridor. The collection and INTEGRATION input coding effort for the freeway
only portion of the network was detailed in a PATH report [9].

The calibration of the INTEGRATION model was the next stage of this project. Due to
the complexity of the calibration procedure, the simulation was separated into three
portions: a morning peak period (6:00 AM to 10:00 AM), midday period (10:00 AM to
3:00 PM) and evening peak period (3 :00 PM to 8:00 PM). The calibration effort focused
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on adjusting the supply, demand and control input data to match the INTEGRATION
simulated link flows to the observed link flows for each time dice. Care was taken to
adjust only those input data values within ranges of acceptable values. The calibration of
the freeway portion of the network was emphasized during the calibration stage due to the
importance of correct freeway performance. However, accurate matching of simulated
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and rea-world traffic performance on both the freeway and arterial portions of the
freeway corridor was stressed throughout the entire calibration stage of the project. Due
to time and fund restrictions, the calibration of the evening peak period was not attempted.

The next stage of the project was the INTEGRATION investigations. The investigations
were to be conducted within each of the three time periods used for the calibration effort
(morning peak period, midday period and evening peak period). However, the
investigations were limited to the morning peak period due to time and fund restrictions.
The demand pattern used for these morning peak period investigations was modified to
reduce the level of congestion in the network. The level of congestion in the network had
to be reduced from the observed levels due to problems encountered in calibrating time
dices with heavy traffic demands. The morning peak period investigations primarily
focused on the impact of in-vehicle information systems with different levels of
information quality, under non-incident and various incident conditions, in a network
loaded entirely with guided vehicles. The potential benefits of various ATMS strategies
were not analyzed in the morning peak period due to model limitations, and time and fund
restrictions.

The final stage of the project was the conclusions of this study. This phase summarizes
INTEGRATION’s modeling performance and the impact of in-vehicle information
systems with different levels of information quality during non-incident and several
incident situations in the modified morning peak period. This phase concludes with some
recommendations for ATIS implementation and a discussion of potential areas of future
research.

It should be noted that the INTEGRATION model was continualy improved and
enhanced during the course of this study. Before the calibration of the Santa Monica
Freeway corridor was undertaken, the version of the model to be employed for calibration
and investigations was tested to determine any remaining model problems. These tests
focused on INTEGRATION'’s ability to model both freeway and arterial performance.
During the calibration and investigation stages further problems were found in the
INTEGRATION modéd that required fixing by the developer. Determining the source of
the problems and verifying the corrections through model testing and re-testing, required
significant project time and resources. During the final investigations, further uncorrected
modal deficiencies were encountered which significantly reduced the scope and content of
the fina investigations.

14 ORGANIZATION OF THE REPORT

Chapter 2 of this report outlines the history and background of this study. Work conducted
worldwide and within the California PATH Program is summarized. Chapter 3 presents an
overview of the INTEGRATION traffic ssimulation model. Chapter 4 outlines the data
collection efforts for the ssimulation, for both the freeway and arterial portions of the Santa
Monica Freeway Corridor. Chapter 5 considers how those data were coded into the
INTEGRATION moddl. Chapter 6 presents the various tests that were conducted on the
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INTEGRATION model as part of this research effort. Chapter 7 describes the calibration
process, and Chapter 8 outlines the results of the ATIS investigations. Finally, Chapter 9
provides some conclusions, and the references complete the first volume of this report. The
second volume of this report contains the technical appendices.
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Chapter 2: PREVIOUS RESEARCH

This chapter discusses previous research efforts that have attempted to evaluate the
potential benefits of Advanced Traveler Information Systems (ATIS) and Advanced
Traffic Management Systems (ATMS). Due to the vast amount of research conducted in
this area over the past decade, this chapter only presents a sampling of this research. The
first section of the chapter lists research that has been performed in Japan, Europe and
North America. The second section of the chapter discusses previous Intelligent
Transgportation Systems (ITS) research conducted at UC-Berkeley. Finally, the chapter
summarizes the previous research and presents the transition from the previous research to
the current research effort.

2.1 PREVIOUS ATIS EVALUATION STUDIES

2.1.1 Japan

Some of the earliest reported research in this area was done by Kobayashi [32] in 1979.
This research involved a simulation model to assess the potentia benefits of the Japanese
CACS route guidance system. The model compared the shortest routes for guided drivers
with routes for non-guided drivers. It was estimated that the total network travel time
could be reduced by 6% at alevel of market penetration’ of 50 to 75%.

Tsuji [54,55]in 1985 devel oped mathematical models for estimating the effectiveness of a
route guidance system. The models were justified by comparison from actual data
collected from the CACS system. The models predicted that the travel time savings for
guided vehicles would be approximately 1 1%, compared to the 12% savings observed
from the CACS system. One drawback to the models developed was that the percentage
of guided vehicles was assumed to be so small that there would be no influence on non-
guided vehicles. That is, diversion due to route guidance was assumed to be small enough
that it did not affect travel times in the network.

Uno [56] et a. in 1994 created a model for evauating the benefits of real-time traffic
information that consists of three submodules; one for dynamic traffic flow, one for route
choice and one to assign traffic information based on traffic conditions. The route choice
submodule is somewhat unique in that in analyzing whether a vehicle will divert or not, it
allows for the consideration of factors such as scenery and safety, as opposed to solely
travel time.

2.1.2 Europe

The LISB? system in West Berlin is a route guidance system where a number of in-vehicle
units transmit traffic information to a central computer. The central computer processes
al of the information in the network and provides guidance to all of the equipped vehicles

"Market penetration refers to the percentage of vehicles that are equipped with route guidance
capabilities.
2 LISB isthe Berlin Route Guidance and Information System
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in the network. Initial analysis of the LISB system was done by Sparmann [49] in 199 1.
The study concluded that the potential safety and travel time improvements were
significant but offered no specific values of travel time savings. May et al. [37] developed
a novel method of analyzing the LISB system that consisted of comparing travel times for
guided and non-guided vehicles with the same origin and destination, and traveling at the
same time. The analysis with this method found that travel time savings from route
guidance were almost negligible. They surmise that the benefits of familiarity with the
network may override those from the LI1SB system.

In 1989, JMP Consultants [30] conducted an analysis of the AUTOGUIDE system in
London that is functionally similar to the LISB system. For a sample of 100 trips made,
the researchers compared actual paths to those of viable alternative routes and determined
that atravel time savings of 8 to 11% was possible.

Breheret et al. [10] used the CONTRAM traffic assignment model which routes unguided
drivers based on an approximate stochastic user equilibrium. The CONTRAM model
routes guided drivers using their optimum routes on the basis of current traffic conditions.
The findings of the research were that during incident conditions, the travel time savings
could be on the order of 15% when the guided vehicles were given numerous aternate
routes. When only a single aternate route was provided to guided drivers, the total
network travel times increased indicating that the provision of a single aternate route may
be problematic. Also, most of the travel time savings occurred with less than 10% guided
vehicles.

Smith and Russam [46] also used the CONTRAM model to evaluate the AUTOGUIDE
system. They reported that a travel time savings of 7% for guided vehicles was possible.
Non-guided vehicles would also benefit resulting in a total network travel time savings of
3-6%. Smith and Ghali [47] used a modified version of CONTRAM to evaluate the effect
of four traffic responsive control strategies in combination with two route guidance
strategies. They found that by combining a local system optimal route guidance strategy
with some of the familiar traffic control strategies, a total network travel time reduction of
at least 20% could be obtained.

Van Vuren et a. [63] in 1991 used the SATURN traffic smulation model to ssimulate a
network with multiple user classes, one class of non-guided vehicles and three classes of
guided vehicles. Simulation runs were made with three different demand levels and nine
levels of market penetration for an actual network near Leeds, England. The results of
the study were that in simulating user equilibrium routing, the travel time savings were on
the order of 5% for guided vehicles and only 1% for non-guided vehicles. The authors
stressed the need for further model development particularly the development of more
accurate dynamic route guidance.

Watling [64] provides a recent (1994) overview of the present state of simulation models
to evaluate real time information systems. He classifies the available models into three
groups. The first group is pure assignment models such as CONTRAM, JAM, and
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ASSIGN. A second category is microscopic simulation models with the ability to smulate
items such as lane changing and car-following. NETSIM and SIMNET are examples of
this second category. Finally, there are models that consist of an assignment submodule
and a traffic simulation submodule such as INTEGRATION and SATURN. He notes that
of al the models reviewed, only INTEGRATION, CONTRAM, and SATURN alow for
the re-optimization of route selection due to significant diversion of guided vehicles.
Among his recommendations for future research are smulation of driver behavior and
shifts in demand over time.

2.1.3 South Africa

In 1986, Brown et a. [11] undertook a study to determine the potential benefits of
improvements to the SIGNPOST program in Johannesburg that consists of numerous
changeable message signs. The methodology consisted of developing a suite of computer
programs that determine the minimum cost path trees, route vehicles accordingly, and
determine the travel costs for all of the vehicles. The study concluded that improvements
to the SIGNPOST system would reduce total travel costs by 1.63%, with one third of the
savingsin the form of reduced travel time.

2.1.4 North America

In 1991, Reiss et al. [41] discussed the use of the SCOT simulation model to assess the
performance of a freeway corridor control system, which includes signal timing
optimization using TRANSYT, ramp metering and route guidance. A freeway corridor in
Long Island, New Y ork was simulated under nine scenarios with varying levels of demand
and incidents. The results showed significant travel time savings under incident scenarios
but almost no savings in a non-incident scenario, implying that drivers already use their
best routes under recurrent congestion.

Mahmassani and Jayakrishnan [34] of the University of California at Irvine created a
simulation and assignment framework that consist of a traffic simulator and a user
decisions component. Simulation runs were conducted using a CRAY computer on a
hypothetical network of three parallel freeways that service a central business district
(CBD). Sengitivity analyses were done with market penetration and a factor to indicate a
user’s willingness to change routes. The results showed a maximum travel time savings of
5% with almost all of the benefits occurring with only 50% market penetration. However,
the authors cautioned that the results were only a starting point for further study. The

study is interesting as it emphasized the need to consider the user’s willingness to divert.
Attempts were also made to expand the dynamic model to explicitly model the driver's
information acquisition process.

In 1991, Kays et a. [31] proposed a framework that involved three components; a
survelllance system, a control and routing module, and a congestion prediction module,
the last being the novel suggestion. Also of interest is the recommended use of time-
varying demand in response to incidents.

Bacon, Windover and May Page 10



The Federal Highway Administration (FHWA) developed the CORFLO model [27] to
simulate construction scenarios for the 1-405 freeway in Renton, Washington. The model
attempted to examine the effect of numerous lane reductions that were expected on the
corridor resulting from the construction of additional freeway lanes. However, the model
could not be adequately calibrated to represent existing traffic flow. Use of the model was
not recommended due to the extensive data requirements of the mainframe version of the
program. According to conversations with professionals in the Los Angeles area, the
CORFLO mode was aso used to smulate the Santa Monica Freeway corridor without
success.

Researchers at the California Polytechnic State University have developed the METS
(Mesoscopic Event-driven Traffic Simulation) model [50,51] to smulate a wide range of
routing behavior including “smart” and “obedient” vehicles. In selecting a model for the
research, the INTEGRATION mode was listed as the best existing model but was
regjected because of the proprietary status of the program. The mesoscopic nature of the
METS program means that it is a hybrid of a true microscopic model and a macroscopic
model. The model ssimulates individual vehicles but calculates vehicle performance based
on macroscopic flow relationships. The model is still in the development stage.

Chang [13,14] discussed the development of a simulation network that uses a parale

computing architecture that allowed for increased computing speed. The model consists
of macroscopic and microscopic submodules that perform tasks independently of one
another. The model is still in the experimental stage. The authors argue that the increased .
computing speed may alow the model to ssimulate the provision of real-time information

in real-time. It appears that the computer needs of the framework are so intensive that

they may significantly restrict its usage.

The DYNASMART model [28,29], originaly developed at the University of Texas at
Austin, was used to assess the benefits of ATIS and ATMS strategies during special
events. The network simulated was near the Anaheim Stadium in the Los Angeles Area.
DYNASMART is a macroscopic model in determining shock-wave propagation and
traffic flow dynamics but also keeps track of individua vehicles. The model is also
capable of simulating capacity-reducing incidents as well as different levels of vehicles
with route guidance capabilities.

2.2 PREVIOUS PATH RESEARCH

Research concerning the benefits of route guidance began at the University of California’'s
PATH Program in the late 1980's. The present research is a continuation of these
research efforts.

2.2.1 Initial ATIS Studies

In 1989, Al-Deek and May [ 1, 2] estimated the potential benefits of route guidance on the
Santa Monica Freeway corridor in Los Angeles using three separate simulation models;
FREQ, TRANSYT and PATHNET. FREQ simulated the freeway portion of the corridor,
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TRANSYT the arterias, and PATHNET determined the shortest paths given the travel
times in the network. The results from this study were that potential travel time savings
were marginal in non-incident situations with normal demand. The savings increased with
increased demand and/or with the presence of incidents to a high of 4 to 14 minutes on a
30 minute trip with an incident scenario and higher demand.

The researchers noted that there were a number of assumptions that were made in this
study that need to be relaxed before a more comprehensive anaysis of the potential
benefits of route guidance can be made. For example, the study assumed that the number
of vehicles diverting from the freeway to the arterial in the event of an incident was
considered to be negligible. This assumption is valid only when market penetration is
quite small. As the percentage of guided vehicles increases, the network equilibrium
would need to be determined. Also, a number of experienced drivers may divert even
without the benefit of advanced route guidance. The amount of the total diversion to the
arterial streets and the resulting traffic conditions needed to be determined. Also, the
minimum path trees were calculated every 15 minutes. This may be too coarse a time
period given the dynamic nature of the minimum path trees during an incident scenario.

2.2.2 Investigations Using CONTRAM

The use of multiple simulation models in the Al-Deek study proved time consuming and
problematic, leading to the search for a single model that could perform the entire analysis.
In 1991, Gardes, Haldors and May [ 18] began such a search by anayzing a total of 24
simulation models with respect to their ability to simulate ATIS and ATMS. The initial
list of 24 consisted of seven transportation models, six freeway operations models, five
signalized network models, and six freeway/arteria corridor models. The initial screening
considered three major factors, the operating environment (freeway, arterial streets),
traffic assgnment capabilities, and the ability to represent congested traffic conditions.
This initial screening reduced the list from 24 to only 5 models. Of these five;
CONTRAM, JAM, and SATURN are signalized network models while CORQ and
INTEGRATION are freeway/arterial corridor models. The CORQ and JAM model were
found to be unavailable for use and hence not considered for detailed analysis.

A detailed analysis of the three models; CONTRAM, SATURN, and INTEGRATION,
consisted of a scoring system where each model was given a score based on a number of
model attributes that would be critical to an accurate ssimulation of route guidance. The
CONTRAM and SATURN models were strong in that they performed dynamic traffic
assignment, but weak in their ability to simulate freeways and queues resulting from traffic
congestion. INTEGRATION, on the other hand, was developed specifically to perform
traffic assignment in an integrated freeway/arterial network. The main weaknesses of the
INTEGRATION program was its early stage of development and a dearth of previous
investigations using the model. The originality and complexity of INTEGRATION’s
approach was also a concern. None of the models were found to be complete regarding
the simulation of route guidance. The conclusion of the research was that the three
models all should be tested on a small network to assess their potential ability to smulate
route guidance.
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Because of model availability, CONTRAM was chosen as the first model to investigate.
In 1991, Gardes, Haldors, and May [ 18] modeled a portion of the Santa Monica Freeway
corridor with CONTRAM. The network consisted of the mainline freeway, two parallel
arterials; Washington and Adams, and nine crossing arterials. The boundaries of the
network were Fairfax on the west and the Harbor Freeway (SR-110) on the east. Once a
calibrated base run was created, simulation runs with two types of incidents and many
levels of market penetration were conducted.

The results from the investigation conformed with what would be expected in the field,
travel time savings were greatest for guided vehicles with the system travel times
decreasing as the percentage of guided vehiclesrises. However, the researchers note that
the results should be viewed with caution due to a number of problems with the
CONTRAM model. The main problem with the model was its inability to accurately
represent congested freeway conditions. Comparison of CONTRAM with manual
calculations, and with the FREQ model, showed that the CONTRAM model was
predicting radically different speeds and queuing patterns. For future research the authors
recommended resolving this problem and also investigating the INTEGRATION model
which had recently became available and had undergone significant development.

2.2.3 Initial Testing of INTEGRATION - Freeway Straight Pipe Network

In January of 1992, the ITS/PATH research team switched to the INTEGRATION mode.
Due to the untested nature of the INTEGRATION model it was necessary to perform a
number of investigations to ensure that the model could accurately simulate traffic
performance and route guidance. Gardes and May [19, 20] performed a number of tests
with the INTEGRATION model prior to using the model to simulate the Santa Monica
Freeway corridor.

The first test of INTEGRATION consisted of simulating a ssmple straight-pipe section of
freeway containing a bottleneck where the roadway capacity dropped from 6,000 vehicles
per hour to 4,000 vehicles per hour. This network is shown in Figure 2.1. Demand was
such that the capacity of the bottleneck was exceeded for a 10 minute period which
resulted in the formation of a queue upstream of the bottleneck. Simulation runs were
made on this network with both the INTEGRATION and the FREQ models and the
results of these runs were compared to the results from an analytical solution. The FREQ
model was used because it is widely accepted as a model that is capable of simulating
traffic performance on a freeway under non-congested and congested conditions. Table
2.1 shows the results of this comparison.

The fit between the FREQ model, INTEGRATION model and the analytical solution were
al reasonably close. The dight discrepancy between the FREQ and INTEGRATION
models was hypothesized to result from the fact that in FREQ congestion can only begin
and end at boundaries between time dlices. A comparison of FREQ and INTEGRATION
was also made using the travel times, the volume/capacity ratio, and the density of al the
links in the network for each time slice. Again, the results between the two models were
considered to be relatively close.
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Figure 2.1: Freeway Straight-Pipe Bottleneck Network

Model Queue Start Maximum Maximum Queue End
Time Queue Time | Queue Length Time
Analytica 8:22 8:31 0.87 Miles 8:42
INTEGRATION 8:22 8:32 0.90 Miles 8:44
FREO 8:20 8:30 1.10 Miles 8:44

Table 2.1: Freeway Straight-Pipe Bottleneck - Summary of Modeling Results

The next test of the INTEGRATION model involved the straight-pipe network with two
on-ramps added. This network is shown in Figure 2.2. Again, the demand was such that
the capacity of the bottleneck was exceeded, resulting in a queue upstream of the
bottleneck. Similar comparisons were made and the results showed that the models
predicted the same traffic conditions with a reasonable degree of error.

0 miles 2.5 miles 3.6 miles
link# ¥ \/ \ 3

Figure 2.2: Freeway Straight-Pipe Bottleneck with Two On-Ramps

2.2.4 Initial Testing of INTEGRATION - Santa Monica Freeway

A network representing approximately nine miles of the eastbound portion of the Santa
Monica Freeway was coded using the FREQ and INTEGRATION models [20]. The
network encompassed 32 subsections of mainline freewav with 16 on-ramps and 15 off-
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ramps. The demand for the network represented eight 30 minute time dlices from 6:00 am
to 10:00 am.

Output from the two models including, travel times, observed speeds, and congestion
patterns, were compared and found to be relatively similar. However, it was noticed the
travel times predicted by the INTEGRATION model tended to be higher during periods of
congestion in comparison with the FREQ model. The researchers hypothesized that the
reason for this may be due to the differences in the ways in which the two models dissipate
queues.

2.2.5 Initial Testing of INTEGRATION - Diamond Network
To test the route guidance features of
the INTEGRATION model, a smple
network named the diamond network
was developed [20]. This network is
shown in Figure 2.3. Traffic in the
network moves from left to right. The
simplicity of the network alows the
anayst to observe INTEGRATION'’s
vehicle routing without the complica-
tions of alarger network.

The network represents a situation

where, under normal conditions, there Figure 2.3: The Diamond Network

are two identical paths, the upper and

lower portions of the diamond, that can be taken to traverse the network. The supply
characteristics of the upper and lower portions are identical. Thus, with no incidents in
the network, vehicles will be distributed equally among the two paths. An incident was
introduced into the lower path of the network resulting in demand exceeding capacity. A
number of scenarios were ssmulated with variations made to the severity of the incident,
the quality of the information provided to guided vehicles, and the percentage of guided
vehicles in the network.

The first sensitivity analysis varied the percentage of guided vehicles in the network from O
to 100% in 5% intervals. As expected, the system travel times decreased rapidly as the
percentage of guided vehicles was increased from 0% to 20% with little increase in
benefits beyond 20% market penetration. However, as the percentage of guided vehicles
increased beyond 60% the total travel time actually increased beyond the time for 0%
guided vehicles. The source of this aberration was found to be that, with heavy market
penetration, the routing for the guided vehicles would oscillate between the upper and
lower paths of the diamond network, resulting in significant congestion. It was found that
this problem could be mitigated by decreasing the accuracy of the information given to
guided vehicles.
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Overdll, the model was found to be quite useful in simulating the provision of route
guidance. Based on the success of this test and the testing with the two hypothetical
freeway networks, the model was considered to be a potential tool in the simulation of
route guidance on a freeway corridor.

2.2.6 Initial Santa Monica Freeway Corridor Investigations

The next step in the investigations process was to code a portion of the Santa Monica
Freeway corridor. The network was similar to the network modeled by the CONTRAM
model discussed in section 2.2.2. It consisted of eight miles of bi-directiona mainline
freeway, two parale arterials and nine mgor crossing arterials. There are 308 uni-
directional links in the network and 171 nodes. 30 of the 171 nodes are zones, i.e. origins
and/or destinations. This network is shown in Figure 2.4.

Senta Monice Freewsy Corridor Simulation Project

Gardes and Moy - May 1993

f i

Nodes "~ Links bl

Zones d

Figure 2.4: Santa Monica Freeway Network Coded by Gardes and May

Phase 1 of Gardes and May’s research concluded with the calibration of a base run with
this network. Phase 2 of the research [22] consisted of experiments using ATIS and
ATMS dlrategies. Six scenarios were simulated that consisted of a base run, and five
other scenarios that modeled ramp metering, signal optimization, route guidance and
combinations of these. All six scenarios were run under incident and non-incident
conditions. The results for non-incident conditions showed that ramp metering and signal
optimizations modeled by themselves resulted in travel time savings of less than two
percent each.

The presence of 25% guided vehicles resulted in an average travel time savings of 5.6%
for al vehicles in the network. A sensitivity analysis varying the percentage of guided
vehicles in the network revealed that more than half of the system benefits resulting from
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the presence of guided vehicles was possible with the first 5% of guided vehicles. The
presence of 5% guided vehicles resulted in an average travel time savings of 3.8%, where
guided vehicles saved 5.7% while unguided vehicles saved 3.7%. Increasing the
percentage of guided vehicles to 100% resulted in a travel time savings of 6.2% for the
system as awhole.

The simulation runs under incident conditions generally resulted in dightly larger travel
time savings for al ATIS and ATMS strategies. Under incident conditions, travel time
savings increased to 3.0% when only modeling ramp metering, and 5.6% when only
modeling signal optimization. Interestingly, the travel time savings from modeling route
guidance did not increase appreciably from non-incident to incident scenarios.

2.2.7 Expansion of the Network

Gardes and May concluded that the INTEGRATION model was a powerful tool in the
analysis of the potential benefits of numerous ATIS and ATMS dtrategies. However, to
more fully analyze these strategies on the Santa Monica Freeway a larger network would
need to be smulated. The INTEGRATION model was aso advantageous because of its
ability to handle a network of much greater size than the one coded by Gardes and May.

In September of 1992, the present research project was begun. The goal of the project
was to continue the simulation of the Santa Monica Freeway corridor using the
INTEGRATION model. The network to be smulated was to be significantly expanded.
It was felt that a more accurate representation of the network would yield more credible
results as to what the potential benefits of route guidance and other traffic management
strategies would be in a real freeway corridor. It is towards this goal that the present
research is directed.

2.3 SUMMARY OF PREVIOUS RESEARCH

The above discussion indicates that there is not at present a single model that is a proven
tool regarding its ability to simulate all aspects of ATIS and ATMS. The requirements of
such a model are difficult to meet as a proper smulation of ATIS and ATMS requires
microscopic simulation of individual vehicles so that traffic performance can be
determined accurately at the level of individua links. This not only requires massive
computing requirements for large networks, but a number of algorithms to assess items
such as lane changing, car-following, and complex traffic signals. The questions of
changes in demand due to various ATMS and ATIS dtrategies, and human behavior in
response to real-time information only complicate the matter further.

The INTEGRATION model offers much promise as a model that can ssimulate many
aspects of ATIS and ATMS. Many of the simulation models discussed in this chapter
adequately simulate certain items required for ATIS and ATMS research, but fail in some
other item critical to athorough analysis. INTEGRATION appeared to have the ability to
simulate a wide range of ATIS and ATMS strategies alone and in combination with one
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Chapter 3: OVERVIEW OF THE INTEGRATION MODEL

The INTEGRATION model was developed in response to the need to simulate entire
traffic networks; arterial streets combined with freeways, under non-congested as well as
congested traffic conditions [57]. For his doctoral dissertation in 1985, Michel Van Aerde
proposed a modeling approach that considers the behavior of individual vehicles which
have sdlf-assignment capabilities.  This research led to the development of the
INTEGRATION model, a microscopic computer ssmulation model, at the University of
Waterloo in Ontario, Canada. Continued development of the model is being performed at
Queen’'s University in Ontario, Canada. The model development has been sponsored, in
part by the Ontario Ministry of Transportation, General Motors Research Labs, Queen's
University, and the Natural Sciences and Engineering Research Council of Canada.

The purpose of this chapter is to provide a genera description of the INTEGRATION
modeling approach, the model input data requirements, the model outputs, an overview of
the supporting models used with INTEGRATION, INTEGRATION’s modeling
capabilities for ITS investigations, and applications of the model.

3.1 GENERAL MODEL CHARACTERISTICS

While the INTEGRATION mode has evolved substantially over the past few years, much
of the base functionality of the model has remained the same. Severa characteristics of
the INTEGRATION model make it a powerful and rather unique tool for network analysis
of various ITS infrastructure. Some of the fundamental features of the model are
discussed in this section.

3.1.1 Individual Vehicles

The INTEGRATION modéd is a microscopic model in that it smulates the behavior of
individual vehicles. The model allows for vehicles to enter the network at any given
second of simulation time as opposed to only at the beginning of a time dslice. New
vehicles enter a network that is already loaded with previously departed vehicles that have
not yet reached their destination.

These individual vehicles also have self-assignment capabilities. At each node the vehicle
will decide which link to take next based on the current routing tree. The routing trees
may change throughout the ssmulation and may vary with vehicle type resulting in multiple
paths for vehicles with the same origin/destination pair.

However, the use of individual vehicles does not mean that the user has to enter input data
or analyze output data at the level of individual vehicles. For a given period of time, the
model reads a demand for a given origin/destination pair and generates the appropriate
number of vehicles for this origin/destination pair. These vehicles are then loaded onto the
network throughout the entire time period. The user can specify the degree of
randomness of the vehicle departures from an origin in thetime period. The output data is
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aso aggregated into various traffic performance statistics based on a user-specified
interval of time.

3.1.2 Modeling Freeways and Signalized Arterials

One of the unique aspects of the INTEGRATION model is its ability to smulate a
network composed of signalized arterial links as well as mainline freeway links.
INTEGRATION models the behavior of al links as pipes which have a certain capacity,
speed-flow curve, length, etc. From this input data, storage capacity on the link, link
travel time and other data can be derived. The speed for any vehicle on the link is
determined by the number of vehicles on the link and the shape of the speed-flow curve
for that link. Both arterials and freeways are coded in this manner.

The presence of traffic signalsis represented by alowing the link to discharge traffic only
during the effective green period. If the light is red, vehicles are not alowed to exit the
link and must queue in afirst-in, first-out (FIFO) stack. During the effective green period,
the discharge pattern of one link automatically becomes the arrival pattern at the upstream
end of the next link, subject to any time delays associated with travel along the link. This
consideration for platooning allows for the analysis of the effect of coordination offsets to
be modeled. Ramp metering strategies are modeled as traffic signals where the cycle time
corresponds to the desired ramp metering rate with one vehicle discharging per cycle.
INTEGRATION'’s capabilities to model traffic signals is discussed further in Sections
3.6.1and 3.6.2.

3.1.3 Continuous Dynamic Queuing-Based Traffic Assignment

INTEGRATION models traffic congestion in a network by its explicit account of queue
growth and decay while maintaining a dynamic equilibrium traffic assgnment. The explicit
account of queue size and delay through the tracing of individual vehicles permits direct
modeling of queue spill-back from downstream links, continuous modeling of traffic signal
progression, and automatic delay of downstream link arrivals if they are held up at an
upstream bottleneck. The model also determines the change in travel time on alink based
on any queuing occurring on the link. As the travel times change between competing
routes, the model is equipped to simulate the shift in traffic between these routes
automatically.

3.1.4 Car-Following Analysis

A recent modification to the model was the determination of vehicle speeds using standard
car-following theory. For every tenth of a second interval, the model determines the speed
of each vehicle, the speed of the vehicle in front of it, and the distance between the two
vehicles. Using these data the model determines the speed of the vehicle for the next tenth
of a second. By determining speeds in such a manner, queues are created and dissipated in
amanner consistent with field observations and standard car-following theory.

3.1.5 Different Driver/Vehicle Types
Another rather unique feature of the INTEGRATION model is its ability to assign a
number of vehicle types to the network. The main difference between the various vehicle
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types pertains to their ability to access real-time traffic information. The model also has a
vehicle type that has exclusive access to certain links in the network. The specific nature
of each of these vehicle typesis provided in Section 3.6.3.

3.2 INPUT DATA REQUIREMENTS

The INTEGRATION model uses nine different input tiles, five mandatory and four
optional, for each simulation run. While the user is free to choose any name for these
files, it is recommended that the last character of the name of the file end in the number of
the data file and that the extension “.DAT” be used. For example, a node file might be
named “FILEL1 .DAT”. These input files are listed in Table 3.1 and described below. The
entire input files developed in this research are included in the Appendices and will be
discussed in a later chapter. The user’s manua for INTEGRATION [61] also provides
greater detail on the structure of these files.

File Name Status Description

Data File 1 Required Node descriptor

Data File 2 Required Link descriptor

Data File 3 Required Signal timing plans

Data File 4 Required Origin/destination demand matrices

Data File 5 Required Incident descriptor

Data File 6 Optional Average link travel times for entire simulation

Data File 7 Optional Time series of anticipated travel times

Data File 8 Optional Static path tree for type 5 vehicles

Data File 9 Optional Time series of multipath background traffic routings

Table 3.1: INTEGRATION Input Data Files

3.2.1 Data File 1: Node Descriptor File

This file lists the x and y coordinates, node type, macro cluster number, and changeable
message sign (CMYS) flag for each node in the network. The coordinates listed in this file
are used solely for the purpose of graphical display. This is useful in that small areas of
great detail, such as complex signalized intersections and freeway/arterial interfaces, can
be coded larger than they actually are to reveal the detail of the area.  Node type tells the
model if the node is an origin, a destination, neither or both. A node that is either an
origin, adestination, or both is referred to as a zone.

Macro cluster numbering is a recent feature of the INTEGRATION model that alows
destinations to be grouped together in an effort to reduce the time required to compute
minimum path trees. For al links that are farther than a certain distance from a given
macrocluster of destinations, the model will only calculate path trees to the macro cluster
and not to each individual destination. If the link is within a certain distance of the macro
cluster of destinations, the program calculates path trees to each of the destinations within
the macro cluster. The CMS flag indicates whether there is a changeable message sign at
this node or not.
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The numbering of nodes in the network does not need to be consecutive and there may be
gaps in the numbering of nodes. An organized numbering scheme can assist the user in
error checking the network. It is recommended that the first node identification numbers
be reserved for zones. This is because the maximum zone number allowed by the version
of the model is likely much less that the maximum number of nodes allowed.

3.2.2 Data File 2: Link Descriptor File

This file lists the start and end node for each link, supply aspects of the link, any turning
restrictions, traffic signals, and other data for all of the links in the network. The supply
characteristics of a link include the length, saturation flow, number of lanes, free flow
speed, and the shape of the speed-flow curve. As with node identification numbers, link
numbers need not be sequential and there may be gaps in the numbering scheme. Again,
an organized numbering scheme is highly recommended.

The speed-flow curve for each link may be specified in one of two ways. For both of
these methods, the free flow speed and basic saturation flow are used to determine the
bounds of the curve. For the first method, two coefficients (A and B below) from a
simplified verson of the standard Bureau of Public Roads travel time function are
specified by the user. This function is shown in Equation 3.1.

tt,= ff, 1+ A(~2)"} Eq.31
¢

Where: tt; =travel timeonlink i (sec.)
tf; = free flow travel timeonlink i (sec.)
v;=volumeon link i (vph)
c; = capacity of link i (vph)
A =increase in link travel time at capacity
B = change in rate of increase in link travel time

The second method of specifying a speed flow curve is to use the speed at capacity (km/h)
and the jam density of the link (veh./km.) instead of the A and B coefficients. The model
will automatically use this method if either the A or the B parameter is greater than 10.
This latter method is the more recently developed of the two and is recommended by the
developer of the model. The creation of the speed-flow curve using this method is
discussed by Van Aerde [62].

The model alows the user to specify for any link aturning restriction that may be in effect
for any period of time during the ssimulation. The user specifies the link that traffic exiting
a specific link may not travel to, and the beginning and ending time of the restriction. The
model also allows the capacity of a link to be decreased based on the volume/capacity
ratio of an opposing link. The reduction in capacity on the link due to traffic on the
opposing link is based on equations found in the Canadian Capacity Guide [52]. For
signalized links, the model checks to ensure that the opposing link discharges on the same
phase as the current link. This allows for the modeling of left turn movements that have a

Bacon, Windover and May Page 21



permitted and a protected phase. Further discussion of the opposing link feature is
provided in Chapter 6.

Signalized links at an intersection are given the signal number that controls the intersection
as well as the phase or phases during which the link discharges. Finally, the file contains
flags that determine whether the link is reserved for use by type 5 vehicles only and
whether the link is part of the real-time travel time surveillance network. This determines
if the real-time travel time information from thislink will be used in the calculation of real-
time minimum path trees.

3.2.3 Data File 3: Signal Timing Plans

The signal timing plans are specified in terms of the cycle length, offset, number and
sequence of phases, and the green time and lost time for each of the phases. The user may
specify anumber of signal timing plans that will be used throughout the simulation period.
The plans are smply listed in order of use and the model changes plans at a user specified
interval. The program has the capability to optimize individual intersections based on the
volume/capacity ratio of each approach. The optimization of signalized intersections is
discussed in greater detail in Section 3.6.2.

3.2.4 Data File 4: Origin/Destination Demand Matrices

Traffic demands are specified to the model in terms of origin/destination traffic flow rates
between specific origin/destination nodes. The time periods for which these rates are
assumed to prevail, and the distribution of the demand between different vehicle types for
each origin/destination pair is specified. The user may also specify a growth factor that
will uniformly increase or decrease al demands by a given amount.

The specified origin/destination hourly rates are transated internally within the model into
corresponding departure times for individual vehicles. The individual vehicle departure
headways may be entirely uniform, entirely exponential or derived from a user-specified
shifted-exponential distribution.

3.2.5 Data File 5: Incident Descriptor File

This file provides a description of the incidents to be modeled. The file indicates the
incident number, the link impacted, the number of lanes affected, the start time and the end
time of the incident. Several incidents are allowed for consideration at the same time on
different links, or at different times on the same link. Incidents can be arranged to
represent a single incident with varying levels of severity.

3.2.6 Data File 6 (optional): Average Travel Times for Entire Simulation

This file provides a listing of the average link travel times that are expected to prevail
throughout the entire simulation run. This expectation is typically based on historical or
forecasted data. The expected average link travel time database is utilized internally to
assist in determining the routes that background (i.e. unguided) traffic should take through
the network. This file is used to represent drivers with information about recurring
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congestion in the network, but not knowledge of non-recurring congestion, that is the
average unguided vehicle familiar with the network.

3.2.7 Data File 7 (optional): Time Series of Anticipated Travel Times
Thisfileisvery similar to datafile 6. The only difference isthat file 6 only allows asingle
average travel time value to be specified for each link for the entire simulation, while file 7
allows the modeller to inform some of the drivers of an entire series of expected future
travel times. The length of the time period that each series of travel timesis in effect for
may range from 1 to 60 minutes.

Such travel time data may represent additional knowledge of background traffic about
typica variations in travel times during the smulation period. In this case, these vehicles
would route themselves based on different information, depending upon the times these
vehicles actually started their trip. This time variation is intended to represent the travel
time experience drivers acquired on previous days during the same commute.

3.2.8 Data File 8 (optional): Static Path Tree for Type 5 Vehicles

This file is used to communicate a user specified path tree to the program for use by the
type 5 vehicles. The use of thistile, as a means of specifying the routes for special facility
users, is preferred over the use of real-time route calculations when the routing of special
facility users is known or constrained a priori. However, when the routing of specia
facility usersisto be a function of the relative attractiveness of routes that utilize special
facilities and those that do not, internal route calculations are preferred and this file should
not be used.

3.2.9 Data File 9 (optional): Background Traffic Routings

The purpose of file 9, with respect to vehicle type 1, is the same as the purpose of datafile
8 with respect to vehicle type 5. That is, data file 9 specifies the routing trees that vehicle
type 1 should use in order to arrive at their destination. During each time period a series
of equilibrium multipath routings for vehicle type 1 may be specified. By changing these
routes and/or the weights given to each route from one period to the next, a dynamic
series of routing trees may be specified for type 1 vehicles.

3.3 MODEL OUTPUTS

The INTEGRATION model provides a wide range of output that may be used in the
calibration of the model and to assess the results of any given ssimulation run. The four
types of output provided by the model are;

. On-screen graphics/text (displayed on video monitor)

. Error and diagnostic output file

. Labeled output statistics

. Unlabelled output statistics.
These model outputs are described in this section. Again, the user is referred to the
INTEGRATION user’s manua [61] for further details.
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3.3.1 On-Screen Graphics/Text

During the simulation run, the main graphics window at the center of the screen provides a
graphical representation of the traffic network that is being modeled and the vehicles
traveling through it. A screen capture from a sample INTEGRATION run is shown in
Figure 3.1. This figure shows a portion of the network coded as part of this research.
The Santa Monica Freeway runs east/west in the middle of the screen and Washington
Boulevard runs east/west near the top of the screen. A typical diamond interchange is
near the center of the screen and a typical expanded arterial intersection is seen above that.

While not discernible in Figure 3.1, the model displays each individual vehicle in one of
four colors based on the traffic conditions that the vehicle is experiencing. The position
on the speed-flow curve for any vehicle determines which color to display the vehicle.
Table 3.2 lists the four colors and their associated traffic conditions. The traffic
congestion increases from the top to the bottom of the table (from green to red). Upper
and lower portion indicate the upper (uncongested) portion of the speed flow curve and
the lower (congested) portion of the curve respectively.

This color arrangement is very helpful in determining traffic conditions at a glance.
Excessive queues from traffic signals or freeway ramps are easily discernible allowing for
the analysis of problems in a manner much simpler than examining the output tiles. The
model also displays vehicles of type 4 and 5 in their own color so that the routing paths
taken by these vehicles may be easily observed.

- Cisck Timg - ENTESRATION Yur 1.0 d
35 secs. B8, Van Arrde Rt 15H8
8 hrs D wming Copyr tght 138534 .

TRAFY L STATHS BEPLit

Figure 3.1: Screen Capture from INTEGRATION Program
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Vehicle Color | Location on Speed-Flow Curve

Green Upper portion - volume/capacity ratio less than 0.9
Blue Upper portion - volume/capacity ratio greater than 0.9
Orange Lower portion - volume/capacity ratio greater than 0.9
Red Lower portion - volume/capacity ratio less than 0.9

Table 3.2: On-Screen Color Representation of Vehicles

Traffic signals are indicated as being either in an effective green mode or in a red mode
using a solid red/green box. Any incidents are shown as solid yellow boxes, and the
location and severity of the incident are noted in the traffic status report window at the
center of the screen. At user-specified time intervas, the graphics window may aso
display the minimum path trees that are in effect at that time.

The simulation time and general vehicle statistics are shown in the upper left and right of
the graphics screen respectively, as can be seen in Figure 3.1. The general vehicle
statistics displayed consist of the number of vehicles that have left their origins, the
number that are still en route, and the number that have arrived at their destinations.

During the course of the simulation, the zooming and panning features can be activated,

allowing the user to confirm the network configuration or anayze the traffic conditions at
any given location, and at any level of detail, in the network. The function keys alow the
user to point to a specific link or vehicle and obtain current traffic statistics for that object.

The function keys also allow the display of link, zone, and/or node numbers.

3.3.2 Error and Diagnostic Output File

Upon executing any simulation run the INTEGRATION model produces a file named
“RUNERR.OUT”. This file serves two main functions. First, the file lists the network
Size constraints that have been built into the particular version of the model.

Secondly, the file provides a listing of any errors that are detected by the model as having
occurred during the course of initiating or running the model. These errors may either be
detected during the course of the input data processing and/or during the actual execution
of thesimulation. Some of the errors are deemed fatal, which will cause the model logic
to be terminated, while other errors are smply listed as warnings and allow the model to
continue execution.

3.3.3 Labeled Output Statistics (output file 10)
The data in this file is labeled so that the user may easily see what the data represents.
This tile contains the following types of information:
Initial data input file echo - This echo provides an analysis of each of the input
filesfor purposes of input data verification and diagnostics.
Periodic origin/destination travel time statistics - An origin/destination travel
time matrix which contains the current travel times is generated at a user-
specified frequency.
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System oriented link statistics - This section provides sample statistics for each
link in the network, namely the flows, total travel time, average travel time,
volume/capacity ratio, number of stops and the number of vehicles that are
queued on the link.
Sgnal timing plan summary - If any signal optimization was requested during
the simulation, the optimized signal timing settings for each signal in the
network are indicated at the user-specified optimization interval.
Summary statistics of completed trips - At the end of the simulation run, two
further summary tables are generated. The first table summarizes the number
of vehicles that completed their trip, the average trip time per arrival, and the
accumulation of the total trip times for al vehicles. The second table is a
summary of the vehicle demand on the network, the number of vehicles that
entered the network, and the number of vehicles left on the network after the
simulation is completed. Such statistics are generated not only for all vehicle
types combined, but also for each vehicle type by itself

. Incident summary - A summary of any incidents that occurred in the network,
listing the location, severity and duration of each incident, is provided.

3.3.4 Unlabelled Output Statistics (output files 11 to 20)

The fina type of output statistics are in the form of unlabelled output files which are
suitable as inputs into a spreadsheet, other computer programs, or even as one of the
optional input data files for another INTEGRATION model run (input datafiles 6 to 9).

Output file 11 produces a summary file of the traffic conditions that were experienced
during the entire simulation run.  The format of this file isidentical to that of input file 6.
Output file 12 produces the same summary statistics that file 11 produces, except that the
datais given for user-specified intervals and not for the entire smulation period. Output
file 12 is similar to input file 7. Output files 11 and 12 produce more data than are needed
for input tiles6 and 7. They aso provide link by link statistics of queue growth, volumes,
speeds, number of stops, and travel times.

Output file 13 produces a listing of minimum path trees in aformat similar to input files 8
and 9. Only one tree is produced per time period. Trees are output at user-specified
intervals and are based on the real-time travel information that exists at that point in time.

Output file 14 isin the same format as input file 3, the signal timing plan file. This file
contains atime series of signal timing plans, allowing the user to confirm fixed time plans
or to check optimized plans.

Output file 15 produces a vehicle probe listing which lists numerous data associated with
vehicles that are labeled as probes in input file 4, the origin/destination demand matrices.

There are aso 5 new output files, numbers 16 through 20 that are produced by the model.
The current version of the user’s manual does not yet provide descriptions of these files.
To operate the current version of the program, the user must specify the name of these
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output files or enter “none” in place of the output filename in the master file to not have
the output files created.

3.4 MANIPULATION OF MODEL OUTPUTS

A number of programs were developed by the research team as part of this research to
anayze the output data files from INTEGRATION in a more timely manner. This section
discusses only programs that analyze output data from INTEGRATION or its supporting
modules. The many programs that were developed to manipulate input data for use with
INTEGRATION are discussed at later points in this report. The sheer volume of the
output files when simulating a large network make it difficult to scan the files and
understand the genera traffic performance in the network. Efforts to develop programs
similar to the ones discussed below have been underway at Queen’s University, but none
are currently released with the INTEGRATION model. All of the programs presented in
this section are discussed in greater detail in the Appendices. The Appendices aso
provide the source code for al of these programs.

3.4.1 INTOMAN

The INTOMAN program, discussed in Appendix A, was created to analyze output data
for the simulation of the freeway portion of the network. A detailed description of the
model was also given in Bloomberg and May [9]. The model reads output files number 10
and 12 and allows the user to create speed or density contour maps, or provide summary
datafor a set of user-specified links in the network.

3.4.2 ODDATA

This program analyzes output from a supporting module of INTEGRATION named
QUEENSQOD (refer to Section 3.5.6.) Further discussion of the program is provided in
Appendix B. The program reads an origin/destination matrix and produces summary
statistics on the total number of vehicles departing and arriving at each of the origins and
destinations in the network. A spreadsheet was developed that imported the output from
this program. This spreadsheet then was used to create graphs that compared the
simulated values to known flow values into and out of the zones in the network.

343 MPT

Output file 13 contains minimum path tree data that is referenced by links. For each link,
the file lists the next link that should be taken to arrive at any destination in the network.
To trace a path from a given origin to a given destination, the user would have to
manually follow the path from link to link. The MPT program, discussed in Appendix C,
does this automatically. The user smply enters the origin and the destination, and the
program displays the links that would be used to complete the trip. This program proved
quite effective because it allowed the INTEGRATION generated path trees to be checked
quickly and accurately. This was very important in the calibration effort since the
QUEENSOD program output was very sendtive to the minimum path trees that are
provided as input to the program.
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3.4.4 RED12

The RED12 program, discussed in Appendix D, simply reduces the data in output file 12
to a subset of links in the network and identifies any problem links. The user specifies a
file containing a list of links in the network and the program copies the data from these
links to another file. This file is then read into a spreadsheet for further analysis. The use
of the same list of links for each simulation run allows the user to quickly create speed
contour maps and compare simulated flows to field measurements. This proved valuable
given the large number of smulation runs that were conducted and anayzed. The
program aso produces lists of links that match a certain set of characteristics. For
example, the user may request a list of all the links where the delay on the link exceeded
100 seconds.

3.5 SUPPORTING MODULES OF INTEGRATION

This section discusses the supporting modules that may be used with the INTEGRATION
model. In 1993, Gardes and May [20] discuss seven modules that were used with the
INTEGRATION model. Of these, four were not used at all in this research; the
MULTIPATH, Q-PROBE, ROUTCOMP, and REAL-TRAN supporting modules. The
ASSIGN submodule has been incorporated into the INTEGRATION model itself, but is
discussed in this section as a separate submodule. The remaining submodules,
QUEENSOD and INTMAP are discussed in this section as well.

351 MULTIPATH

The QUEENSOD program requires a priori estimates of likely dynamic multipath routings
through the network for each control period if a dynamic origin/destination matrix
estimation is to be attempted. One way to estimate the dynamic multipath routings
through the network is to use the MULTIPATH program. A detailed description of the
mechanics and mathematics of this program can be found in a report by McKinnon and
others [33].

3.5.2 Q-PROBE

QUEENSOD also requires an a priori knowledge of the travel times and traffic volumes
on each link. The Q-PROBE module [59] can be used to generate a seed
origin/destination matrix from traffic information that would be transmitted by vehicles
equipped with the appropriate equipment, i.e. probe vehicles. The Q-PROBE model
processes dynamic traffic information transmitted by in-vehicle route guidance systems
prototypes to a central traffic management center.

3.5.3 ROUTCOMP

The ROUTCOMP module [60] can be utilized with either the ASSIGN or the
MULTIPATH program, to compare their respective routings against each other or against
a smple all-or-nothing assignment. Specifically, the program considers the routes and the
route weights for the two routing strategies, on an origin/destination pair basis, to
determine simultaneously the overlap in the routes that were selected and the similarity in
the weights that were assigned to each route.
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354 REAL-TRAN

INTEGRATION can generate real-time signal timing changes in response to the observed
real-time link flow counts of the intersection approaches. A basic feature for performing
on-line signal optimization of individual signal timing plans does exist within the model.
The REAL-TRAN module [39,40] permits a more comprehensive and complex
optimization of a series of coordinated signals in a manner similar to the SCOOT system.

3.5.5 ASSIGN

As mentioned, the ASSIGN submodule [42] is now a feature of the INTEGRATION
model that is activated when the user enters a negative value for the smulation time in the
master file of the INTEGRATION program. The ASSIGN module produces estimated
equilibrium routings for each of the time dicesin the ssmulation run. The model produces
three path trees for each time dlice and a weighting factor for each of the path trees as
output file number 17. These trees are then used as input for the QUEENSOD model.

The incorporation of this submodule into the INTEGRATION requires an iterative
process to be run between the INTEGRATION and QUEENSOD programs.
INTEGRATION is used to produce minimum path trees for use by the QUEENSOD
program in estimating an origin/destination matrix. This origin/destination matrix is then
put back into INTEGRATION and new minimum path trees are generated. The execution
of this iterative process is discussed in Chapter 7. To eiminate the need for iteration
between the two programs, the developer of the QUEENSOD model is currently
developing a version of the program that incorporates the features of the ASSIGN model
within the QUEENSOD model itself.

3.5.6 QUEENSOD

Arguably the most important supporting module of the INTEGRATION program is the
QUEENSOD model. QUEENSOD is a model for estimating origin/destination traffic
demands based only on observed link traffic flows, link travel times, and drivers route
choices. The estimation of an origin/destination matrix of traffic demands from link flow
datais often preferred over other methods because of the high cost of collecting demand
data.

The program is designed to work with the INTEGRATION model but can also be used as
astand alone model. Many of the input files required by the QUEENSOD model are of
the same format as certain input and output files of INTEGRATION. This section
provides a brief overview of the input and output files that are used and generated by the
QUEENSOD model. The reader is referred to the user’s manual [25,26] for a more
detailed description of the program. The use of QUEENSOD in the calibration of the
Santa Monica Freeway network is discussed at alater point in this report.

Table 3.3 lists the input files that are used by the QUEENSOD model and the compatible
INTEGRATION files.
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File Name | Status Description INTEGRATION
Compatible File
Input file 1 | Required | Node descriptor Input file 1
Input file 2 | Required | Link descriptor Input file 2
Input file 3 | Optional | Actual origin/destination demands Input file 4
Input file 4 | Optional | Seed origin/destination demands Input file 4
Input file 5 | Required | Observed link traffic flows and travel | Qutput file 11 or
times 12
Input file 6 | Required | Routing paths utilized by traffic Output file 13
Input file 7 | Ootional | Link flow reliabilitv factors none
| Input file 15| Optional | Seed matrix accuracy factors | none

Table 3.3: QUEENSOD Input Files

The most significant input files for the QUEENSOD programs are input file numbers 5
and 6, the observed link flows and the minimum path trees respectively. The program
works by starting with the given seed origin/destination demands and determining the link
flows resulting from this demand. The demands are assumed to use the path trees that are
given in input file number 6. The link flows resulting from the seed demand are then
compared to the observed link flows to calculate the link flow error. The program then
aters the seed demands in an effort to reduce the link flow error. This iterative process
continues for a user-specified number of iterations.

Of the numerous output files produced by the QUEENSOD program, output files number
9 and 10 were used most extensively in this research. Output file 9 is the estimated
origin/destination demand matrix that is in the same format as INTEGRATION input file
number 4. Output file number 10 lists the observed link flows and those estimated by the
model.

357 INTMAP

The INTMAP model was originaly written at Queen’s University. The model was
rewritten as part of this research since the existing version would not alow for non-
sequential link numbers and could not handle the size of the network coded. The program
works by reading the link and node file from INTEGRATION and producing an
AutoLISP macro that is read by the AutoCAD program. Within AutoCAD, the drawing
of the network may be printed or exported to an HPGL' file for use in another graphics
program. The program was useful in debugging the network during the initia coding
process and creating large maps of the network for continued analysis. A detailed
description of the program and the source code isincluded in Appendix E.

"HPGL stands for Hewlett-Packard Graphics L anguage.
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3.6 INTEGRATION’'S MODELING CAPABILITY FOR ITS INVESTIGATIONS

One of the potential unique capabilities of the INTEGRATION model is its ability to
simulate various ITS strategies, alone and in combination with one another. In particular,
the model simulates many Advanced Traveler Information Systems (ATIS) and Advanced
Traffic Management Systems (ATMYS) strategies. As mentioned in Chapter 2, the need to
assess the potential benefits of these strategies is critical due to the high cost of actual
implementation, operation and maintenance. This section discusses the capabilities of the
INTEGRATION model to smulate ATIS and ATMS strategies.

3.6.1 Modeling Ramp Metering
INTEGRATION can simulate the presence of

ramp metering using atraffic signal with only one Freeway

phase. Figure 3.2 shows the coding of an on- | O {O O
ramp with a ramp meter. The procedure is to o

simply split the on-ramp into two separate links. | e

The upstream link is coded with a traffic signal at & Ramp Meter

its downstream end.

Thissignal is set with atwo second green phase.
This ensures that only one vehicle will discharge
during each signal cycle. The ramp metering rate ~ Figure 3.2: Coding of Ramp Metering
is determined by the cycle length. For example, a

cycle length of 6 seconds will result in a metering rate of 600 vehicles per hour. At
present, the model can not simulate cycle lengths that are fractions of seconds. This
results in only certain metering rates being allowed. The developers of the model are
working on aversion of the model that allows non-integer cycle lengths.

The current version of the INTEGRATION model does not alow for ramp metering rates
to be optimized based on the freeway flows. Again, this is proposed for a future version
of the model. To develop an optimum ramp metering rate for the freeway under a given
set of traffic conditions the FREQ model wasused.  The supply and demand aspects of the
freeway were given to the FREQ model which produced an optimized set of ramp
metering plans that were then used with the INTEGRATION model. However, since the
FREQ and INTEGRATION models do not smulate the freeway in exactly the same
manner, the use of the FREQ mode ramp metering plans in an INTEGRATION run is
quite limited.

3.6.2 Modeling Real-Time Traffic Signal Control

The INTEGRATION mode is capable of performing limited optimization of individual
traffic signals. The model optimizes green splits for single intersections by using the ratio
of link volume to saturation flow rate for each signalized approach to the intersection
using a modified version of Webster’s method. First, the volume/saturation flow (v/s)
ratio is calculated for al of the approaches to the given signal. Next, the approaches are
grouped according to the phase of the signal timing plan in which they discharge. For
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each phase, the approach with the highest v/s ratio is determined and considered to be the
critical approach for that phase. In order to assure a minimum amount of green time to
each phase, if the critical v/s for any phase is less than 0.15 the program automatically
assigns a v/s of 0.15 to that phase. Using these v/s ratios, the program then determines
the optimum green splits for the intersection.

In optimizing any traffic signal, the user may specify how often the signals are optimized
and the maximum and minimum cycle lengths that will be allowed. Thus, the user may
preserve the origina cycle length and the offset of the signal by specifying the minimum
and maximum cycle lengths to be the same as the initial cycle length. Of course, if the
cyclelengthis alowed to vary, any coordination of offsetswill likely be lost.

3.6.3 Moddling Route Guidance Systems

In order to simulate the implementation of route guidance systems, the model uses the
microscopic nature of the model to provide rea-time information to certain vehiclesin the
network. The model uses a dynamic minimum path tree matrix to inform vehicles which
path they should use at any given movement [45]. The discussion of INTEGRATION’s
capabilities to model ATIS should begin with a discussion of the minimum path tree
matrix.

The minimum path tree matrix takes the form shown in Figure 3.3 for a network with x
origins, y destinations, and z links.

Origin; - Link for Destination 1 .. Link for Destination y

Origin, - Link for Destination 1 Link for Destination y
Link, - Link for Destination1... Link for Destinationy

Link, - Link for Destination 1. .. Link for Destinationy

Figure 3.3: Format of Minimum Path Matrix

The link that is listed with each destination in Figure 3.3 is the link that a vehicle should
travel on after the current link or from the current origin, to arrive at this destination.
With this matrix, the minimum path trees from any origin to any destination can be
discerned by following the path from link to link. This method of providing information to
guided vehicles is dynamic. The minimum path trees that exist as a vehicle leaves its
origin may change before the vehicle has arrived at its destination. INTEGRATION
continually updates these minimum path trees at a user-specified interval. This is the
mechanism that allows for the provision of real-time traffic information.

Bacon, Windover and May Page 32



The same format is also used to provide historical information to certain vehicles.
However, in the case of historical information, the path trees are not updated during the
simulation but are provided before the ssmulation begins. The user may specify a time
series of historic information path trees. The historic information path trees may change at
a user-specified interval. This interval and the interval in which rea-time minimum path
trees are updated do not need to be the same.

The five vehicle types of INTEGRATION are defined, for the most part, by their ability to
access real-time and/or historical information. Table 3.4 lists the five vehicle types of
INTEGRATION.

Vehicle Description
Type
| Background vehicles - Route choice based on free flow speed unless

specified trees are provided. The user may specify a set of path trees that
the vehicles will follow. There may be more than one set of trees, each with
its own probability of being selected, and the set of path trees may change
over time. These path trees would likely represent historical information.

2 Guided vehicles - Have access to real-time information at every node in the
network on which to base their route choice. The user specifies the
frequency of information update and a distortion factor to reflect the
amount of error in the information (see Section 3.6.4)

3 Vehicles which have anticipatory knowledge of expected future link travel
times - Routing is based on a combination of real time and historical data.
This historic datais used to determine the expected future link travel times.

4 TravTek vehicles - Have advanced route guidance systems within the
vehicleitself.
5 Special facility users - Have exclusive access to selected links in the

network (i.e. HOV vehicles). These vehicles can base their route choice on
specified path trees or real-time information. In selecting their minimum
path, they may use certain designated links, unlike the other vehicle types.

Table 3.4: The Five Vehicle Types of INTEGRATION

Type 1 vehicles are the genera background, or unguided vehicles. To redlistically
represent an average commuter with historical information of the traffic patterns on the
network, the average unguided vehicle should be provided with some type of path trees.
Without any provision of path trees to this type of vehicle, they will follow the path trees
based solely on free flow speed. This is not desirable as these vehicles will not divert
under any circumstances, producing very unreglistic behavior. For this reason, it is
suggested that historical information be provided to type 1 vehicles.

A series of path trees that are output from the calibrated base run of INTEGRATION are
considered the historical information path trees. To establish the calibrated base run all of
the vehicles should be guided vehicles of type 2. Using 100% type 2 vehicles, the
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assumption is that al vehicles in the network have knowledge of recurrent congestion and
that the network has reached user travel time equilibrium. This assumption is necessary
because determination of the exact paths taken by vehicles would undoubtedly be cost
prohibitive. It should be noted that with this assumption there will be no benefit to using
ATIS strategies under non-incident scenarios.

If an INTEGRATION run using 100% type 1 vehicles that follow the path trees that are
output from the calibrated base run of INTEGRATION can not be established then the
calibrated base run with 100% guided vehicles will have to be used for investigations.
This restriction will significantly reduce the scope of the ATIS investigations to studies
with a network loaded entirely with in-vehicle information systems. The results from these
studies would only be relative since summary statistics from a network loaded entirely
with unguided vehicles will not be available.

Type 2 vehicles represent the average guided vehicle. Type 3 vehicles represent guided
vehicles with knowledge of future travel times. Type 4 vehicles are not recommended
without knowledge of the specific characteristics of TravTek vehicles. Type5 vehiclesare
specia facility users that are also guided vehicles. If specific path trees are not provided
to these vehicles via input file number 8, these vehicles will behave similar to type 2
vehicles with the exception that they may use all of the links in the network.

The percentage of each vehicle type in the network is specified in input file number 4, the
origin/destination file. For each origin pair, five vaues are given that reflect the
percentage of each vehicle type. Of course, these five values must add up to one hundred
percent. While the percentages of vehicle types may vary for each origin/destination pair,
collection of thistype of datawould be very costly.

A typica use of the modd is to study the effect of market penetration of in-vehicle
information systems on travel time savings for guided and unguided vehicles under non-
recurring congestion [38]. For this type of analysis, type 1 and type 2 vehicles would be
used. A sensitivity analysis would be done varying the percentage of type 2 vehiclesin the
network. A constant percentage of guided vehicles for each origin/destination pair is
assumed. Gardes and others [ 19, 20, 22] give a good example of this type of study.

3.6.4 Modeling the Quality of Information Provided to Motorists

For each of the five vehicle types, the quality of information given to these vehicles must
be specified. Two parameters, the frequency (F) and distortion (D) parameters control the
quality of the information provided to the various vehicle types. Sensitivity anaysis can be
performed by varying either or both of these parameters.  The F parameter specifies how
often the path trees are updated and may be an integer value from 1to 9,000 seconds.

The D parameter specifies the level of error that is introduced into the link travel times
every time the minimum path trees are updated. The value of this parameter varies from
-0.5t0 0.5. A positive value represents a normally distributed error while a negative value
represents a log-normal distributed error. The magnitude of the introduced error is

Bacon, Windover and May Page 34



expressed as a fraction of the mean link travel time. The error term is intended to reflect
the fact that drivers will not have perfect travel time information. This error term also
provides INTEGRATION with the ability to incorporate a stochastic loading model,
which prevents all vehicles from choosing the same route.

3.6.5 Modeling Changeable Message Signs

Changeable message signs (CMS) can be modeled with the model by specifying the nodes
at which the CMS exist. Sengitivity analyses of CMS can be performed by varying the
number and/or the location of the CMS. The model smulates CMS by providing
information to type 1 vehicles as they pass a CMS designated node. For a limited period
of time after passing these CMS nodes the type 1 vehicles perform similarly to type 2
vehicles. That is their routing is based on real-time path trees. CMS has no effect on
other vehicle types.

3.6.6 Modeling High-Occupancy Vehicle Lanes

The INTEGRATION model is capable of smulating on-freeway HOV facilities. The
model can smulate take-away or add-a-lane strategies. HOV lanes with complete
barriers, partial barriers or no barriers can be simulated. Also, the HOV facility can be any
number of lanes, and at any point or points aong a freeway or an arteria. Priority bypass
of ramp meters also can be coded with the model. A new feature of the model, turning
restrictions, may to used to ssimulate an HOV facility where the status of a lane changes
over time, i.e. areversible or contraflow lane. The model can perform sensitivity analyses
of the percentage of passengers in the network that are HOV passengers.

One problem discovered with the model was that it ssmulates using units of vehicles
instead of passengers. When performing a sensitivity analysis of the percentage of
passengers in the network that are HOV passengers, the number of vehicles must be
changed to reflect the conversion between HOV and non-HOV vehicles. This must be
done using a growth factor in the origin/destination matrix. A more complete discussion
of INTEGRATION'’s capabilities regarding the simulation of HOV facilities can be found
in reports by Bacon and others [4, 5].

3.6.7 Modeling Incidents

The model simulates incidents by restricting the capacity of a specific link for a specific
period of time. The user specifies the link that is restricted, the start and end time of the
incident and the number of lanes that are blocked. The INTEGRATION model has the
capability to simulate a number of incidents.

An incident is modeled as a capacity reduction on the link's downstream end. The
reduction in capacity is calculated from the specified number of lanes of traffic that are
expected to be blocked by the incident. This number can be an integer, to reflect complete
lane blockage, or afraction, in order to indicate partial blockage of alane.
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The magnitude of diversion which occurs due to an incident is a function of the vehicle
types, travel times on the effected routes, and the level of access that drivers have to travel
time information updates. This was discussed in greater detail in Section 3.6.3.

3.6.8 Modeling Combinations of Strategies

One of the most promising aspects of the INTEGRATION model is its reported abilities
of simultaneously simulating various combinations of ATMS and ATIS dtrategies. This
creates a large number of experimental simulation runs that can be made with the model.
This is very valuable as the optimal strategy for any implementation of ATIS and ATMS
strategies likely involves a combination of the various strategies. The INTEGRATION
model allows the analyst to study the options to a degree that would be cost prohibitive in
reality.

3.7 PREVIOUS APPLICATIONS OF THE INTEGRATION MODEL

This section briefly describes experiences with the INTEGRATION model based on the
review of the literature and information provided by the model developers. These
experiences fall into three categories.

The developers have applied the INTEGRATION model to Highway 401 [23,24] and the
Burlington Skyway [58] in Ontario, Canada and as part of the TravTek Project [12,43]in
Orlando, Florida. These are the only currently published projects for which the
INTEGRATION model has been calibrated and applied to area world highway network.

The second category of experiences have been connected with the future application of the
model in the FHWA Intelligent Vehicle Architecture Program [ 16, 65]. The third and last
category of reported current and/or future experiences with the INTEGRATION model
for which publications have not been located include the Central Artery Project in Boston,
the QEW Freeway corridor network in Ontario, the 1-80 Freeway corridor in the San
Francisco Bay Area, the Sun Yat-Sen Freeway in Taiwan, and by the four contractors in
the first phase of the FHWA Intelligent Vehicle Architecture Program.

Greater detail on these experiences are highlighted in the following paragraphs.

One of the first applications of the INTEGRATION model was a simulation of the
Burlington Skyway near Hamilton, Ontario [58]. The model was used to evaluate and
optimize the roadway under incident situations. The model was also used to study
Highway 401 in Toronto, Ontario [23,24] before and after the implementation of a
freeway traffic management system. Both of these studies focused on the freeway
portions of their respective corridor and did not involve a detailed calibration of the
arterial streets.

The INTEGRATION model was aso used to simulate the TravTek system in Orlando,
Florida, an experimental route guidance system. Case and others [12] looked at the
requirements for modeling the system and concluded that many of the supporting routines
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required to properly analyze the extensive input data were present in the INTEGRATION
model. Rilett and others [43, 44] discuss the details of modeling the system using the
INTEGRATION model and enhancements that were made to the model to improve its
capability to simulate the system.

While the TravTek modeling effort involved a large red-life network, the calibration
conducted for the arteria portion of the network was far less precise than that attempted
in this research. The traffic flow data collected for the arterial streets was not quantitative
in nature. The calibration of the network was based on freeway flow data. Also, the
network used single node intersections which cannot accurately model complex
intersections with large turning volumes.

As part of the FHWA 1VHS Architecture Study [ 16], the INTEGRATION modéd is being
used by four research teams to assess the potential of various IVHS strategies.
Wunderlich and others [65] discuss the use of the INTEGRATION model in conducting
the various tasks associated with this research. The research presented is largely
conceptual in nature, presenting a possible research plan but not consisting of the
calibration of an actua traffic network.
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Chapter 4: DATA COLLECTION

This chapter discusses the data collection efforts that were undertaken as a part of this
research. Section 4.1 provides an overview of the data collection efforts. Section 4.2
presents the collection of data from the freeway portion of the network, while Section 4.3
presents data collection efforts for the arterial streets. The results of these data collection
efforts was one of the most complete data sets ever collected for the Santa Monica
Freeway corridor.

Due to the large size of the network to be ssmulated and problems encountered during the
data collection process, this portion of the research comprised a significant part of the
research effort. This is probably the largest network to be coded for use with a
microscopic simulation model. Data from the freeway portion of the network was not
available and had to be collected manualy from Catrans MODCOMP system. The
installation of loop detectors on the arterial streets was delayed leading to a delay in the
collection of arterial demand data.

41 INTRODUCTION

4.1.1 Supply, Demand and Control Data

In general, data for a transportation network can be viewed in terms of three facets:
supply, demand, and control. For a traffic system, the supply components include the
directly measurable aspects of the physical street and highway network (i.e. street lengths,
number of lanes, and intersection geometries) and the theoretical characteristics of the
network (i.e. the maximum capacities and densities of the roadways in the network). The
demand in a transportation network consists of people desiring travel. This may be
expressed in several ways, but two common means of describing demand are
origin/destination pairs (the number of people who wish to travel between two points) and
traffic performance data (the number of vehicles on the network at a specific point, in
terms of vehicle flows, densities, or other statistics). Both of these measures are used in
this study, and both are functions of time across the study period. The fina piece of data
collection involves control. For atraffic system, control elements might include signals,
ramp meters, lane restrictions, or directional controls. High-occupancy vehicle (HOV)
lane designation is also an example of traffic control.

4.1.2 Network Dimensions

As mentioned at the end of Chapter 2, it was decided that the efforts to simulate the Santa

Monica Freeway corridor using the INTEGRATION model should be continued. For the

present research, the network simulated by Gardes and May [20,22] was to be expanded

with the following changes;

. The network was to be expanded from two parallel arterials to five. Olympic, Pico,
and Venice were to be ssimulated in addition to Washington and Adams.  Other
significant arterial streetsin the corridor would also be added.
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. The length of the freeway corridor to be simulated was increased from approximately
6.0 to 9.3 miles. The new network will extend dightly beyond the San Diego Freeway
(1-405) on the west, and to the Harbor Freeway on the east (SR-110).

. The time frame of the simulation would increase from four to fourteen hours,
beginning at 6:00 am. and terminating at 8:00 p.m.

. New supply, demand and control data were to be collected. There had been a number
of IVHS related projects proposed for the corridor and part of these involved the
installation of loop detectors and other traffic data collection efforts. The City of Los
Angeles was ingtalling the ATSAC system on the corridor, a system of loop detectors
to monitor arterial street traffic performance and an array of signa controllers to allow
real-time signal optimization. The ATSAC system would likely result in a change in
the signal timing plans used in the network.

Thus, a mgjority of the data that were used in the smulation by Gardes and May would
have to be updated in order to simulate the proposed larger network. The supply data for
the new arterials, and the portion of the Santa Monica Freeway not modeled by Gardes
and May, would need to be collected. The existing demand data for the freeway portion
of the network were from 1989 and needed to be updated. The arterial demand data were
also quite dated. The ATSAC system offered the opportunity to update much of the
arteria flow data. For both the freeway and arterial demand data, the new data would be
more thorough, as well as more recent, than the existing data set. The control data for the
network, including signal timing plans for hundreds of intersections and ramp-metering
plans, would also need to be collected.

The network to be simulated was to represent the traffic conditions that existed in the
summer of 1993. The freeway demand data was collected in May of 1993. The arteria
demand data was collected in September of 1993. Two significant events since this time
may have significantly affected the traffic conditions on the network. First, the Century
Freeway was opened in October 1993. This freeway is paralel to the Santa Monica
Freeway and about 10 miles to the south. The Century Freeway may offer an aternate
route to many drivers who use the Santa Monica Freeway. Secondly, the Northridge
earthquake in January of 1994 severely damaged the Santa Monica Freeway. For several
months after this event, most of the users of the freeway were forced to use aternate
routes. While the freeway has since been repaired, the permanent change in demand due
to the earthquake is undetermined.

4.1.3 The Santa Monica Freeway Corridor

The area of the Santa Monica Freeway corridor to be modeled is illustrated in Figure 4.1,
a map of the Los Angeles area.  The Santa Monica Freeway itsdlf runs east/west and is
labeled as Interstate Route 10 in Figure 4.1. The portion of the freeway corridor that was
simulated is highlighted in this figure, The limits of the smulated network are the San
Diego Freeway (1-405) on the west, the Harbor Freeway (SRI 10) on the east, Olympic
Avenue on the north, and Adams/Washington Boulevards on the south. Downtown Los
Angelesis directly northeast of the network.
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Figure 4.1: Map of Los Angeles and the Santa Monica Freeway

The Santa Monica Freeway is arguably one of the most traveled freeways in the country
with an average daily traffic (ADT) of nearly 250,000 vehicles. The freeway corridor is
also of interest because it has been the subject of various field test for ITS research. The
Pathfinder project [35], an early test of in-vehicle information systems (1VIS), was
conducted on the network in 1990. Currently, a number of public and private
organizations in the Los Angeles area are working on the SMART Corridor project. This
project is an attempt to install various I TS infrastructure on the freeway.

4.2 FREEWAY DATA COLLECTION

This section discusses the data collection efforts that were undertaken for the freeway
portion of the Santa Monica Freeway corridor. The majority of the information in this
section comes from the report by Bloomberg and May [9] that was conducted as part of
this research project. The reader is referred to this report for further details. Collection
and manipulation of the data for the freeway corridor was a very extensive process that
resulted in a permanent record of the previous traffic count data in a systemic and
retrievable manner.
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This section begins by discussing the supply, demand and control data collections efforts
for the freeway and concludes with a discussion of the spreadsheet that was created to
store al of the data for the freeway portion of the network.

4.2.1 Freeway Supply Data Collection

The freeway portion of the corridor was defined as the portion of the network including
only the mainline freeway and the on-ramps and off-ramps. The termina ends of the
ramps were located where the freeway ramp meets the arterial street.  The intersection of
freeway ramp and arterial street were later used as junction points when the arterial and
freeway portions of the network were merged to form the entire freeway corridor (see
Section 5.1.3).

Approximately eleven miles of linear freeway are included. This section of the Santa
Monica Freeway includes 26 on-ramps and 26 off-ramps in each direction. Also, there are
atotal of four freeway connector on-ramps from the 1-405 (northbound and southbound)
to eastbound 1-10, and from SR1 10 (northbound and southbound) to the westbound I-I O.
There are also four connector off-ramps, to the 1-405 (northbound and southbound) from
westbound 1-10 and SR1 10 (northbound and southbound) from eastbound I- 10. Thus, a
total of 30 on-ramps and 30 off-ramps are included in the freeway supply data. Figure 4.2
shows a schematic view of the freeway portion of the corridor by itself

Overland La (Jenega Farfax La Bgea W*tem Vlrmont SR 10
Nati\al Robq#on /}
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Figure 4.2: Schematic of Santa Monica Freeway

4.2.1.1 Geometry

The selection of which sections of roadway to include into the freeway section of the
network was very straightforward. All of the freeway mainline and all of the on-ramps
and off-ramps were included in the network. The first step in collecting the freeway
supply data was to determine the x and y coordinates of the various nodes in the network,
the lengths of the links in the network, and the location of the on-ramps and off-ramps.
Initially, the x and y coordinates were coded to represent their exact physical location.
These coordinates were later changed in order to view the network more clearly during
simulation. The x and y coordinates of the nodes are for display purposes only and do not
effect the simulation results.
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A number of sources were available for this information. First, Caltrans District 07
provided aerial photographs of the freeway section under study. Each photo was taken to
an exact scale (1 inch to 100 feet), so geometry data could be obtained simply by making
measurements from the photos and converting to an appropriate metric. Next, several sets
of maps of the freeway corridor from other studies were obtained from Caltrans and JHK
and Associates. These maps described the networks in node/link format; attention was
given to code the network in a similar fashion to alow comparison to others work.

Commercially available maps were also used to check certain details of the network.

Finally, direct site visits were made to the freeway. The researchers drove the network a
number of times to compare the tabulated data with the freeway itself It should be noted
that actual site visits were considered to be very important in properly coding the network.

One limitation of these data sources was that each one only provided a relative reference
of the components of the network; i.e. only the distance between two ramps was available,
not the exact physical coordinates. This was an issue because each source of supply data
had a different scale and varying detail. Therefore, in order to compare the information
from two different maps, it was important to have absolute references from the freeway
network. This was addressed by using coordinate values from the digitizing of the entire
freeway corridor. Certain key points, namely the freeway/arteria interfaces, were
obtained from the digitizing process and used as anchor coordinates. The other nodes in
the freeway corridor were then determined by measuring distances relative to these anchor
coordinates.

As a fina check, the supply data were compared to the freeway geometries that were
found in earlier research by Bloomberg and others [7, 8]. Freeway subsection lengths (i.e.

the distances between ramps) and the number of lanes were compared and the values were
found to be comparable. Also, the total freeway distances eastbound and westbound were
equal. These tests confirmed the accuracy of the data collected for the freeway geometry.

The next step was to estimate the capacity of the roadways in the network.

4.2.1.2 Capacity

For any traffic smulation, the issue of highway capacity isacritical one. In the real world,
bottlenecks, queues, and congestion are caused because the traffic demand on a section of
roadway is greater than some theoretical capacity value. When simulating such a system,
it is necessary to specify this value for each section of roadway. However, there is no
perfect method for determining the capacity of a given roadway. Some trial and error was
needed to develop a reasonable set of capacity estimates for the Santa Monica Freeway.

As a start, a working value of 1,800 to 2,000 vehicleshour/lane (vphpl) was assumed.
The Highway Capacity Manual [53] suggests freeway capacities as high as 2,300
passenger cars/hour/lane (pcphpl) under ideal conditions. However, capacities this high
on the Santa Monica Freeway may be unredlistic for several reasons. Firgt, the on-ramps
and off-ramps (some spaced at close distances) create weaving sections that will reduce
effective capacity. Second, the presence of heavy vehicles (e.g. buses and trucks) should
limit capacity. Finaly, some freeway sections include numerous collector/distributor
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(C/D) lanes that are included as part of the mainline freeway. Speeds and capacities are
often lower on these facilities, so the average (per lane) capacity of the freeway is reduced
in these sections.

The next step was to define a starting point for each freeway subsection. Each mainline
was assumed to have a starting value of 2,000 vphpl. For those sections that began with
an on-ramp, the capacity of the first lane (right lane) was reduced to 1,800 vehicles/hour.
Also, those sections that included C/D lanes were estimated at 1,800 vehicles’hour for
those lanes to recognize the fact that more weaving would be present in these sections so
that capacity would be reduced. As an example, a four lane section of roadway after an
on-ramp that had 2 parallel C/D lanes was assumed to have a capacity of 3(2,000) + 1,800
+2( 1,800) = 11,400 vehicles/hour.

To determine the impact of weaving sections on capacity, the FREQ simulation model was
used. The FREQ model has a weaving analysis feature that will calculate the reduction in
capacity for a given section of freeway based on the geometry of the roadway, namely the
location of the on-ramps and off-ramps along the freeway. The reduction in capacity for
the weaving sections along the freeway, as calculated by FREQ, were then made to the
appropriate freeway links.

Figure 4.3 shows the final capacities that were used in the coding of the freeway portion
of the network and the length of each of the links. Note that the capacities are, for the
most part, between 1,900 and 2,000 vphpl. Nodes were placed at the location of off-
ramps, on-ramps, loop detectors, and where the number of lanes in the freeway changes.
Nodes were placed at the location of freeway loop detectors in order to permit
comparison of field measured traffic performance with those predicted by the
INTEGRATION model during later stages of the project.

For ramps, capacities varied depending on the geometry of the ramp merging section.
Figure 4.4 shows the basic assumptions for capacities on ramps with different geometries.
The capacity of a single lane ramp without an accompanying lane added on the freeway
was estimated at 1,500 vehicles’hour. If the freeway section did have an additiona lane
adjacent to the ramp, the number of weaving maneuvers would be reduced and capacity
increased. Depending on the length of the weaving section, capacity was increased to
1,800 or 2,000 vehicles/hour. For multi-lane ramps (used at the freeway interchanges),
capacity was estimated at 1,500 vphpl.
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EASTBOUND (read down) - 'WESTBOUND (read down).

description len  capac. [ description len capac.
link#] (to end of link) #lane “(feet) (vphpl) | (toend of link) = #lane feet (vphpl)
1 |1-405 overpass 3 850 2000 [SR1 10 overpass 3 600 2200
2 |SB 1-405 on 3 1900 2000 |fconnector ramp 3 200 2200
3 |SB I-405 off 4 50 1960 |[SB SR1100n 4 600 1900
4 |Nationa off 5 2900 1960 [[NB SRIIO on 6 1450 1833
5 |Overland on 4 1400 2100 (120th Street off 7 700 1800
6 |detector 5 1650 1880 (|20th Street on 7 1150 1943
7 |Manning on 5 2150 1880 ('Vermont off 7 300 1800
8 |Roberston off 5 1150 1980 [[Vermonton 7 1650 1943
9 |detector 5 2100 1920 (\detector 7 600 1900
10 [Nationa on 5 300 1920 (lanedrop 7 100 1900
11 |SB LaCienegaoff 5 1900 2000 [[Normandie off 6 100 1900
12 |SB La Cienega on 5 1000 2000 flaneadd 6 400 1933
13 INB La Cienega 6 350 2000 flanedrop 7 450 1943
14 |Fairfax off 5 300 2000 [[Normandieon 6 700 1933
15 |detector 5 1300 1960 [[Western off 6 550 1900
16 |Veniceon 5 400 1960 [laneadd 6 150 1933
17 |Washington off 5 1550 1920 (lanedrop 7 400 1914
18 |SB La Brea off 5 3800 2000 [Westernon 6 1550 1933
19 |SB LaBreaon 5 700 2100 [Arlington off 6 500 1833
20 |detector 6 200 1950 [lArlington on 5 1750 2080
21 |NB La Brea off 6 150 1950 (/Crenshaw off 6 2900 1950
22 |INB LaBreaon 5 1100 1920 [detector 5 250 2000
23 |Crenshaw off 5 2500 2040 [ Crenshaw on 5 1950 2000
24 |detector 5 1450 1960 [INB La Brea off 5 2650 2040
25 |Crenshaw on 5 950 1960 [{detector 5 625 1960
26 JArlington off 6 2750 1967 [INB La Breaon 5 125 1960
27 JArlington on 5 1650 2080 (/SB LaBrea off 6 300 1900
28 |Western off 6 450 1900 [|SB LaBreaon 5 850 2000
29 |laneadd 6 1200 1933 [ Washington off 5 3550 1960
30 |Westernon 7 1150 1943  [[Veniceoff 5 1050 2000
31 |Normandie off 7 850 1800 |[detector 4 750 2000
32 |lanedrop 7 400 1943 ([Fairfax on 4 1400 2000
33 |Normandieon 6 1250 1933 [LaCienegaon 4 1800 2025
34 |laneadd 6 300 1900 [[Robertson off 5 1950 1820
35 |Vermont off 7 350 1886 ([[Robertson on 4 3350 2050
36 |detector 7 1800 1943 [National off 5 850 1880
37 |Vermonton 7 150 1943 || detector 4 1150 2100
38 |Hoover off 7 400 1843 [[Overland off 4 3100 2100
39 |Hoover on 6 1600 1933 [|Overland on 4 1250 1800
40 $B SRIIO off 6 450 1967 |[[SB 1405 off 5 2050 1800
41 NB SRIIO off 6 1250 1833 [[NB 1405 off 4 1650 1925
42 |laneadd 5 200 1920 flend 3 1525 2000
43 lend 6 675 1767

Figure 4.3: Santa Monica Freeway Subsection Characteristics
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single lane on ramp single lane on ramp
no lane add lane add with less than 300 foot weaving section
capacity = 1500 vph capacity = 1800 vph

7/_ 7/ < 300 foot Weaveg

two lane on ramp single lane on ramp
one lane add lane add with at least 300 foot weaving section

capacity = 3000 vph capacity = 2000 vph

-/7//’_ Z > 300 foot weaveg

Figure 4.4: Capacity Assumptions for Different Ramp Geometries

4.2.1.3 Freeway Speed/Flow Relationships

For the INTEGRATION model, two different methods are available to describe the
speed-flow relationship. The program developer suggests that the more robust method be
used. This method is based on an approach integrating a car-following model and a
generic speed-flow relationship described by Van Aerde [62]). Four parameters are
required for this approach; the free flow speed, the speed at capacity, the jam density, and
the capacity of the roadway.

The freeway portion of the network was coded and calibrated to match freeway flows in
order to obtain traffic flows on all freeway links (Section 5.2.2) and to test the ability of
the INTEGRATION model to smulate freeway performance (Section 6.3). Since the
freeway portion of the network was calibrated using the FREQ model, the speed-flow
relationship that was developed for INTEGRATION was designed to be similar to the one
used by FREQ for the freeway calibration. It was found that by varying the above four
parameters, a relatively close speed-flow curve could be developed. The resulting values
for the mainline freeway were 99.8 km/h (62 mph) for the free flow speed, 70.8 km/h (40
mph) for the speed at capacity. Since the ramp speeds were lower, the corresponding
values of 64 km/h (40 mph) and 45 km/h (28 mph) were used. The jam density was 130.5
veh./km (210 veh./mile) for both mainline freeway and ramps. The capacities varied as
was discussed above. A plot of the speed-flow curve for atypical freeway mainlinelink is
shown in Figure 4.5.
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Speed-Flow Relationship
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Figure 4.5: Speed-Flow Curve for Typical Freeway Segment

4.2.2 Freeway Demand Data Collection

While the collection of supply datais relatively straight-forward, the collection of demand
datais often more complicated and laborious than the collection of supply data. Demand
data are by their nature dynamic, so data must be collected temporally. It was decided
that demand data would be aggregated into 30 minute periods.

In this research, traffic volumes were used to define the number of vehicles traveling
between each pair of zones in the network during each time period, i.e. the demand. The
traffic volumes collected for this project were collected from multiple sources in order to
develop a timely, complete, and accurate demand data set. Alternative methods of data
collection, e.g. license plate surveys, are usualy far more costly. Even the method of
estimating demand from traffic volumes proved to greatly tax the resources of the project.

4.2.2.1 Sources of Freeway Demand Data

The first source of demand data was Cadtrans. With a system of loop detectors
throughout the freeways of Los Angeles, Caltrans was able to provide traffic data through
its MODCOMP computer system. Using this system, the research team collected traffic
counts from 6:00 am. to 8:00 p.m., in 5 minute intervals, for three days from May 25 to
May 27, 1993. These data included traffic flows at on-ramps and off-ramps, as well as on
the mainline freeway. The collection of this data is explained in more detail in reports by
Bloomberg and others [7, 8].

The first step in assessing the validity of this data was to determine where there was
reasonable detector data. The definition of “reasonable” was somewhat arbitrary, but
most detector malfunctions, at least on mainline freeway sections, were obvious enough to
easily detect. Any detector determined to be unreasonable was removed from the traffic
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data obtained from the MODCOMP computer system. A detector would return one of
three types of data; no data, all zeros, or some positive flow value. Obvioudly, the first
two were discarded. For the freeway mainline sections, it was easy to determine if a given
flow value was consistent with the rest of the mainline freeway. The ramp and other
detectors (i.e. detectors on collector/distributor lanes and freeway connectors) were more
difficult to assess. However, it was possible to subjectively assess which detectors were
giving workable data: values within a specific range exhibiting some randomness and
variation by time of day were considered to be returning good data.

Once this demand data were assembled, the next step was to determine what additional
data were needed. The MODCOMP system did not provide detector data for every ramp
in the network; data for off-ramps were especialy limited. Obvioudly, it was critical to
have traffic counts at all of the freeway locations, so other sources for these data were
used. Of the other databases available, the most important was a record of Caltrans traffic
counts for all of the freeway ramps and some mainline locations. These data included at
least one day of hourly traffic volumes for each location from some point in time between
1989 and 1992. Also available were counts from the simulations performed in previous
PATH research by Gardes and May [20]. These were haf-hour volume counts for the
morning peak period (6 am. to 10 am.) collected during 1988. Finally, data for a number
of the ramps were aso collected by the ATSAC system, since many ramps begin or end at
signalized intersections monitored by the ATSAC system. The collection of data from the
ATSAC system is discussed in the Section 4.3.

4.2.2.2 Manipulation of Freeway Demand Data

Once this demand data was collected, some of it required manipulation before it could be
transferred into INTEGRATION input files (as discussed in Chapter 5). The manipulation
of freeway demand data was done in three stages; demand triangulation, demand
manipulation at the freeway ends, and demand adjustment using scale factors. Each of
these three processes will be discussed in this section.

First, the raw demand data had to be aggregated into 30 minute volume counts. The data
from Catrans MODCOMP system was aggregated into half hour data by simple addition
of the appropriate five minute counts. Since the auxiliary ramp counts from Caltrans were
in the form of hourly counts, a method had to be devised to convert these counts into half
hour counts. To accomplish this, a demand triangulation spreadsheet originaly created by
JHK & Associates, and modified by Bloomberg and May [9], was used. This spreadsheet
considers the demand in the previous and future time slicesin dividing up the hourly flow
into flow for each half hour time slice. An example of this processis shown in Figure 4.6.
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Time Input Volume  Qutput Volume
6:00 A.M. 221 168
6:30 A.M. 274
7:00 A.M. 436 388
7:30 A.M. 484
8.00 A.M. 604 582
8:30 A.M. 624
9:00 A.M. 593 608
9:30 A.M. 578
10:00 A.M. 486 494
10:30 A.M. 478
11:00 A.M. 525 526
11:30 A.M. 524

Figure 4.6: Demand Triangulation Example

Another limitation of the demand data was that there were no counts available for the
freeway ends; the mainline freeway west of 1-405 and east of SR110. To estimate these
data, the available freeway mainline counts upstream or downstream of the freeway end
were considered for each time dice. The ramp counts between the freeway end and the
mainline detector were added and subtracted to obtain a time series of mainline flows at
the four ends of the freeway. The volume counts that resulted were believed to be a
reasonable approximation of freeway demand at these locations.

For many of the ramp counts, data were not available from the MODCOMP system and
data from older counts had to be used. To adjust for the change in demand over time, a
set of scaling factors was developed to convert these older counts into current demand
data. For these scaling factors it was thought appropriate to classify ramps into low and
high volume ramps. High volume ramps experience peak demand over 900 vehicles per
hour. Then, for those ramps where data were available from both the MODCOMP system
and from historical Caltrans counts, the average ratio was calculated and used as the
scaling factor. The results of these calculations are shown below in Figure 4.7

Average low volume ramp flow dataratio (new/old) = 0.996
Average high volume ramp flow data ratio (new/old) = 1.0 16
Average morning peak flow dataratio (new/old) = 0.97 1
Average midday flow dataratio (new/old) = 1.055
Averageafteroon peak flow dataratio (new/old) = 0.986

Figure 4.7: Comparison Between MODCOMP and Historical Caltrans Counts
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4.2.3 Freeway Control Data Collection

Freeway control data were the easiest element of the freeway data collection effort.
Cdltrans provided charts detailing the phase length for each on-ramp meter during a
typical day. Ramp metering plans were in place throughout the peak periods at each on-
ramp in the study area (except for the freeway interchanges). These data are shown in
Appendix F.

4.2.4 Freeway Data Spreadsheet Summary

This section briefly discusses the format in which the data was kept after the initial stage
of collection and manipulation. The supply and demand data were kept in spreadsheets
while the control data was left in atext file. The data stored in these spreadsheets and text
files were used to generate INTEGRATION input files as discussed in Chapter 5.

The supply spreadsheet created contains data for each of the nodes and links that will be
coded into the INTEGRATION model. Each row of the spreadsheet represents that data
for a single node or a single link. The node and link data are kept in separate portions of
the same spreadsheet so that these data can be linked to one another by referencing the
appropriate data in each portion of the spreadsheet. This allows for the creation of a
flexible and dynamic spreadsheet, where a change in one portion of the spreadsheet may
be automatically reflected in the link data. Figure 4.8 shows two portions of this
spreadsheet which consists of the INTEGRATION node file and the INTEGRATION link
file. Note that there is a shaded portion above certain columns of the node and link data.
This shading represents the portion of the spreadsheet that will be exported to an ASCII
file for use as an INTEGRATION input file. This allows other pertinent data not required
inthe INTEGRATION input file itself to be included in the spreadsheet.

] INTEGRATION Node File
Node ID Actual (in km) Screen (in.)
Ref No J H K xcoord ycoord node xcood ycoord o-d Clstr CM Description
EFF 31 a66 20.637 4.941 31 30.31 13.47 3 -31 0 on-ramp (EB) Western
EFH 32 a67 21.547 4.941 32 31.63 13.45 3 -32 0 on-ramp (EB) Normndie
EFJ 33 a68 22.102 4.941 33 32.95 13.52 3 -33 0 on-ramp (EB) Vermont
BFB 34 < 8.729 5.023 34 11.88 12.49 4 0 0 EB ML at I-405 overpass
BFC 35 r150 9.308 5.023 35 12.63 12.49 4 0 0 EB ML I-40S5 on-ramps
BFD 36 r151 10.261 5.023 36 14.01 12.39 4 0 0 EB ML Nat’l off-ramp
BFE 37 r1.52 10.521 5.023 37 14.45 12.39 4 0 0 EB ML Ovrlnd on-ramp
BFF 38 <> 10.875 5.023 38 15.10 12.36 4 0 0 EB ML Motor detector
INTEGRATION Link File
Start End F.F. sat # Plat Speed/Flow
Lii Node Node Length Speed Flow Lane Fact A B ! {More Data..}
1 17 34 0.259 100 2067 3 0 71 310
2 34 35 0.594 100 2067 3 0 71 131 b
3 35 36 0.884 100 2000 5 0 71 131 L
4 36 37 0.427 100 2050 4 0 71 131 b
5 37 38 0.503 100 2000 5 0 71 131 b
6 38 39 0.655 100 2000 5 0 71 131 P
7 39 40 0.350 100 1980 5 0 71 131 L
8 40 41 0.640 100 1980 5 0 71 131 ! ..............................

Figure 4.8: Portion of Supply Data Spreadsheet
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All of the available demand data collected was coalesced into a single spreadsheet. A
small portion of the complete demand data spreadsheet is shown in Figure 4.9. Since, the
research could find no single source for demand data on the Santa Monica Freeway, the
spreadsheet was used to select the best source of data for each of the locations. The two
left columns indicate the location and direction of the data. The “source” and “date”
columns describe where and when the data came from.  The three right columns show the
hourly flow rate for a given section for the first three half-hour time dices of the
simulation. For each location, the most reliable source of data was used in the simulation.
These lines are listed as “ Simulation Data” in the source column.  The appropriate growth
factors discussed above were applied to each of the sources of data used in the simulation.
For the purposes of this project and for future reference by others, this comprehensive
finalized table of all available freeway traffic counts as of 1993 is included in Appendix G.

L ocation E Source Date 6-6:30 | 6:30-7 | 1-7:30
Robertson on ramp EB | (Simulation Data) 32 3| 528 ([ 752
EB | Caltrans hourly ct. TUE 11/28/89 419 419 826
EB (converted) 318 520 912
EB | previous UC study 1980s 447 529 864
Mainline 7.99 (National) EB | MODCOMP data TUE 05/25/93 3850 | 6920 | 8980
EB| MODCOMP data WED 05/26/93 4050 | 7010 | 8610
EB | MODCOMP data THU 05/27/93 3960 | 7080 | 8900
EB | MODCOMP data TUE 12/08/92 3890 | 6196 | 7894
National on-ramp EB | (Simulation Data) 260 470 440
EB | Catrans hourly ct. TUE 11/28/89 389 389 509
EB (converted) 360 420 496
EB| MODCOMP data TUE 05/25/93 260 470 440
EB| MODCOMP data WED 05/26/93 270 470 420
EB | MODCOMP data THU 05/27/93 280 470 400
EB | previous UC study 1980s 351 374 332
EB ATSAC data TUE 10/19/93 86 114 136

Figure 4.9: Excerpt from Final Demand Spreadsheset

4.3 ARTERIAL DATA COLLECTION

As with the freeway data, collection of the arterial data will be discussed in terms of
supply, demand and control. This section will also discuss the spreadsheets containing the
arterial data collected for the network. The data collection efforts for the arterial streets
was also quite extensive and fraught with difficulties. The main delay to these efforts
concerned the delay in getting the newly constructed loop detectors in the corridor on-
line. The result of these data collection efforts is the creation of one of the largest
comprehensive databases of arterial street data associated with a freeway corridor.

4.3.1 Arterial Supply Data Collection

In general, the supply data for the arterial portion of the corridor is the location and
physical characteristics of the surface streets in the network. The first phase of the coding
of supply data was to create the geometry of the network. This consisted of first
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determining which surface streets to include in the network, and then generating x and y
coordinates for the nodes in the network. The next step was to connect the links to the
appropriate nodes and provide them with the necessary data.

The coding of the arterial geometry actually proceeded in two separate phases. The first
phase was the creation of a network with a single node representing every intersection in
the network. The second phase consisted of expanding a number of the signalized
intersections into an eight node/twelve link configuration that allows for a more detailed
modeling of traffic movements at individual signalized intersections. The selection process
of which intersections to expand and a discussion of the expansion process itself is given
in Section 5.1.4.

4.3.1.1 Arterial Network Designation

The process of selecting which surface streets should be included into the network was
done using US Geologic Survey (USGS) 7% minute quadrangle maps of the area. The
decision was to include all of the major streets in the network and a number of the smaller
arterials. Collector streets were not included. The USGS maps, commercialy available
street maps and visits to the site itself were used to decide which of the streets should be
included in the network.

The resulting network consisted of the five major east/west roads parallel to the freeway;
Olympic, Pico, Venice, Washington and Adams. Five other east/west roads; National, San
Vicente, Cashio, 21st Street, and 1 Ith Street, were also added to the network. These
additional east/west roads do not run the entire length of the network. A total of 21
north/south roads were selected that run from the north end to the south end of the
network. In addition, approximately 15 north/south roads were selected that do not run
the entire length of the network. This arterial network is rather dense, which provides
ample opportunity for alternate routes to be present for most origin/destination pairs. A
plot of the freeway/arterial network coded for the INTEGRATION simulation runs is
illustrated in Figure 5.4.

The research team aso had to determine where origins and destinations (referred to as
zones) would be within the network. The decision of how many zones there should be in
the network turned out to be a critical one. On the one hand, the modeler would like to
include any location on the network where a significant number of vehicles enter and/or
exit the network as a zone. On the other hand, the time required to execute a number of
the calculations performed by the INTEGRATION model is a function of the square of
the number of zones. Thus, increasing the number of zones greatly increases the
simulation run time. Additional zones aso have significant memory requirements, which
was a concern given the size of the network. The benefits of including a zone into the
network when there is no flow data associated with that zone are questionable. Thus, the
final decision was to code external zones (zones on the periphery of the network) only
where the street connected to the zone was a mgjor arterial or where there was flow data
for vehicles exiting or entering the network on that street. This resulted in 56 external
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zones in the network. With two exceptions, all of the external zones are both origins and
destinations, representing streets leading into and out of the network.

The selection of internal zones was done on the basis of the census tracts in the network
[6]. Figure 4.10 shows the census tract boundaries as thick lines with the street network
asthin linesin the background. The street network displayed in the background is shown
in Figure 5.4 and discussed in more detail in Section 5.1.3. There are 56 census tracts in
the network. Including al of the census tracts as internal zones provided a nearly even
split between internal and external zones The use of census tracts as internal zones also
alows for the use of census data if desired for any additional study. All of the internal
zones are both origins and destinations.

l
1

Figure 4.10: Census Tracts within the Network

4.3.1.2 Network Coding

The coding of the arterial network began by digitizing the mgjor arterials and the freeway
portion of the network using the Arc/INFO software. This resulted in a set of x and y
coordinates for the nodes where any of the digitized links connected, and a set of links that
are referenced as starting and ending at specific nodes. This node and link data was
imported into the spreadsheet for the arterial node and link data.

Numerous alterations needed to be made to the spreadsheet before the arterial data could
be used as input to the INTEGRATION model. First, al of the freeway links in the
network were removed. Only the locations where arterials joined on-ramps and off-ramps
were left in the arterial street database. The location of these arteria/freeway interfaces
were later used when the freeway network was merged with the arterial network (see
Section 5.1.3).

Secondly, all links in INTEGRATION are coded as unidirectional. With the exception of
two one-way streets in the network, all of the link entries needed to be duplicated with the
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node reference numbers reversed to represent the same link with the opposite direction of
travel. The portion of the spreadsheet containing the link data was then arranged in an
orderly fashion, with consecutive link numbers proceeding aong the direction of travel for
agiven arterial.

Since the digitizing was done only on the mgjor streets there were numerous smaller
streets that needed to be entered into the spreadsheet. The x and y coordinates of these
smaller arteria streets were determined by interpolation. Again, the x and y coordinates
of nodes are for display purposes only and do not affect the simulation results. There
were a few instances where a mgjor arterial would cross a minor street that was not
included in the network, and there was a traffic signal at the intersection. A node was
placed on the maor arterial at this intersection to represent the signal. With this
arrangement, the delay experienced on the mgjor arterial due to the traffic signal would be
properly represented. However, the assumption was made that the turning movements at
these intersections were insignificant. Since the minor street is not modeled at these
points, no turning movements can be modeled.

The internal zones were aso added to the network using interpolation. The links
connecting the internal zone to the rest of the network were then added. Since it is
recommended that internal zones enter the network at mid-block locations as opposed to
at intersections themselves, many links were split to create mid-block nodes. The internal
zones were then connected to the network through these mid-block nodes. The number of
mid-block nodes that connect to an internal zone ranges from one to three per internal
zone.

4.3.1.3 Link and Intersection Data Collection

Supply data for the arterial streets was provided by JHK and Associates and the City of
Los Angeles. JHK and Associates provided the number of lanes and link lengths for the
majority of arterial links in the network. For the links where no link length was provided,
the link length was manualy measured using the USGS quadrangle maps. Direct site
visits determined the number of lanesfor an arterial link when this was not provided.

The City of Los Angeles ATSAC system provided a number of intersection geometry
templates that show the precise intersection configuration for the majority of intersections
in the network. Figure 4.11 shows an example of one of these templates for the
intersection of Pico Boulevard and Figueroa Street. This information on precise
intersection geometries proved most useful in the process of expanding the single node
intersections into eight node/twelve link configurations.

Finally, the coding of the arterial network was checked with site visits. The actual number
of lanes, intersection geometry, and the location of signals were al checked against the
coded data to ensure the accuracy of the arterial supply coding.
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Figure 4.11: Sample Intersection Geometry Template - Pico and Figueroa

4.3.1.4 Determination of Arterial Street Capacities

Since there was no data collected on the capacity of the arterial streets in the network, the
capacities for the arterial links had to be estimated based on the values in the Highway
Capacity Manual [53]. First, al of the arterial streets in the network were classified into
major and minor streets. The decision process was based on the USGS maps,
commercially available maps, and visgits to the site itself The capacity was set to 2,000
vehicles per hour per lane for the mgjor streets and to 1,800 vehicles per hour per lane for
the minor streets. Table 4.1 shows which arterial streets were classified as mgor and
which were classified as minor. The capacity of links within the expanded intersection
configuration isdiscussed in Section7.2.1.
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Major Arterials
(capacity set at 2,000 vphpl)

Minor Arterials
(capacity set at 1,800 vphpl)

4th 6th
Adams 11th
Apple 20th
Arlington 21st
Avenue of the Stars Airdrome
Cadillac Ashby
Century Park East Bagley
Crenshaw Beverly Glen
Fairfax Beverwil
Figueroa Cashio
Hoover Clarington
La Brea Cochran
La Cienega Cotner
National Crescent Heights
Normandie Curson
Olympic Doheny
Overland Exposition
Pams Gennessee
Pico Harvard
Robertson Hauser
San Vicente Hillsboro
Sawtelle Hughes
Sepulveda Manning
Venice M otor
Vermont Prosser
Washington Redondo
Western | Rimpau
Roxburv
Union
Veteran
Vineyard
West
Westmoreland
Westwood
Wilton

Table 4.1: Major and Minor Arterial Streetsin the Network
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4.3.1.5 Determination of Arterial Street Speed-Flow Relationships

Recall that the four parameters required to designate a speed-flow relationship with
INTEGRATION are; the free flow speed, the speed at capacity, the jam density, and the
capacity of the roadway. The free flow speed was initialy set at 70 kilometers per hour
(44 mph) for the maor arterials and 55 km/h (34 mph) for the minor arterials. One
exception was a portion of Venice Boulevard where the roadway is divided and designed
to handle high speeds. The free flow speed for this section was set at 80 km/h (50 mph).
During the calibration efforts, significant diversion from the freeway to the arterial streets
was observed which led to a lowering of the free flow speeds for many of the major
arterials. Table 4.2 snows the final speeds that were used for the maor arterials in the
network. Any arterials not listed in this table have a free flow speed of 70 km/h (44 mph)
if they were designated as a mgjor street and 55 km/h (34 mph) for minor streets. The
speed at capacity was set at 0.6 times the free flow speed for all arteria links. This value
was based on speed-flow curves that were defined within the Highway Capacity Manual.
The capacity of the arterial links was described in the previous section. The jam density
was set at 13 1 vehicles/kilometer (210 veh./mile) for all arteria links, the same value as
was used for the freeway links.

Arterial Free Flow Speed Arterial Free Flow Speed
(km/h) (km/h)

Adams 55 Olympic 65

Crenshaw 70 Overland 65

Figureroa 65 Pico 65

Hoover 65 Robertson 65

La Brea 75 Venice 65

La Cienega 65 Vermont 65

National 65 Washington | 65 |
Normandie 65 Western | 70

Table 4.2: Free Flow Speeds for Major Arterialsin the Network

With these four parameters defined the relationship between speed and flow, aso known
as the speed-flow curve can be defined. This relationship is equivalent to the speed-flow
relationships used for the freeway links. A representative speed-flow curve for Olympic
Boulevard is shown in Figure 4.12. Other arterial speed-flow curves have an identical
form to this curve. The only difference will be the upper bound of the curve, which will
always be the free flow speed. The maximum volume to capacity ratio will always be
reached at a speed 0.6 times the free flow speed. Since the flow is measured in terms of
volume/capacity ratio, the x-axis is the same for al of the curves. The curves could also
be expressed with capacity on the x-axis. Again, the form of the curves would still be
identical, but the upper bound on the capacity would vary between 1,800 and 2,000
vehicles per hour per lane.
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Speed-Flow Relationship
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Figure 4.12: Speed-Flow Curve for Olympic Boulevard

4.3.2 Arterial Demand Data Collection

The demand data for the arterial streets came from two separate data collection efforts,
both undertaken by the City of Los Angeles. The first set of data comes from a series of
manua traffic counts that were done at selected intersections in the network. The second
and most important arterial demand data collection effort was the collection of loop
detector data from numerous detectors recently installed at most of the major intersections
within the network.

As with the freeway demand data collection efforts, the observed traffic counts throughout
the arterial network will be used to derive origin/destination demand data in the form of
O/D matrices. This process is discussed in Section 5.2.5. Also, 30 minute time dlices
were used to capture the dynamic nature of demand data. The collection and manipulation
of arterial street demand data proved to be a huge tax on the resources of the project.

4.3.2.1 ATSAC Data Tape Collection

In February of 1993, a binary data tape was received from the City of Los Angeles

ATSAC system. This data tape contained measured arterial flows from nine intersections
aong Olympic Avenue in the centra business district, from Figueroa Street to Los
Angeles Street.  These observed flows were from 6:00 am. to 8:00 p.m. and
disaggregated into flows for each individual signal cycle. At this point in time, the
installation of loop detectors at all of the mgjor intersections in the Santa Monica Freeway
corridor had not been completed. The purpose of analyzing this data tape was to ascertain
the format of the tape, develop methods to expedite further, more extensive, data
collection efforts when the data became available, and to assess the validity of the detector
data. It was found that the detector data on the tape were quite reliable, with only one
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detector in 43 giving questionable results. A report detailing the analysis of this arteria
street loop detector data from the ATSAC system was written by Bacon and May [3].

In October of 1993, another data tape was received from the City of Los Angeles
ATSAC system. This tape contained both control data (signal timing plans) and demand
data (loop detector counts). The tape contains data for 383 signalized intersections in the
network and over 1,000 individual loop detectors. The data manipulation process to

convert the binary tape datainto 30 minute link flows and signal timing plansisillustrated
in Figure 4.13.

ATSAC Data Tape

{

FI LE_DIV

Control Data /‘_/_\’ Demand Data

SIGNAL BY_DETEC BY_TIME
l Detector Data Detector Data
By Detector By Time Slice
ASCII Readable
Slgnal Flles
Detector and
SIG_REDC e ad 5 MAKEFLOW
Four Maln Flows by Link
Slgnal Plans for All Time Slices
Data Collection (ch. 4)

l Input File Preparation (ch.5) i
TO_INT3 TO_QODS
Signal File Flow Data File

for INTEGRATION for QUEENSOD

Figure 4.13: Manipulation Process for the ATSAC Data Tape
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The first step in the manipulation of the ATSAC data tape was to separate the data into
demand and control data. This was done using a ssimple computer program, FILE-DIV.
The source code for this program and an explanation of how it works is given in Appendix
H. The processing of the control data is shown in the left half of Figure 4.13 and is
discussed in Section 4.3.3.1. The processing of the demand data is shown in the right half
of the figure and is discussed in the Section 4.3.2.2. It should be noted that the bottom
two manipulation processes in Figure 4.13, TO_INT3 and TO_QODS, are considered
input data preparation processes and are discussed in Chapter 5. The dashed line in the
figure represents the somewhat arbitrary division of tasks into data collection and input file
preparation. Of course, the ultimate goal of the data manipulation process is to create
input filesfor INTEGRATION or one of its supporting modules.

4.3.2.2 Manipulation of Arterial Demand Data

The demand data (Iloop detector traffic counts) was broken down into individual data files
in two ways, by individual detector and by individua time slice. This was accomplished by
two computer programs, BY-DETEC and BY-TIME. Detailed discussion of these
programs and their source code is given in Appendices | and J, respectively. Both of the
programs work by reading the raw demand data file, stripping away any extraneous data,
and creating individual files for each detector (BY-DETEC) or for each time dice
(BY-TIME). A sample portion of the output files from each of these programsisgivenin
Figures 4.14 and 4.15. The output from the BY-DETEC program is the flows and
occupancies, in fifteen minute periods, for each detector on the tape. Each BY-TIME
output file represents the average detector counts for a 30 minute period. Each output file
is named according to the detector or time dlice that the data represents.

06:00 440 6 512 5 688 6 696 6
07:00 780 8 848 15 784 14 856 10
08:00 728 18 772 10 696 7 584 10
09:00 488 5 500 4 568 5 468 6

7 576 7

lo:oo 520 7 540 8 568

For all lines;
1st column - Hour
2nd column - Flow for first 15 minutes of hour
3rd column- Occupancy for first 15 minutes of hour
Remaining columns- Alternating flow and occupancy
for the remaining 15 minute periods of the hour.

Figure 4.14: Output from BY-DETEC

The data for individua detectors was used mainly in assessing the integrity of the data
from each loop detector. There was concern that there may be inaccuracies in the
detector data given that the loop detectors went on-line only in the latter part of July
1993, only two months before the data tape was collected. Any data that did not appear
reasonable was discarded from any further data manipulation or input coding processes.
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0007 216 2
0008 182 1
0009 124 1
0010 122 1
0011 42 0

For al lines;

1 st column- Detector

2nd column - Flow for detector for given half hour

3rd column - Occupancy for detector for given half
hour

Figure 4.15: Output from BY-TIME

The first test of the detector data was the analysis of the flow data for all of the detectors
at agiven approach. Figure 4.16 shows an example of thistype of analysis.

700

600

500

o
o
o

Flow (veh./hr.)

ébrﬁ 3 pm 6 pm
Time of Day

- Det. 179 -+ Det. 180 -+~ Det. 181 - Det. 182

Figure 4.16: Detector Flow Data from San Vicente, Southbound Approach at Pico

Figure 4.16 shows the individual flow data for each of the four detectors at the

Southbound approach of San Vicente at Pico. Detector number 179 is located in the right
turn lane, detector numbers 180 and 181 are in the two through lanes, and detector
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number 182 isin the left turn lane. The left turn volume at this intersection is the heaviest
of al theflows. Thisis not surprising as the left turn movement has its own signal phase.
The general test from this type of analysis was to ssimply insure that the general pattern of
the detector data for each detector at a certain approach was in general agreement with
the other detectors at that approach. It is clear from the above figure that this is the case
for this intersection. Similar analysis was performed on a number of intersections in the
network.

After the analysis of individual detector data, the detectors were grouped by approach.
The flow data for al of the detectors at an approach was consolidated into link flow data
using the MAKEFLOW program. A complete description of this program aong with the
source code is given in Appendix K. This program requires an input file which contains
data pertaining to which detectors are associated with which link. Each of the links in the
network is associated with one to four detectors. Figure 4.17 shows a portion of this
input file. The other set of data files required by the MAKEFLOW program is the files
containing detector data grouped by time slice.

0892 0893 0894
0900 0901 0902
0909

0915 0916

0921 0922

© ~ U1 w
NN wWW
o
(o]

o
(o0]

For all lines;
1st column - Link number
2nd column - Number of detectors associated with
link
Remaining columns- Detector numbers for the
detectors associated with the link

Figure 4.17: Portion of Link and Detector for MAKEFLOW

For each link, the MAKEFLOW program accesses the flow data for each detector
associated with that link, adds the detector flows together, and outputs the link number
and its total flow to an output file. For each time dlice one output file is created. Each
output file from this program simply consists of the link numbers and the total link flows
for the given time dice.

With the data in the form of link flows by time dlices, flow along an arteria could be
plotted and checked for reasonableness. Figures 4.18 and 4.19 show the link flow along
Pico westbound and Venice eastbound respectively for the time period from 7:30 am. to
9:00 am.
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Flow Along Pico Westbound
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Figure 4.18: Link Flow Data for Pico Westbound

Flow Along Venice Eastbound
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Figure 4.19: Link Flow Data for Venice Eastbound

It is easy to see from these figures which link flow values are unreasonable. Clearly, links
182, 188, and 206 in Figure 4.18 are faulty as the flows are zero. The remaining links
along Pico westbound show a reasonable progression along the arterial. For Venice
eastbound, only link 275 for the 7:30 am. to 8:00 am. time slice appears to be giving
erroneous data.  The increase in flow at links 247 and 248 can be attributed to vehicles
using Venice only for a short distance before entering the freeway.
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Similar graphs were created for all of the mgor east/west and north/south arterials in the
network. Link flow data was removed from the data set for three reasons; the flow data
was zero, the data was aberrant, or there was aready existing data for this link from the
freeway demand data set. The latter was true for a number of on and off-ramps in the
network. These links with duplicate demand data were analyzed as part of the freeway
demand data analysis (see Section 4.2.4). Which demand data to use for each link was
decided as part of the freeway demand analysis. Table 4.3 summarizes the results of the
validation process.

Total number of arterial links with detector data 373
Minus those removed because of zero or aberrant data 48
Minus those removed because of duplication with the

freeway demand data set 20
Total number of arterial links with valid detector data 305

Table 4.3: Summary of Link Flow Data Validation Process

4.3.2.3 City of Los Angeles Turning Counts

A number of manual turning count studies were conducted at various intersections in the
Santa Monica Freeway corridor from 1989-1990 by the City of Los Angeles. There were
a number of locations in the corridor where there were no adequate demand data. It was
hoped that these counts could be used to supplement the demand data from the ATSAC
data tape. However, there were a number of concerns about using the data from these
counts. First, the data were from various points in time over a few years. The proper
growth factors to apply to each intersection were uncertain.  Secondly, the data was in the
form of hourly counts, whereas the existing demand data was separated into half hour time
dices. Also, this data were only collected for the peak periods; 7:00 am. to 10:00 am.

and 3:00 p.m. to 6:00 p.m.

For these reasons this turning count data set was used sparingly. Only when there was a
significant gap in the loop detector data discussed above or when the loop detector data
was suspect, was the data from these manual counts used. Twenty links were provided
with link flow data from these counts. In order to extrapolate the turning count data for
the peak periods to the time dices were no data was provided (non-peak periods) and to
divide the data into half hour, not hourly, counts a spreadsheet was devel oped.

The result of the arterial demand data collection and manipulation process was a set of
files, one for each half-hour time dlice, containing link flow data for approximately 325 of
the arterial linksin the network.

4.3.3 Arterial Control Data Collection

The arteria control data consists of the traffic control in place at each of the intersections
in the network. The control may be in the form of stop signs, yield signs, or traffic signals.
The designation of streets as one-way only and the presence of turning restrictions are also
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elements of arteria traffic control. While high-occupancy vehicle (HOV) facilities are also
elements of control, none are present in the arterial network.

4.3.3.1 Sources of Arterial Control Data

Most of the data concerning the location of stop signs, yield signs, and traffic signals came
from previous efforts by JHK and Associates. The location of one-way streets and the
presence of turning restrictions was provided by the City of Los Angeles. There were a
few instances where this information was not available from either of these two sources.
In these instances, the necessary data was collected by direct visits to the site itself Direct
visits to the site also ensured the accuracy of the arterial control data.

The majority of the signal timing plans in the network were provided by the City of Los
Angeles ATSAC system. The extraction and manipulation of these data are discussed in
the next section. There were a few signal timing plans in the corridor that were not
included on the ATSAC tape. These signals are located in the cities of Beverly Hills and
Culver City. The City of Los Angeles was able to provide the timing plans for those
located in Culver City and the City of Beverly Hills provided the signal timing plans for
the signals within its jurisdiction. The data for this additional group of signals was
manually added to the final list of timing plans obtained from the ATSAC data

4.3.3.2 Manipulation of Arterial Control Data

Referring back to Figure 4.13, the manipulation of the control data from the binary data
tape received from the City of Los Angeles ATSAC system is shown on the left side of
the figure. The first step of the data manipulation process was to convert the null
characters into carriage returns so that the control data set from the ATSAC data tape
could be viewed in a traditional text editor. The program SIGNAL was written to
accomplish this. The source code and a description of the program are included in
Appendix L. In retrospect, this was not a necessary step in the processing of the data.

The next step was to convert the raw control data into a format that did not contain any
extraneous data and was easily ready for conversion into an input file for the
INTEGRATION program. The program SIG-REDC converts the raw control data into
thisformat. The source code and a description of the program are included in Appendix
M. The program works by reading the ASCII readable signal data file and removing the
extraneous data and eliminating 35 of the 39 signal timing plans for each signalized
intersection. The original data tape contains a total of 39 signa timing plans. Most of
these timing plans are rarely used, only the first four signal timing plans are used on a
regular basis and were considered in this study. The operating times of these four timing
plans throughout the day are displayed in Table 4.4. At this point, the data has been
converted into a format that contains only the necessary data. This data, the output from
the SIG-REDC program, is shown in Figure 4.20. At this point there is no data entered
for lost time at the intersection. The output from this program is used as input to the
TO-INT3 program, which is discussed in Chapter 5.
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Plan Number Time of Operation
12:00 am.- 6:00 am.
6:00 am.- 10:00 am.
10:00 a.m.- 3:00 p.m.
3:00 p.m. - 7:00 p.m.
7:00 p.m. - 12:00 am.

I RNIWIN|—

Table 4.4: ATSAC Signal Timing Plan Implementation

Signal 2

Plan 1 2 60 48 1 33 22 2 27 27

Plan 2 2 90 41 1 60 22 2 30 27

Plan 3 2 90 39 1 60 22 2 30 27

Plan 4 2 90 52 1 60 22 2 30 27

Si gnal 3

Plan 1 2 60 48 1 30 27 2 30 29

Plan 2 2 90 51 1 40 27 2 50 29

Plan 3 2 90 51 1 40 27 2 50 29
2 90 51 1 40 27 2 50 29

Plan 4

For lines beginning with “ Signal”
1st column - Signal number

For lines beginning with “Plan”
1st column - Signal timing plan number
2nd column - Number of phasesin the plan
3rd column - Cyclelength
4th column - Offset
5th column - Phase number
6th column - Green time for this phase
7th column - Minimum time for this phase
Repeats 5th through 7th column for each phase

Figure 4.20: Sample Output from SIG-REDC Program

4.3.4 Arterial Data Spreadsheet Summary

This section discusses the final format of the arterial data after the initia stage of
manipulation. The supply data is stored in a spreadsheet while the demand and control
data are stored in ASCII text files. The data stored in the spreadsheet and text files were
used to generate the INTEGRATION files as discussed in Chapter 5.

The link and node data for the network was stored in a spreadsheet similar to the one
created for the freeway supply data. The connection between the node and link portions
of the spreadsheet isidentical to that within the freeway supply data spreadsheet. The link
file entries for starting and ending node are referenced to the corresponding nodes. This
alows for the link and node numbers to be updated so that an organized numbering
system may be preserved. This was necessary as many arterial links were split and fused
together throughout the process of coding the arterial network.

Bacon, Windover and May Page 65



The one additional reference that was made to the arterial link and node spreadsheet was
the inclusion of data on which traffic signal controls which link and the signal phases in
which the link has green time. While. the actual signal timing plans are till contained in a
separate file, in INTEGRATION the location of traffic signals in the network is defined in
the link file. A link controlled by atraffic signal is given asignal number that refers to the
signal at the downstream end of the link that restricts vehicles from exiting the link. The
signal number of each traffic signal was entered in the node data portion of the
spreadsheet but is not exported as part of the actual INTEGRATION node file. By
referencing the appropriate portion of the node data, a link could be assigned a signal
number based on the node at the end of the link. Again, any changes to the link file could
be made while ensuring that the appropriate signal was assigned to the appropriate link.
The phases of the signal had to be added manually to the spreadsheet.

The end result of the demand data collection is a set of text files, one for each half hour
time dice. Each file smply contains alist of the links for which there is detector data and
the flow, in vehicles per hour, for that link for the given time dice. This text fileis the
output of the MAISEFLOW which is modified to include data from the City of Los
Angeles turning count data.

The arterial control data actually ends up in two separate locations. The location of stop
signs, yield signs, and one-way streets is coded with the link data in the supply data
spreadsheet. The designation of which signal controls which link, and what phase(s) each
link may discharge during, is also contained in a spreadsheet. The actual signal timing
plans are contained in atext file, the format of which was shown in Figure 4.20. Thisfile
is output from the SIG-REDC program and modified to include signal timing plans that
were not included in the City of Los Angeles ATSAC data tape. The complete arterial
control data text file is contained in Appendix N.
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Chapter 5: PREPARATION OF MODEL INPUT

Chapter 4 discussed the collection and manipulation of the various network data. Chapter
5 discusses the process of converting the manipulated data into input files for the
INTEGRATION model, and one of its supporting models, QUEENSOD. As mentioned,
the dividing line between data manipulation and preparation of model input is somewhat
arbitrary. The coding of the network discussed below actually began with the entry of the
data into the various databases for the network, as discussed in Chapter 4.

As in Chapter 4, the preparation of model input is divided into supply, demand, and
control data. Section 5.1 discusses the coding of supply data for INTEGRATION.
Section 5.2 discusses the coding of demand data and Section 5.3 discusses the coding of
control data.

5.1 INTEGRATION SUPPLY CODING

Of the five input files of INTEGRATION, two are of specific concern to coding the
supply aspects of the network, the node file (input file number one) and the link file (input
file number two). All of the input files for INTEGRATION are ASCII files that may be
edited using a standard text editor. The node and link files were created by smply
exporting specific portions of the supply data spreadsheet described in Chapter 4 to an
ASCII file. The modifications required in these exported ASCII files to form the
INTEGRATION node and link files is presented in this section.

The process of creating the fina node and link files was long and involved.  Since the
INTEGRATION demand coding (refer to Section 5.2) and testing stage (refer to Section
6.3) required coding and calibrating the freeway only section of the network, this portion
of the network was coded independently from the arterial portion. Once both the arterial
and freeway portions were accurately coded, they were merged to form a network of the
complete freeway corridor.

There were actualy three stages of development in coding the complete freeway corridor.
These stages were identified as the small, medium, and large network. The small network
was created from all of the links that were digitized using the U.S.G.S. maps. No serious
coding or smulation was performed using this network. The medium network was
created by adding all of the smaller arterials that were desired in the coding of the network
but not digitized. The supply data spreadsheet created in the data collection stage of the
project contained the supply data for the medium network. Finaly, the creation of the
large network involved expanding many of the signalized intersections in the network.
This section discusses the processes that led to the final node and link files that were used
to begin the modal testing and calibration stages of the project.

5.1.1 Coding of the Freeway Section of the Network
The coding of the freeway section of the network began with the entry of data into the
freeway supply spreadsheet, as discussed in Chapter 4. The data in this spreadsheet
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determine the placement of nodes and links and many of their characteristics. The
exported ASCII file from this spreadsheet with minor modifications are the node and link
files for the freeway portion of the freeway corridor. Only the modifications to the
freeway datarequired to form the node and link files are presented here.

In coding an INTEGRATION network, the user must specify which nodes are origins
and/or destinations. A data field in the node file specifies the node type for each node.
Also, the destination nodes may be macro clustered to reduce the minimum path tree
calculation time. A macro cluster represents a group of destination zones which have been
aggregated. With destinations macro clustered, minimum path trees are built for only one
zone within the macro cluster, and all vehicles which are destined for any zone within the
macro cluster will be routed along the same routes to the same destination node. Macro
clustering was not done for the freeway network because of its smaller size.

Ramps are coded as links connected to the mainline freeway. The point where an on-ramp
link intersects a freeway link is a merge point and the point where an off-ramp link
intersects a freeway link is a diverge point. Note that in most cases, ramps for the Santa
Monica Freeway do not contain a constant number of lanes. For most of the on-ramps,
there is a two lane section (which includes an HOV bypass lane) which merges to asingle
lane (after the ramp meter) before the freeway. Similarly, most of the off-ramps permit a
single lane of traffic to exit the freeway, which widens to two or three lanes before the off-
ramp reaches the surface street intersection (where separate turn lanes are usualy
provided at the traffic signal). The model was coded using a separate link for each section.
of an on-ramp or off-ramp containing a given number of lanes. Nodes on the ramps were
used as locations where there are changes in the number of lanes. The first freeway link in
each direction is the mainline entry to the freeway, and the last freeway link in each
direction is the mainline exit from the freeway. The collector/distributor lanes of the
freeway were coded as additional freeway lanes with a reduced capacity.

Figure 5.1 shows the final number of links and nodes required to code the freeway portion
of the Santa Monica Freeway corridor. Simulation runs were performed using this
network. A discussion of the results of these simulation runs is discussed in Section 6.3
and contained in the report by Bloomberg and May [9].

5.1.2 Coding of the Arterial Section of the Network

As with the freeway portion of the network, the coding process began with the entry of
data into the supply spreadsheet, as discussed in Chapter 4. The exported ASCII files
from this spreadsheet were ready for use with the INTEGRATION model with only minor
modifications. The modified exported ASCII files are the node and link files for the
arterial portion of the freeway corridor.

The nodes that serve as origins and/or destinations are coded as the terminals of certain
arterial links. For the most part, an arterial link that serves as a gateway into or out of the
network has a single terminal node to represent the external origin and the destination
point. Vehicles entering the network from these locations proceed directly to the nearest
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Feature EB WB Total
Mainline links 42 43 85
On-ramp links 33 28 61
Total on-ramps 16 14 30
Off-ramp links 24 29 53
Total off-ramps 15 15 30
Total liis 99 100 199
Origin nodes 17 15 32
Dedtination nodes 16 16 32
Total nodes 100 101 201

Figure5.1: Summary Statistics for Freeway Portion of the Freeway Corridor

intersection on that arterial. Internal origins and destinations are also coded using asingle
node to represent the origin and the destination. The links connecting the internal zones
to the rest of the network connect to mid-block locations as opposed to directly at an
intersection itself

At this stage in the coding process, the freeway ramps are not included in the network.
Only the nodes where they will join with the arterial streets are present. There are no
origins and/or destinations coded at these nodes where vehicles will enter and exit to the
freeway portion of the corridor.

For the arterial network, the destination nodes in the network were macro clustered. As
noted, macro clustering reduces the time required for minimum path tree calculations.
However, computer memory constraints limited the number of destination macro clusters
that could be used. The version of INTEGRATION used for this project was capable of
handling up to 45 destination macro clusters, while there were over 100 destinations in the
network. Macro clustering involved combining a group of up to four destination zones
into asingle macro cluster.

The decision of which destination nodes to include in a given macro cluster was based on
the potential for improper routing. First, one selects the destination node which will be
considered the macro destination. All minimum path tree calculations further than a given
distance from the macro cluster zone will be calculated for al of the destinations within
that macro cluster using the macro destination as the destination node. One must insure
that al of the logical paths for the zones in the cluster are the same for links in close
proximity to the macro cluster. One example of improper macro clustering is where given
destinations in the cluster would involve vehicles exiting from different freeway ramps. | f
the off-ramp location is a significant distance from the macro cluster, all vehicles destined
for a destination within this cluster will use the same ramp which is not desired.
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Figure 5.2 shows the final number of links, nodes, and zones required to code the arterial
portion of the medium network for the Santa Monica Freeway corridor.

Eeature Total
Arterial links 1,060
Arterial nodes 550
External Origin Zones 48
Internal Origin Zones 57
Tota Origin Zones 105
Externad Destination Zones 48
‘ Internal Degtination Zones 57
Total Destination Zones 105

Figure5.2: Summary Statistics for Arterial Portion of the Freeway Corridor

5.1.3 Combining the Freeway and Arterial Supply Data

The next step in the process of creating the corridor network was to combine the freeway
and arterial networks into a single network representing the entire freeway corridor. The
process involved combining the arterial node and link data and the freeway node and link
data into single node and link files.

As mentioned, common x and y coordinates were developed for the nodes where the
arterial and freeway networks meet, namely the nodes that connect freeway ramps and
arterials. These nodes exist in both networks and have the same x and y coordinates in
each network. In the freeway network, these nodes are origins and/or destinations while
they are neither in the arterial network. Once the node files were joined, one set of these
common nodes, the freeway network set, was eliminated.

All of the freeway links that referenced one of these common nodes as its upstream or
downstream node, had to be modified so that it referenced the corresponding node from
the arterial network. The remaining nodes from the freeway network are unigue to the
freeway network and were not eliminated.

Once the links referenced all of the correct nodes, the links and nodes had to be
renumbered to avoid duplicate identification numbers and to establish an orderly
numbering system. The additional freeway links were ssmply numbered sequentially
starting from the highest link number in the arterial network. Since the link identification
numbers are not referenced in any way, this proved adequate and also allowed for the
same orderly numbering scheme from the freeway network to be preserved (i.e. al of the
eastbound mainline freeway links proceed sequentially from link number 1176 to 1219).

The numbering of the nodes required additional consideration. The maximum zone
number allowed with the version of the INTEGRATION-program used for this project
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was substantially less than the maximum node number allowed. Thus, it is recommended
that the nodes be numbered with the zones first and the other nodes last. Most of the
zones from the freeway-only network were eliminated as zones, since off-ramp and on-
ramp links do not enter or exit the freeway corridor network. However, the four mainline
freeway ends and the ends of the eight freeway connector links will serve as zones in both
networks. These freeway nodes, remaining as zones in the arterial network, had to given
node numbers lower than the allowable number of zones. The remaining freeway nodes
were simply assigned new identification numbers that were not used by the arterial nodes.
The use of links referencing node numbers in the supply spreadsheet alowed for the
simple reassignment of node identification numbers to accommodate any necessary
changes. The links automatically referenced the correct node.

With the freeway and arterial network properly combined, the network was plotted using
the INTMAP program to check for accuracy. Often gross errors in the supply coding,
such as incorrect x and y coordinates or improperly connected links, are easily evident
with a plot of the network, but are difficult to discern from the ASCII files themselves.
Using the AutoCAD drawing created from the INTMAP program, the freeway/arteria
interface was plotted in great detail.

Magnified printouts of the network from the INTMAP program were also used to make
numerous changes to the x and y coordinates of many nodes for aesthetic reasons. Using
the actual x and y node coordinates, most of the nodes a a given freeway interchange
would be too close to one another to be discernible when viewing the entire network. For
this reason, the nodes at the freeway interchanges were displayed in such a manner that
the interchange was evident when viewing the entire network.

Figure 5.3 provides the summary statistics for the medium network. A plot of the medium
network created using the INTMAP program is shown in Figure 5.4. The dashed linesin
this figure represent links that are connected to a node that is an origin and/or a
destination. The Santa Monica Freeway proceeds from left to right near the bottom of the
figure. The diamond interchangesin the eastern half of the network are easily recognized.

Eeature Total
Mainline freeway links 85
Arteria links 1,060
Zone connector links 314
Tota links 1629
Origin nodes 111
Destination nodes 111
Total zones 118
Total nodes 691

Figure 5.3: Summary Statistics for the Medium Network
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of the Medium Network from the INTMAP Program
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5.1.4 Expansion from the Medium to the Large Network

A few simulation runs were conducted using the medium network. However, it was
quickly discovered that the one node signalized intersection configuration resulted in the
creation of unrealistically long queues developing at many of the intersections in the
network.  The reason for this is that with this one node signalized intersection
configuration, all of the movements at an intersection (left, through and right) exit the
intersection from the same link. INTEGRATION does not distinguish between the
individual lanes of an intersection approach. If thereis delay to one of these movementsin
exiting the intersection, all of the movements will be delayed since the vehicles are queued
in a FIFO stack.

In reality, the delay to the through and right turning movements at a signalized intersection
will usually be smaller than the delay for the left-turning vehicles. However, the one node
signalized intersection configuration did not allow for the coding of a left-turning
movement which is delayed by an opposing vehicle flow. Thus, the left-turning
movements not being penalized in the medium network resulted in unrealistic vehicle
routing. The single node intersection configuration also requires that all movements of the
intersection discharge the intersection during the same signal timing phase.

The solution to this problem was presented in the Ph.D. dissertation of Michel Van Aerde
[57] at the time of the development of one of the earliest versions of the INTEGRATION
model. It involves expanding an intersection from a single node configuration into an
eight node/twelve link configuration, Figure 5.5 presents the .two types of intersection
configuration

N

<
7

One Node intersection Eight Node/Twelve Link Intersection

AN
XX

Figure 5.5: Unexpanded and Expanded Intersection Configurations

There are advantages and disadvantages to expanding an intersection to the eight
node\twelve link configuration shown above. The advantages are, of course, a more
realistic simulation of a signalized intersection. The major disadvantages resulting from
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the increased number of nodes and links are increased memory requirements, increased
coding time, and increased simulation time. Thus, a decision had to be made as to exactly
which intersections should be expanded. It was decided that only intersections where the
major north-south arterials intersected the major north-south arterials and all intersections
that were close to the freeway (including all intersections which connect the arteria
portion of the network to the freeway portion of the network) would be expanded. Of
course, signalized intersections where one of the cross streets is not present in the network
could not be expanded. A total of 167 of the 3 12 signalized intersections in the network
were expanded.

The expansion process was accomplished by the development of a program entitled
INTGEN. This program reads the medium network (unexpanded) link and node files and
files that contain parameters for the intersection expansion process (APPROACH.DAT
and EXPLODE.DAT). The program then creates new link and node files that contain the
network with the expanded intersections, referred to as the large network. A complete
description of this program and the source code are included in Appendix O.

The program eliminates the one node signalized intersection configuration and creates the
eight nodes of a four-legged expanded intersection. The x and y coordinates for these
nodes are assighed so as to create the geometry shown in Figure 5.5. Twelve new links
are added to the network for each intersection expanded to represent the turning
movements within the intersection, three links per approach. Only six nodes and six links
are created for a three-legged intersection. The program reassigns the existing links to the
appropriate new nodes and assigns the new links to the appropriate nodes.

The tile APPROACH.DAT contains the information necessary to complete the coding of
the link characteristics within the expanded intersection. Figure 5.6 shows a portion of
this file along with an explanation of the data in the file.

The APPROACH.DAT is very robust, in that it is designed to allow the coding of any
type of intersection approach. The user may add additional approach types, or dter the
default values as desired. The file EXPLODE.DAT contains the information required for
exploding a given network. A portion of this file and an explanation of the data within it
are given in Figure 5.7. The complete APPROACH.DAT and EXPLODE.DAT files, as
well as a more thorough explanation of the various data fields, are provided in Appendix
0.

The program produces three files, the expanded node file, the expanded link file, and afile
entitted RESULTS.OUT. The RESULTS.OUT warns the user if any errors have been
detected in running the program.
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First line;
The nunber of approach types described in the file
Renwi ning |ines;
1st columm - Approach type nunber (sequential)
2nd colum - Nunber of lanes at the approach
3rd, 4th and 5th colums - Lengths of the through,
left and right links respectively (Kkiloneters)
6th, 7th, and 8th columms - Nunmber of effective
lanes for the through, left and right |inks
9th, 10th, and 11th colums - capacities of the
t hrough, left and right |inks (vphpl)
12th, 13th and 14th colums - free flow speed for
the through, left and right |inks (knifhr)
15th colum - flag to indicate if a protected |eft
is present at this approach
Remai ning colums - a star followed by a comment
to describe the approach type i.e. “*3 thru,
1Xleft, 1 shared right"

Figure 5.6: Portion of the APPROACH.DAT Input File

lo/

538 5 5 5 16 587 685 595 693 596 694 588 686
424 55 16 55 11 285 744 359 748 360 1137 286 745
347 15 15 0 0 0 0 0 0 0 0
323 1 4 1 5 0 0 0 0 0 0 0 0
516 5 5 5 5 0 0 0 0 0 0 0 0

First line;
The nunber of intersections to be expanded
Renwi ning |ines;
1st colum - node nunber for the intersection
2nd through 5th colum - approach types for the
four approaches at the intersection
Remai ning colums - (optional) specification of
the eight links that connect with the intersection

Figure 5.7: Portion of the EXPLODE.DAT Input File

5.1.5 Final Preparation of the Node and Link Files

Significant modifications were made to the node and link files that were prepared by the
INTGEN program. First, there were several turning restrictions that needed to be coded
into the network. In instances where the left-turning movement is not allowed at all, the
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left-turn link was removed from the network. Turning restrictions are technically an
element of control data and are discussed more thoroughly in Section 5.3.2.

During the calibration stage of the network, it was discovered that the expansion of the
intersections allowed for certain illogical routing trees to be created. In particular, if the
delay to athrough movement at an intersection were large enough, the minimum path tree
for through moving vehicles might consist of a right-turn, a U-turn, and another right-turn.

Normally, the INTEGRATION model does not alow for U-turns to be made. However,
with the intersection expanded, there are two nodes for each intersection approach. Thus,
the model does not recognize this movement as a U-turn. To eliminate this problem, all

of the potential U-turn movements were made illegal using the turning restriction feature.

Figure 5.8 displays the summary satistics for the large network with 167 expanded
intersections.

Feature Total
Mainline freeway links 85
Arteria links 1,060
Expanded intersection links 1,672
Zone connector links 314
Totd links 3,286
Origin nodes 111
Destination nodes 111
Total zones 118
Tota nodes 1,747

Figure 5.8: Summary Statistics for the Large Network

5.1.6 INTEGRATION Node and Link Files

The end result of the supply coding process was the complete node and link files that were
used to begin the calibration stage of the project. Figure 5.9 lists a portion of the
complete node file along with a description of the various datafields. The complete node
tileislisted in Appendix P.

Figure 5.10 contains a portion of the final link file along with a description of the various
data fields. The complete link file is listed in Appendix Q.

The large network was plotted using the INTMAP program. Figure 5.11 shows the
network as plotted by this program.
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| NTEGRATI ON Node File For Santa Mnica Freeway Corridor

1747 1.0 1.0

1 9.774 13.896 1 -4 0 coment
2 10.160 13.310 1 4 0 comrent
3 11.226 11.680 1 2 0 conment
4 12.130 10.299 1 2 0 conment
5 12.997 9.036 1 1 0 coment
6 13.650 8.700 1 1 0 comment

First line

Comment

Second ling;

Number of nodes
X coordinate scaling factor
Y coordinate scaling factor
All subsequent lines;
Node identification humber
X coordinate
Y coordinate
Node type (origin, destination, neither or both)
Cluster (used in minimum path tree calculations)
Changeable message sign flag
Comment (optional)

Figure 5.9: Portion of INTEGRATION Node File
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New | NTEGRATION Link File -created by INTGEN.C
3286 1.0 1.0 1.0 1.0 1.0

1 1 1401 0.400 -1 2000 5 0.5 8 131 0 O 0O 00 00001
2 1407 301 0.215 70 2000 3 0.5 42 131 133 050400 0 0 273 1 0 0 1
3 301 1891 0.076 70 2000 3 0.5 42 131 0 0 0O o0 00001
4 1897 158 0.186 70 2000 3 0.5 42 131 131 0 50400 0 0 00001
5 158 303 0.186 70 2000 3 0.5 42 131 0 0 0 002751001
6 303 1309 0.221 70 2000 3 0.5 42 131 00 0O 00 00001

First line

Titleline

Second Line;

Number of links
Five various scaling factors

All subsequent lines:
Link identification number
Start node
End node
Link length (km.)
Free flow speed (km./hr.)
Capacity (veh./hr./lane)
Number of lanes
Platoon dispersion factor
Speed at capacity (km./hr.)
Jam Density (veh./hr./lane)
Link with turning restrictions
Start time of turn restriction
End time of turning restriction
Opposing link number 1
Opposing link number 2
Signa number controlling this link
Signal phase number 1 for this link
Signal phase number 2 for this link
High occupancy vehicle link flag
Surveillance flag
Comment (optional)

Figure 5.10: Portion of INTEGRATION Link File
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Figure 5.11: Plot of the Large Network Using the INTMAP Program
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5.2 INTEGRATION DEMAND CODING

The final product of the demand coding process for INTEGRATION was the creation of
input tile number four, the origin/destination file. The origin/destination file describes the
traffic demand from each origin to each destination in the network for each time dice.
This process involved using the QUEENSOD program and the ASSIGN feature of the
INTEGRATION model. This section begins by discussing the creation of the input files
used with the QUEENSOD program. Then, the iterative process, referred to as the
demand estimation process, of using the QUEENSOD program and the ASSIGN
submodul e together to generate an origin/destination table for each time diceis presented.

The QUEENSOD program estimates an origin/destination matrix for a given time dlice
based on the observed link flows and driver’s route choices (as described by the minimum
path routing trees) corresponding to the specific time sice. The QUEENSOD program
estimation methodology begins with a seed origin/destination matrix, which may be user
specified, and successively modifies it such that the mean of the absolute sguared
difference between the observed link flows and estimated link flows is minimized. The
QUEENSOD program estimates the link flows by instantaneously propagating the
origin/destination demand estimated for the current iteration along all links as defined by
the user supplied minimum path routing trees. Refer to the QUEENSOD User's Guide
[25,26] for a more detailed discussion of the origin/destination estimation methodology.
Recall that the ASSIGN feature of INTEGRATION generates minimum path trees from
each origin to each destination based on an origin/destination table for each time dlice.

The input files used by the QUEENSOD program are the node description file
(QUEENSOD input file one), link description file (QUEENSOD input file two), seed
origin/destination demands (QUEENSOD input file four), observed link traffic flows
(QUEENSOD input file five), minimum path routing trees (QUEENSOD input file six),
and the link flow reliability factors (QUEENSOD input file seven). The node and link file
for the QUEENSOD program, are compatible with the corresponding files for the
INTEGRATION program. Thus, the fina node and link files prepared for use with the
INTEGRATION model (discussed in the previous section) could be used without
modification. The creation of the seed origin/destination demands is discussed in Section
5.2.1. The procedure used to generate the observed link flow values is discussed in
Section 5.2.2. The creation of QUEENSOD input file number six, the minimum path tree
file, is presented in Section 5.2.3. The use of the link flow reliability factors file is
discussed in Section 5.2.4. Finally, section 5.2.5 presents the demand estimation process
followed to derive an origin/destination table for each time dlice.

5.2.1 Coding the Seed Origin/Destination File of QUEENSOD

QUEENSOD input file number four contains the seed origin/destination matrix file, the
initial origin/destination demand matrix that the QUEENSOD program successively
modifies in order to minimize the mean squared link flow error (the mean of the squared
difference between the observed link flows and estimated link flows). Each iteration of
the program produces a new origin/destination matrix. Modifications to this matrix are
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made at every iteration in an effort to reduce the mean sguared link flow error.  This input
file is optional. The information contained within the seed origin/destination matrix can
vary from no knowledge of the trip interactions to perfect knowledge of the actua
demands. If the user does not specify a file, the program creates a seed origin/destination
matrix where al the possible origin/destination pairs are assigned a demand of 1,000
vehicles per hour.

It was discovered that using the default seed origin/destination values for this network was
not appropriate, The observed link flows on the arterial portion of the network were fairly
gparse (only 323 of 1,060 arteria links had observed link flows). With sparse observed
link flows on the arterial portion of the network the seed origin/destination demand
between an origin and a destination pair may only be dightly modified if the true link flows
between this origin/destination pair are unknown. Sparse observed link flows resulting in
little modification to the seed origin/destination demand matrix mean the final
origin/destination table estimated by the QUEENSOD program is heavily dependent on
the seed origin/destination demands. Therefore, allowing the QUEENSOD program to
specify a demand of 1,000 vehicles per hour between all origin pairs as a seed
origin/destination demand matrix will result in the generation of an unredistic fina
origin/destination table. Thus, this seed origin/destination file had to be created as part of
the simulation effort.

A program was developed, TOSEED, that creates a seed origin/destination file
automatically. A complete description of this program and the source code.is included in
Appendix R. The inputs to the TOSEED program are the INTEGRATION node file and
afile that contains the link flows into and out of each zone. In some instances, the link
flowsin to and out of the zones had to be estimated.

The availability of the link flows into and out of each zone is illustrated in Figure 5.12.
For the external zones only 22 of the 48 zones had links connecting the zone to the
network with observed flow. There were no observed link flows for links connecting the
network to the external zones. For the external zones when the link flow out of the zone
(26 links) and the link flow into the zone (48 links) was not known, the value was
estimated by considering other arteria link flows in proximity to the zone and flows at
other points on the same arterial, For the interna zones, there were no instances were
flowsin and out of the zone were known. Since the internal zones are all associated with
a given census tract, origin and destination demand data was obtained from the 1990 US
Census and the Southern California Association of Governments (SCAG) concerning the
number of residents and employees in each census tract. Equations from the National
Cooperative Highway Research Program (NCHRP) Report Number 187 [48] were used
to estimate the traffic flow into and out of each internal zone based on this data.
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Link Type Origin Dedtination |
Links connecting an external zone

Observed flow 22 0

Estimated flow 26 48
Link connecting an internal zone

Observed flow 0 0

Estimated flow 56 56

Figure 5.12: Availability of Link Flows Out of and Into Zones

The TOSEED program uses the value of the out flow from a specific origin and the in
flow to a specific destination, either observed or estimated, to estimate the demand from
each origin to each destination for all origin/destination pairs in the network. The user
may set certain parameters of the program that determine which equations will be used in
calculating the final seed demand for each origin/destination pair. Refer to Appendix R for
more information on these parameters.

The output from the TOSEED program was modified to reflect the scope of the network
that was coded. The interchanges of the Santa Monica Freeway (1-10) with 1-405 and
SR110 were not coded in their entirety. Traffic that travels through the network on 1-405
or SR1 10 was not considered. Traffic that travels from northbound-I-405 to westbound I-
10, or from southbound [-405 to westbound 1-10, was also not considered. Similarly,
traffic traveling from northbound SRI 10 to eastbound 1-10, or from southbound SR1 10 to
westbound I- 10, was not considered. Thus, any origin/destination pairs involving only one
of these interchanges, and no other part of the network, were removed from the seed
origin/destination file. Eliminating an origin/destination pair from the seed file ensures that
no vehicles are assigned to this pair.

Tria runs with this seed origin/destination table indicated that the values used in this file
had little effect on the final origin/destination table of the QUEENSOD program for some
of the origin-destination pairs. However, when there were no known link, flows between
an origin and a destination, the program only dightly altered the demand between the
origin and destination. For some origin/destination pairs, the fina demand was very
similar to the initial demand value specified in the seed origin/destination file. Thus, due
to the magnitude of the approximations used to develop the seed origin/destination file,
the validity of the final origin/destination table may be suspect.

5.2.2 Caoding the Link Flow File of QUEENSOD

QUEENSQOD input file number five contains a time series of observed link flows.
Observed link travel times could aso be entered into the QUEENSOD program through
this input file. The observed link travel times would be used by QUEENSOD to
determine when demands arrive at links. The observed link travel times for the Santa
Monica freeway corridor were not available, thus they were not entered into the
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QUEENSOD program. The free flow travel times for each link (as calculated from the
link length and free flow velocity) were entered in the place of the observed link travel
times in QUEENSOD input file number five. Entering the free flow travel times instead of
the observed link travel times results in QUEENSOD assuming that all the estimated link
flows propagate instantaneously along their paths.

The creation of the link flow file basically required combining the link flows that were
collected from the freeway network with those collected from the arteria network.
However, the link flow data collected for the freeway network was fairly limited along the
mainline (especialy the eastern and western freeway ends) [8). To overcome these gaps
in the data the FREQ model was calibrated to the empirical data available and the link
flows predicted by the FREQ model, for all freeway links in both directions, were used as
the observed link flows by the QUEENSOD program in estimating the origin/destination
demand table. Refer to Bloomberg and May [9] for a full discussion of the coding and
calibration of the freeway only portion of the network with the FREQ model.

FREQ is perhaps the most recognized model for the smulation of freeways. The FREQ
family of models were originally developed in the 1960s and have been continually refined
a the Ingtitute of Transportation Studies aa UC Berkeley. FREQ is a macroscopic
deterministic model that is ideally suited for freeway studies along a linear directional
freeway corridor {36].

The freeway only portion of the network was coded in the FREQ model. The number of
freeway links and the characteristics of these links were coded in FREQ to be identical to
the freeway only portion of the Santa Monica freeway corridor coded for the
INTEGRATION model, which is described in Section 5.1.1. The generation of the
origin/destination demand table in FREQ was done internally based on the on-ramp and
off-ramp traffic flows. Unlike the INTEGRATION model, FREQ does not consider the
link flows along the freeway, just the flow entering and exiting the freeway. The on-ramp
counts entered in FREQ can be accurately described as demand, but the off-ramp data
definitely can not. The volume data at the off-ramps reflect the number of vehicles that
passed by the ramp count station during a given time slice, not necessarily the volume that
wanted to (i.e., demanded that ramp). Whenever there was congestion on the freeway
system, cars were delayed and the off-ramp volumes were not a true reflection of demand.
FREQ overcomes this problem in calculating an origin/destination table of demands by
adjusting the off-ramp volumes using scaling factors when there is vehicle queuing on the
freeway. Thus, FREQ can accurately synthesis an origin/destination table for the freeway
network.

Once the freeway only portion of the Santa Monica freeway network was coded in FREQ
the next step was to calibrate the FREQ model to match the available empirical data. The
FREQ calibration effort compared predicted freeway performance with general knowledge
of the system. Summary statistics considered were the start and end time of heavily
congested periods, and the average freeway speed and maximum demand/capacity ratio
for each time dlice for both directions of the freeway. These general freeway summary
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statistics matched the performance expected based on congestion monitoring studies
conducted on the Santa Monica freeway.

More specific performance data were also used for comparison in the calibration effort.
The first detalled analysis was a comparison of predicted mainline flows to detector
volumes. Figure 5.13 lists the mainline detectors where reasonable data were available
(for more information refer to [8]). All of these detectors are referenced to a specific link
(FREQ subsection) so that the output from the FREQ simulations could be compared
against expected volumes from the detectors.

Eastbound Mile Westhound Mile
L ocation Marker L ocation Marker
Overland 6.50 Budlong 1353
Motor 6.73 Normandie 1321
Manning 7.27 Western 2 12.95
National 7.99 Gramercy 12.58
Venice 9.01 Arlington 12.23
Fairfax 9.21 Crenshaw 1153
Washington 9.51 West 11.06
LaBrea 1 10.23 LaBrea2 10.53
LaBrea2 10.53 Fairfax 9.21
Harcourt 10.70 Manning 122
West 11.00 Motor 6.73
Crenshaw 11.53

Arlington 1 12.23

Arlington 2 12.45

Gramercy 12.58

Western 2 12.95

Figure 5.13: Mainline Detectors Used for FREQ Calibration

A sample of the results from this comparison is shown in Figure 5.14, where FREQ predicted
flows are compared against observed flows for the mainline detectors at the Crenshaw
(eastbound) station. In this case the comparison is very good: there is never a difference of
more than 200 vehicles’hour during any half-hour time slice. However, for other detector
stations, the fit was not nearly as good. Overall, it was felt that the FREQ flows matched the
observed detector flowsfairly accurately.

The second detailed analysis was a comparison of predicted traffic densities against detector
densities. Figure 5.15 shows an excerpt from the FREQ contour diagram of traffic density for
part of the eastbound freeway. The horizontal axis s the subsection number, scaled by length
of the section (i.e., the first section is 3 characters wide and the second is 8 characters, so the
length of subsection 2 is approximately 8/3 that of subsection 1). Thetime slices (24 half-hour
periods from 6:30 A.M. to 6:30 P.M.) are on the vertical axis. The data in the chart are traffic
density values, in units of 10 vehicles/mile. For example, the series of “1”s in time dlice one
indicate that the density of traffic on subsections 1 and 2 was between 10 and 20 vehiclesmile
from 6:30 to 7:00 A.M.
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Figure5.14: Comparison of FREQ Flows with Detector Data

These predicted densities were compared to the empirical densities, as shown in Figure 5.16.
This chart was created using the available detector occupancy data (generally from the median
lane, or the lane with the best available data) for any subsection with aworking detector. The
occupancy data were converted to density using an assumption of a constant detector length
(equivalent to average vehicle length plus average detector length) of 25 feet.

Where densities of at least 50 vehicles/mile are found, the value is shown in bold and
strikethrough on thefigures. These figures give arough idea of where and when congestion is
present along the freeway. Note that there is a reasonable correlation between the two charts.

It was concluded from the analysis of the FREQ predicted general freeway summary statistics
and the detailed analysis of the FREQ cdlibration that the FREQ model was accurately
modeling traffic on the freeway network. The FREQ predicted link flows for all subsections
could now be considered as accurate as the empirical link flows. These link flows predicted by
FREQ for al the freeway links for al time dlices were then entered into the freeway demand
spreadsheet in the place of the empirical link flows. Thus, this enhanced freeway demand
spreadsheet has an ‘observed link flow’ listed for every freeway link for al time dices.

The link flow file could now be generated by combining the enhanced freeway demand
spreadsheet and the arterial demand spreadsheet, with minor modifications. The enhanced
freeway demand spreadsheet was modified so that the link numbers for the freeway links
refer to their new identification numbers in the combined freeway/arteria network. Then
the link flow data from the enhanced freeway demand spreadsheet was exported to ASCI|
files. For each time dlice one ASCII file was created. These ASCII files were created so
as to be identical in format as those created for the arterial links using the MAKEFLOW
program (see Section 4.3.2.2 and Figure 4.17). These ASCII files containing the
enhanced freeway link flows for each time dice and the ASCII files containing the arteria
link flows for each time dlice (as outputted from the MAKEFLOW program) were merged
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INSTITUTE OF TRANSPORTATION STUDIES FREQ11FE REL 3.0 G5/11/794 1271 PAGE 95
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SONTOUR DIAGRAM GOF
DENSITY
BEFORE ENTRY CONTROL

TIME BEGIN
SLTITE 4o e vmevneeroronsorssosssssosnnanenassssssisinsassinstoseasrsasaiotiostotoatoneareart i sensanntseses TIME
1 .1111111111112222222222222222222222222222222222222222222222222222 2222222222222222 222222222222, - 6:30
2 .22222222222222222222222233333333333333333333333333322222222223333333333332 333333333333 $. - 7:00
3 .333333333333333333333333888586333333333333333355555222222222344444444344145588568 8. - 1:30
4 .33333333333344444444444456855883333333444444444 - 8:00
$ .333333333333555655555555568555333333 - 8:30
6 .222222222222333333333333333333222222233333333344444444444444 . - 9:00
7 .2222222222222 2 22222222 2 22222222222222 22222 22222333333444444444444. - 9:30
8 .222222222222222222 2222222222 2222 2222 22 2222 222222 22 2, - 10:00
9 .22222 2222 2 3333332222222222222222222222222222222222222222222222222222222222333333333333. - 10:30
10 ,2222222222222222222222223333332222222222222222222222222222222222222222222222222222222222222222222222. - 11:00
11 .222222222222222222222222333333222222222222222 222222222 2222222222222222222222222333333333333, ~ 11:30
12 .2222222222233333333333333333332222222222222222222222 2 222 2 22222222333333333333. - 12:00
13 .222222222222333333333333333333222222222222222222222222 22222 2 22222333333333333. - 12:30
14 .222222222 22222 33333322 22222222222 222222 222222 222222 22222333333333333. - 13:00
15 ,22222222 333333 222222 2 333332222 22 2222 22222333333333333. -~ 13:30
16 2222222 2222222 222333333 222 22333332222222222333333332222222222222222222333333333333. ~ 14:00
17 .2222222222 222222222333333222222222 22333332222222222333333332222222222222222222333333333333. ~ 14:30
18 .3333333333333333333333333333333333333333333333333332222222222333333332222222222222222222333333333333. ~ 15:00
19 .3333333333333333333333333333333333333333333333333333333333333333333333333232222222333333333333333333- - 15:3¢
20 .3333333333333333333333335‘5‘5‘3333333333333333333333333333333333333333333233333333333333555'5"5!'.5. ~ 16:00
21 .333333333333'55{5555555‘55555‘3333333333333333444443333333333333333333333232222233444444““‘6“““. - 16:30
22 .2222222222234444444444443333333333333333333333333333333333333333333333333232222255443344333334333131. - 17:00
23 .22222222222333333333333333333333333333333333333333322222222223333333333332322222223333335‘.‘5‘5‘3"‘. - 17:30
24 .2222222222222222222222222222222222222222222222222222222222222222222222222222222222222222333333333333. - 18:00
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Figure 5.15: FREQ Density Contour (West Side of Eastbound Freeway)

CONTOUR DIAGRAM OF
DENSITY
BEFORE ENTRY CONTROL

TIME BEGIN
SLICE + v eveneaaatononsttstssasasssssosssnsessnasstassssstasessysasasstssarsrrtiaisasatyitiscssssassnecarstnnss TIME
1 3333333222222222 222222222 22222222222222 - 6:3C
2 4444444222222222 222222222 - 7:00
3 4444444222222222 IR S4RIIFIINIT - 7:30
4 . s 84333371933 13393 - 8:00
S . 5 5 £1666666664656 - 8:30
3 4444444222222222 222222222 £1666666468666 - 9:00
7 4444444222222222 222222222 22333333333333 - 9:30
8 4444444222222222 222222222 21222222222222 - 10:00
9 . 4444444222222222 222222222 21222222222222 - 10:30
10 . 4444444222222222 222222222 21222222222222 - 11:00
11 . 4444444222222222 222222222 21222222222222 - 11:30
12 . 4444444222222222 222222222 21222222222222 - 12:00
13 . 4444444222222222 222222222 2122222222222 - 12:30
14 . 4494444222222222 222222222 23222222222222 -~ 13:00
15 . 4444444222222222 222222222 22222222222222 ~ 13:30
16 . 4445444222222222 222222222 32333333333333 ~ 14:00
17 . 4444444222222222 222222222 424444444444944 ~ 14:30
18 . B568558222222222 333333333 £4555568555865 ~ 15:00
19 . 5855558333333333 5555555655 £4666666666666 - 15:30
20 . 4444444222222222 444444444 £1666466666666 - 16:00
21 . 4444444222222222 444444444 $15568555656655 -~ 16:30
22 . $5B5558222222222 444444444 1685555658565 ~ 17:00
23 . 4444444222222222 444444444 5555855558585 - 17:30
- 18:00

24 . 44444449222222222 222222222 81555558558585

Figure 5.16: Available Empirical Densities (West Side of Eastbound Freeway)

into one file for each time dice using the DOS COPY command. Thus, there are 28 files,
one for each half-hour time dlice, that contain both the freeway and arterial link flows. For
purposes of this project and for future reference by others, the link flows contained in
these 28 files are listed in one comprehensive table which is contained in Appendix S.
These files and the network link file are then used by the TO_QODS program to create the
final QUEENSOD input file number five. The source code for this program and a
complete description are contained in Appendix T.
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The functioning of the TO_QODS program is fairly simple. All of the information
required to create the QUEENSOD input file five is contained in the network link file and
these observed link flow files. The TO_QODS program just extracts the relevant
information from these two files and restructures it to create the QUEENSOD input file
five. For each time dice, the program reads each link from the link file and determines if
there is an associated link flow. If alink flow exists for the link that value is used. If no
link flow existsin thelink flow file avalue of negative oneisused. The program accesses
other link data from the link file and produces a file that is ready for use as input file
number five of the QUEENSOD program.

5.2.3 Creating the Minimum Path Tree File of QUEENSOD

The minimum path treefile, input file number six for the QUEENSOD program, is created
using the ASSIGN submodule of INTEGRATION. To initiate this submodule of
INTEGRATION, the user runs the INTEGRATION model with the simulation time
coded as a negative number. With this feature engaged, the program will output a single
set of minimum path trees as output file number 13. These path trees represent the
minimum path trees for al origin/destination pairs at the moment in which the output file
was created. The time at which the set of minimum path trees is created is user specified.

The minimum path tree file can contain one single set of path trees (which represents an
al-or-nothing traffic assignment) or some number of multiple path with each path being
utilized by some portion of the demand. When two or more sets of trees are provided the
user must specify the portion of demand (ranging from 0.0 to 1 .0) that use each path tree.
The sum of the portions of demand following each set of path treesmust be 1.0 (i.e., all of
the demand must be alocated to the various path trees). Each time dice can have a
unique set of path trees to account for changing driver routing behavior over time.

The vehicle routing trees in this file are represented by link and node trees. A tree is a
matrix of values which indicate the link that a vehicle should utilize next given the current
vehicle location and desired destination. Current vehicle position can be determined by
node (for vehicles departing an origin) or by the link currently being traversed (for vehicles
enroute to their destination).

5.2.4 Coding the Link Flow Reliability Factor File of QUEENSOD

QUEENSOD input file number seven contains information on the reliability of the
observed link flows. The QUEENSOD program alows the user to specify that certain
observed link flow values be treated with a higher reliability than other observed link flows
in the origin/destination matrix estimation process. This feature works by modifying the
correction factor that isto be applied to a specific link in minimizing the mean squared link
flow error such that an observed link flow on a link with a high reliability factor will be
given more weight then an observed flow on a link with a low reliability factor. The
observed link flows on both the freeway and arterial portions of the Santa Monica freeway
corridor were considered to be equally reliable, thus a uniform reliability factor of 1 .0 was
applied to al links with observed flow. The calibration stage of the project did investigate
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the impact of modifying these reliability factors. Refer to Chapter 7 for a discussion of the
impact of varying the link flow reliability factors.

5.2.5 The Demand Estimation Process

The QUEENSOD program estimates an origin/destination matrix for a given time dice
based on the observed link flows and the minimum path trees. The development of the
observed link flows was detailed in Section 5.2.2. The minimum path trees are generated
by the ASSIGN submodule of INTEGRATION as discussed in Section 5.2.3. However,
the ASSIGN submodule requires an origin/destination demand matrix to assign traffic to
the network in order to estimate a minimum path tree. Thus, an iterative process between
QUEENSOD and INTEGRATION was required. This iterative process is referred to as
the demand estimation process and is outlined in Figure 5.17. It should be noted that this
demand estimation process was developed and refined by this research effort. The
numbers, (n), in this section correspond to those shown in Figure 5.17. This demand
estimation process was repeated for every half-hour time dice.

In the first stage of the demand estimation process, the INTEGRATION model was run
with no traffic on the network to produce a set of sfatic minimum path trees, 1. One set
of minimum path trees was created 30 minutes into the simulation, which is the end of the
first time dlice. It should be noted that the network was not completely empty for this
INTEGRATION run, there were actually a ‘few’ vehicles traveling through the network.
If an origin/destination pair had no demand specified between it, then INTEGRATION
would not generate a routing tree between-this origin/destination pair. Thus, this first run
with INTEGRATION, 1, had an origin/destination matrix that specified a demand of one
vehicle per hour between each origin/destination pair. It was felt that the path trees
generated with a network with a ‘few’ vehicles would be virtually identical to those
generated with a network with absolutely no traffic on it.

This first set of routing trees was based on free flow travel times because there was
essentially no traffic in the network. The first set of routing trees is referred to as dtatic
because link free flow travel times are the same for each time dice, thus this set of treesis
the samefor al time dices. This set of routing trees was only generated for the first time
dice and used as the starting point in the demand estimation process for each time dlice.

Since the QUEENSOD program assigns traffic on an all-or-nothing basis when only one
set of minimum path trees is entered, thisfirst set of path trees had to be inspected closely
to determine that the routing was realistic. The MPT program was used to analyze the
minimum path tree file generated by the ASSIGN module of INTEGRATION. The
source code and complete description of the MPT program is contained in Appendix C.
The MPT program reads the minimum path tree file INTEGRATION output file 13) and
generates the links a vehicle would follow between any user specified origin/destination
pair. The path tree generated for the empty network were extensively analyzed. Some
changes were made to the network (mainly link free flow velocities) to alter the path trees
in order to produce readlistic routing behavior.
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Figure 5.17: The Demand Estimation Process

With an acceptable first set of routing trees established for an empty network, the
QUEENSOD program was run to produce a static origin/destination matrix, 2. This
matrix can be considered the first estimate of the origin/destination matrix for each time
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dice. Each time dlice required the generation of a static origin/destination demand table
because this table was based on observed link flows, which varied every time dlice. The
matrix generated from this run of the QUEENSOD program is referred to as a static
origin/destination table because the routing trees used in the origin/destination estimation
process of QUEENSOD were generated from an empty network.

The next stage of the demand estimation process involved running the INTEGRATION
model with this static origin/destination demand matrix to produce a set of dynamic path
trees for each time dlice, 3. This next set of routing treesis referred to as dynamic because
they were generated from a network with traffic loaded onto it.

With traffic on the network, the minimum path trees will tend to oscillate between various
routes. Again, since assignment in QUEENSOD is al or nothing, the use of a single set of
dynamic path trees was deemed inappropriate because the demand between an
origin/destination pair utilize numerous routes, not just one route. Initial runs with one
routing tree were problematic. Incorporating two routing trees into the origin/destination
estimation process relieved many of the problems.

To produce multiple path trees, INTEGRATION was run with the static origin/destination
matrix for a simulation time of 29 minutes and then with a simulation time of 30 minutes.
The minimum path trees produced by these simulation runs represent the travel times at
the end of each simulation. The path trees generated at the end of the time dlice were used
to alow the network to become fully loaded, as these INTEGRATION runs, 3, were done
on atime dlice by time dice basis. The dynamic routing trees for each time dice were
produced from the corresponding one time dice simulation run. For example, the time
dice two static origin/destination table was used for a one time dice run in order to
generate the dynamic routing trees for time sice two. It would of been more desirable to
run the static origin/destination table for time slice one followed by the static
origin/destination table for time slice two al in one run. The dynamic routing trees would
then be generated at the end of the second time slice. However, this was not possible due
to the huge memory requirements and slow computer run times of INTEGRATION with
the ASSIGN feature activated for more than one time dlice. It was felt that the traffic
conditions from just simulating the time dlice of interest would be accurate enough, at the
end of the time dice, to generate dynamic routing trees for the time slice.

These two dynamic path trees, which were generated at 29 and 30 minutes of the
INTEGRATION run for that time dice, were then manually merged into one file. Each
routing tree was then assigned a weighting factor of 0.5. This file containing two sets of
path trees was then used in the next run of QUEENSOD, 4. The origin/destination
demand table generated by this QUEENSOD run is referred to as a dynamic
origin/destination table because it is based on two sets of dynamic routing trees. Every
time dlice required the generation of this dynamic origin/destination table.

This dynamic origin/destination table was then used as input to the INTEGRATION
model, 5. Time dlice with heavy demand patterns usualy required a few iterations of the
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demand estimation process. Each iteration required another INTEGRATION run, 3, and
a QUEENSOD run, 4. After a few iterations, the difference between the dynamic
origin/destination table generated in each iteration had become small enough that the
demand estimation process could be considered to have converged to a final
origin/destination table. The decision of when afinal origin/destination demand table had
been achieved was somewhat arbitrary.

The final origin/destination table resulting from the demand estimation process may not
result in reasonable traffic performance when used in the INTEGRATION simulation.
The problems in the demand estimation process and efforts to produce a more reasonable
final origin/destination demand table are discussed in Chapter 7.

5.2.6 INTEGRATION Origin/Destination File

The final output from the demand estimation process was input file number four for the
INTEGRATION model, the origin/destination demand file. Figure 5.18 shows a portion
of this file along with an explanation of the various data fields.

OD File for Santa Mnica Freeway Simulation

3633 0 0 1.0
1 13 22 1 0 1800 0.00 1.00 0.00 0.00 0.00 0.0 1.0
2 14 6 1 0 1800 0.00 1.00 0.00 0.00 0.00 0.0 1.0
3 15 211 0 1800 0.00 1.00 0.00 0.00 0.00 0.0 1.0

First line:
Title line

Second Line:
Number of origin/destination pairs
First o/d pair to be used
Last o/d pair to be used (0 O uses al pairs)
Growth factor for all o/d pairs

All subsequent lines:
Origin/destination pair number
Origin node
Destination node
Departure rate for this o/d pair (veh./hr.)
Randomness factor (0.0 - 1.0)
Start time of thiso/d pair (seconds)
End time of this o/d pair (seconds)
Percentage of type 1 vehicles (0.0 -1.0)
Percentage of type 2 vehicles (0.0 -1 .0)
Percentage of type 3 vehicles (0.0 -1.0)
Percentage of type 4 vehicles (0.0-1.0)
Percentage of type S vehicles (0.0 -1 .0)
Fraction of probe vehicles
Passenger car equivalency factor

Figure 5.18: Portion of INTEGRATION Origin/Destination File
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5.3 INTEGRATION CONTROL CODING

The fina output from the preparation of the network control data was INTEGRATION
input file number three, the signal timing plan file. Thisfile contains atime series of signal
timings that are to be in effect during the smulation period. The signal timing plans are
specified in terms of the cycle length, offset of the start of phase one, the number and
sequence of phases, and the duration of the green intervals and lost times for each phase.
Freeway ramp metering plans are modeled in the INTEGRATION mode as traffic signals.
The freeway control data, namely the ramp meter timing plans, were manualy added to
the arteria data ASCII file containing the arterial signal timing plans. This modified
ASCII file was then used to create the INTEGRATION input file number three. 1t should
be noted that the ramp meter timing plans were coded into the INTEGRATION input file
number three, but were not referenced in the link file. Thus, the ramp meter timing plans
were not engaged during any of the INTEGRATION simulation runs conducted as part of
this research project. The ramp meter timing plans were added to the arterial data ASCII
file for completeness. The process of integrating the arterial and freeway control
components was rather straightforward since there is only a small amount of control data
for the freeway.  This section discusses the creation of the signal timing plan file
(INTEGRATION input file number three) and modifications to the link file
(INTEGRATION input file number two) that are related to control data coding.

53.1 Coding the Signal Timing Plan File

Recall that the output from the SIG-REDC program was the four main signal timing plans
for each of the signalized intersections in the network (see Section 4.3.3.2 and Figure
4.20). The operating time of these four timing plans throughout the day are contained in
Table 4.4. The freeway ramp metering plans were manualy added to the ASCII file
created by the SIG-REDC program. A ramp metering rate was coded as a signa timing
plan by calculating the cycle length, number of phases, and green time that would result in
a signa timing plan that yielded a maximum alowable ramp flow equivalent to that
possible with the corresponding ramp metering plan. Refer to Bloomberg and May [9] for
a more detailed discussion of how the freeway ramp metering plans were coded in
INTEGRATION as signa timing plans. Recall that the ramp meter timing plans were
added to the ASCII file created by the SIG-REDC program for completeness and were
not implemented during any INTEGRATION simulation runs.

This modified ASCII file, which contains the four signal timing plans for each signalized
intersection and freeway on-ramp, was entered into the TO_INT3 program to generate the
INTEGRATION input file number three. The source code and a complete description of
the TO_INT3 program are found in Appendix U.

The functioning of the TO_INT3 program is rather straightforward. The TO INT3
program performs two main tasks in generating the INTEGRATION input file number
three from the modified ASCII file. The raw signal timing data contained in the modified
ASCII file does not contain any information regarding yellow time in each phase. Thefirst
task of the TO-INT3 program was to divide the green time for each phase into three
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seconds of yellow time and the remainder into green time.  This adjustment was not made
for signal phases that overlapped. For example, an intersection approach operating on
two consecutive phases, such as a protected left-turn phase followed by a permitted left-
turning phase, was not coded with a three second yellow time between these phases.

The second task of the TO _INT3 program was to restructure the modified ASCII file to
the format required in the INTEGRATION input file number three. This input file
requires that all the first signal timing plans for al the intersections and on-ramps be listed
first, and then al the second signa timing plans be listed, and so on. One problem
encountered was that while INTEGRATION allows for separate signal timing plans to be
used, the duration of each plan is required to be the same. This was easy to rectify by
listing al the timing plans in one hour intervals. The fina INTEGRATION input file
number three listed 14 signal timing plans (one for each hour) in consecutive order. If a
plan were actualy in effect for more than one hour, the plan would simply be repeated as
necessary.

Unfortunately, the INTEGRATION program does not simulate actuated signals and there
were two actuated signals in the network. Fortunately, these two intersections were on
minor streets and this limitation of the program was not considered serious. To code the
actuated signals, the flow at each intersection approach was analyzed and a fixed signal
timing plan was developed based on these flows.

A portion of the final signa timing plan file developed.and a description of the various
data fields is shown in Figure 5.19. Recall that the four signa timing plans for each
signalized intersection in the arterial network are contained in Appendix N. The freeway
ramp metering plans are contained in Appendix F. The INTEGRATION input file number
three is not contained in the appendixes as the information in thisinput file is contained in
Appendixes F and N.

5.3.2 Coding the Arterial Component Control Data

Much of the control data is actually coded in the link file (INTEGRATION input file
number two). This subsection discusses the changes that were made to the link file in the
coding of the control data. The coding of the one way streets in the network was done by
simply eliminating the link representing the direction of traffic that is not permitted. There
were only two-one way links in the network: Figueroa Street between Olympic Boulevard
and destination zone number 28, and 1 Ith Street between Figueroa street and origin zone
number 112.

Turning restrictions that existed for the entire simulation time were coded by removing the
link which permitted the turning movement. For turning restrictions that existed for a
portion of the smulation time, the turning restriction feature of INTEGRATION was
employed. To code turning restrictions, the link number which can not be accessed from
the current link is specified on the current link along with the start time and end time of
the turning restriction. Vehicles may not travel from the current link to the specified link
between the starting and ending time of the specified turning restriction duration.
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Signal timng plans for Santa Monica Freeway
338 14 3600
1

2 90 49 120 41 2 57 3 27 30

3 90 56 120 51 2 37 3 47 30

4 90 54 120 87 2 57 3 27 30

5 90 33 120 85 2 59 3 25 30

7 90 60 120 36 3 27 3 37 3 17 3 0
First line:
Title line
Second Line;

Number of traffic signalsin the network
Number of signal timing plans
Duration of each of the signal timing plans (seconds)
Third Line
Signal timing plan number
Subsequent lines:
Signal number
Initial cycle length (seconds)
Minimum cycle length allowed (seconds)
Maximum cycle length allowed (seconds)
Offset (seconds)
Number of phases
For each phase:
Phase duration (seconds)
L ost time (seconds)
Optimizer interval (seconds)
Note that the file repeats from the third line on
for each of the signal timing plans.

Figure 5.19: Portion of INTEGRATION Signal Control File

The link file also contains the data fields that determine which signal number the link is
associated with, and which phase(s) the link operates on. The signal number associated
with each link was specified in the arterial supply data spreadsheet. First, the nodes were
referenced to a specific signal number. Then in the arterial supply data spreadsheet each
link with a downstream node associated with asignal was assigned that signal number. To
assign the appropriate signa phase(s) to each link, no automated process was devel oped.
Thus, the signal phases for each link were entered manually. Since the ramp meter timing
plans were not implemented for any of the INTEGRATION simulation runs, the ramp
links were not modified.

There were only a few instances (thirteen) in the network where a link was controlled by a
STOP sign or a YIELD sign. To code these within INTEGRATION, the user codes the
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signal number as 10002 for a STOP sign and 1000 1 for a YIELD sign. No phase number
was assigned. Yield sign controlled links are assigned a constant travel time penalty of 10
seconds by the INTEGRATION model. Similarly, stop sign controlled links are assigned
aconstant travel time penalty of 20 seconds.

The process of expanding the intersections from a single node to an eight node/twelve link
configuration using the INTGEN program allowed for many of the control aspects of an
intersection to be coded more accurately. The INTGEN program transferred the control
aspects from the original approach link to the three new links created for each traffic
movement (left-turning, through moving, and right-turning traffic). This transfer of
control data was accomplished by changing the signal number and phase numbers of the
original approach link to zero and then assigning the appropriate signa numbers and
phasing to each of the links in the expanded intersection.

The left-turning links within the expanded intersection were also appropriately coded to
represent protected and permitted turning movements. This was done by using the
opposing link feature of INTEGRATION. The JNTGEN program assigned the link
number of the opposing through movement to each of the left-turning links. For permitted
left-turns, the INTEGRATION program will reduce the capacity of the left-turning link as
afunction of the flow on the opposing through movement. In executing the opposing link
feature, the program checks to see if the opposing through movement discharges during
the same phase as the left-turn movement. If it does not, the movement is protected and
the capacity of the link is unchanged. Refer to Chapter 7 for a discussion of the tests
completed to determine the performance of signalized intersections with the opposing link
feature activated.

The INTEGRATION model does not currently simulate right-turn on red (RTOR), so the
right turn links were coded with no control but with reduced free-flow speed. With this
coding, right-turning vehicles could proceed through the intersection on red but would be
delayed a certain amount of time. The fixed delay was set to approximate the delay a
vehicle would experience in having to make the turning movement. This delay would
increase as the traffic flow increased and/or if the through or left movements backed up
into the preceding approach link that is common to al three movements.
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Chapter 6: TESTING THE INTEGRATION MODEL

The purpose of this chapter is to describe the testing of the INTEGRATION model that was
conducted as part of this research effort. Model testing was conducted continuously
throughout the entire project, however the majority of the model testing was conducted during
theinitial stages of the calibration phase of the project, which concentrated on calibrating a
single expanded signalized intersection. There were two objectives in performing the
INTEGRATION model testing activities. First, to identity problems within the
INTEGRATION program and where possible, rectify them. Second, to determine when the
calibration process could commence and what limitations would be imposed upon the
calibration and investigation stages of the project.

6.1 INTRODUCTION

The INTEGRATION model was continuously modified throughout most of this project as
problems with the model were encountered and as the model developer released enhanced
versions of the program. The INTEGRATION model version 1.4 was tested in early 1992
[20], but the version to be used for calibration was significantly diierent from the version
tested in early 1992. Thus, thorough testing of the INTEGRATION version to be used for the
calibration phase of the project was deemed necessary due to the limited number of real-world
applications of the model and due to the continuous updating of the model.

The ability of the INTEGRATION model to realistically model freeway and arterial links was
tested in Section 6.2. The INTEGRATION model’ s ability to simulate various simple freeway
networks was also tested in Section 6.2. The ability of the INTEGRATION model to simulate
the freeway-only portion of the corridor was determined in Section 6.3. Thus, the testing of
the INTEGRATION model considered both freeway and arterial links, however the freeway
portion of the corridor was emphasized due to itsimportance in the corridor simulation.

In Section 6.2, the INTEGRATION model was tested on a series of hypothetical freeway and
arterial networks. The purpose of this testing was to identify any problems remaining in the
latest version of INTEGRATION available before the calibration of the Santa Monica Freeway
corridor began.

The next INTEGRATION model test, Section 6.3, was conducted on the freeway-only section
of the Santa Monica Freeway corridor. This part of the testing developed two simulations of
the freeway, one using the FREQ model and the other using the INTEGRATION model. The
FREQ model was calibrated to the empirical freeway data and then the INTEGRATION
model was calibrated to match the FREQ model’s output. The purpose of this test was to
determine the capability of the INTEGRATION model to redlistically smulate a freeway-only
network. Recall that the link flows predicted by the calibrated FREQ model were used as the
observed freeway link flowsin the demand estimation process, as discussed in Section 5.2.2.

Finally, Section 6.4 discusses research that was performed concerning the smulation of High
Occupancy Vehicle (HOV) facilities using the INTEGRATION model. The research on HOV
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facilities consisted of simulating asimple straight-pipe bottleneck and the smaller Santa Monica
Freeway corridor that was coded by Gardes and May [20, 22] and discussed in Section 2.2.6
(refer to Figure 2.4).

A plateau in the testing of the INTEGRATION model was reached once the above tests were
complete. These tests were completed by July of 1994. This plateau was the ability of the
current INTEGRATION version to satisfactorily model simple hypothetical freeway and
arterial networks and the freeway-only portion of the Santa Monica freeway corridor. The
next step from this plateau was to expand the calibration effort from the calibration of asingle
intersection to the calibration of the entire Santa Monica Freeway corridor, which is discussed
in Chapter 7.

6.2 INTEGRATION MODEL TESTS ON SIMPLE NETWORKS

This section of the report details the INTEGRATION tests that were conducted on a series of
hypothetical freeway and arterial networks. These tests were conducted using both
INTEGRATION version 1.5d and version 1.5¢. The primarily difference between version 1.5d
and 1.5¢ is the methodology used to calculate link travel times. Accurate calculation of link
travel times by the INTEGRATION model is crucial, as the minimum path trees are based on
link travel times. Thus, proper vehicle routing behavior is dependent on accurate link travel
time calculations. INTEGRATION version 1.5d calculated link travel times as the sum of the
origina free link travel time plus any increases that were strictly due to the increase in the
magnitude of the traffic volume on the link. The increase in travel time due to traffic volume
was based on the travel time vs. link volume/capacity ratio relationship, which was user-
specified for each link. INTEGRATION version 1.5e employed car-following theories to
model vehicle flows. The capacity and traffic flow at the entrance to a downstream lii
determined the maximum allowable discharge rate at the exit of an upstream link.  Thus,
version 1.5e calculated traffic progression on a link using car-following theories and the
maximum vehicle discharge rate at the exit of the lii. The lii travel time was then
determined by averaging the travel time of each individual vehicle to traverse the link. Both
INTEGRATION versions1.5d and 1.5e were tested on the hypothetical freeway and arteria
networks because these versions were the most recent versions of the program available before
the calibration stage of the project wasto begin (March of 1994).

The purpose of thistesting on hypothetical networks wasto identify any problemsremaining in
the latest version of the INTEGRATION program available before the calibration of the entire
Santa Monica Freeway corridor began. These tests also served to identify the version of
INTEGRATION, version 1.5d or 1.5e, which was to be used for the calibration stage of the
project.

The test networks coded in Sections 6.2.1 and 6.2.2 were identical to the networks used by
Gardes and May [20] for testing the modeling performance of INTEGRATION version 1.4.
These same networks were used to facilitate the comparison of predicted traffic performance
by the INTEGRATION model, FREQ model, and anaytical calculations. The work
performed for this section of the report was conducted by Stephane Gastarriet.
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6.2.1. Freeway Straight-Pipe Bottleneck

Figure 6.1 illustrates the hypothetical freeway straight-pipe bottleneck coded to test the
INTEGRATION model’s ability to simulate traffic conditions at a freeway bottleneck. This is
the same test example described in the earlier Section 2.2.3. The purpose of reusing this test
example was to insure that the newer versions of the INTEGRATION model (versions1.5d
and 1.5e) gave similar results to the FREQ model and analytical calculations. The freeway
segment is divided into five subsections with traffic flowing from left to right. Thefirst four
subsections are composed of three lanes and the fifth subsection is a bottleneck composed of
only two lanes. All subsections are 610 meters (2000 feet) long. Each lane has a capacity of
2000 vehicles per hour and a free flow speed of 97 km/h (60 mph). The A and B parameters
to specify the speed-flow curve in INTEGRATION were set at 0.7 and 5.0 respectively.

The demand pattern used for this test is contained in Table 6.1. The traffic hourly rates were
chosen so that congested conditions occur on the network. There is one origin aong the
directional freeway: the freeway mainline origin. All the traffic is destine to the downstream
end to the freeway segment.

oft 2000 ft 40001t 6000R 6000R looooft
link# ¥V 1 2 3 ¥ 4 VYV s

Figure 6.1: Freeway Straight-Pipe Bottleneck Network

Timedlice Time period Input origin
| 8:00 - 8 10 3000
2 8:10 - 8:20 4000
3 8:20 - 8:30 5000
4 8:30 - 8:40 3000
5 8:40 - 8:50 3000

Table 6.1: Freeway Straight-Pipe Bottleneck Network - Demand Pattern

The results of simulation runs using INTEGRATION version 1.5d and 1.5e are compared with
the results from a simulation run using the FREQ model and an analytical solution use shock-
wave theory. The results from the FREQ model and analytical solution were taken from
Gardes and May [20]. FREQ is a macroscopic deterministic simulation model that iswidely

Bacon, Windover and M ay Page 98



accepted as an accurate ssimulation model for predicting freeway traffic performance. The
speed-flow curve coded in INTEGRATION and FREQ, and employed for the analytical
solution were all approximately equivalent in order to compare results.

The summary of the queuing analysis comparison of queue lengths, queue starting and ending
times, and time of maximum queue length are contained in Table 6.2. The INTEGRATION
version 1.5d and 1.5e queuing analysis results were identical. The INTEGRATION model’s
predicted queuing patterns were very close to the theoretical values. The INTEGRATION
model’ s predictions were also close to the FREQ predictions. The discrepancies between the
INTEGRATION predictions and the FREQ predictions is probably due to the fact that FREQ
uses a time slice approach in which freeway congestion can only begin and end at boundaries
between time dlices, whereas the INTEGRATION model uses a continuously updated
simulation approach. Therefore, the queuing analysis indicates that the predicted traffic
performance from INTEGRATION versions 1.5d and 1.5e was approximately equivalent to
thetraffic performance predicted by FREQ and shock-wave analysis.

Model Queue Start | Maximum Maximum Queue End
Time Queue Time | Queue length Time
Shock-wave 8:22 8:31 0.87 mile 8:42
FREQ 8:20 8:30 1.1 miles 8:44
INTEGRATION 1.5d 8:23 8:31 0.9 mile 8:42
INTEGRATION 1.5e 8:23 8:31 0.9 mile 8:42

Table 6.2: Freeway Straight-Pipe Bottleneck Network - Queuing Analysis

The travel times, volume to capacity ratios and densities predicted by the INTEGRATION
versions1.5d and 1.5e and FREQ in each time dice for each link were also compared. All
three models predicted that the bottleneck creates a queue which spreads upstream of the
bottleneck. All three simulation models predicted similar travel times and volume to capacity
ratios. The two INTEGRATION versions predicted similar traffic densities, however these
density predictions were noticeably higher than the FREQ predicted traffic densities. Thus, the
INTEGRATION versions were predicting heavier traffic than FREQ. Therefore, the traffic
performances predicted by FREQ, INTEGRATION version 1.5d and INTEGRATION
version1.5e are all relatively close, except for thetraffic density predictions.

6.2.2. Freeway On-Ramp Bottleneck

The hypothetical freeway on-ramp bottleneck coded to test the INTEGRATION model’s
ability to simulate traffic conditions at a more complicated freeway bottleneck than the straight-
pipe bottleneck isillustrated in Figure 6.2. This test example was also described in the earlier
Section 2.2.3. The directional freeway segment is divided into three subsections. The first
subsection is three lanes wide and extends 4.0 km (2.5 miles) from the upstream end of the
freeway segment to the first on-ramp. The second subsection is three lanes wide and extends
1.6 km (1 mile) from the first on-ramp to the second on-ramp. The third and last subsection is
four lanes wide and extends 1.6 km (1 mile) from the second on-ramp to the downstream end
of the freeway segment. Each lane has a capacity of 1800 vehicles per hour and a free flow
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speed of 97 km/h (60 mph). There is no control at the ramps. The A and B parameters to
specify the speed-flow curve in INTEGRATION were set at 0.7 and 5.0 respectively.

The demand pattern used for thistest is contained in Table 6.3. During the afternoon peak
period, the traffic demand hourly rates are given for each origin in each 15-minute period. The
traffic hourly rates were chosen so that congested conditions occur on the freeway. Sincethe
ramp demands are relatively low in comparison with the ramp capacities and freeway shoulder
lane, any congestion will effect freeway vehiclesonly. There are three origins along the
directional freeway: the freeway mainline origin (O1), the first on-ramp (02), and the second
on-ramp (03). All of thetraffic is destined to the downstream end of the freeway segment.

0 miles 2.5 miles 3.5 miles
link # 1 2 3

Figure 6.2: Freeway On-Ramp Bottleneck

Time Slice | Time Period Origin O1 ' Origin 02 Origin O3
1 4:45 - 5:00 4800 400 800
2 5:00 - 5:15 4000 800 800
3 5:15-5:30 5000 800 800
4 5:30 - 5:45 3800 800 800
5 5:45 - 6:00 3200 200 600

Table 6.3: Freeway On-Ramp Bottleneck - Demand Pattern

The queue patterns predicted by the INTEGRATION versions1.5d and 1.5e were compared
with those from the FREQ model and the analytical shock-wave solution. The results from the
FREQ model and analytical solution were taken from Grades and May [20]. The speed-flow
curve employed in the analytical solution and used in both the INTEGRATION and FREQ
models were all approximately equivalent in order to compare the predicted traffic performance
fromthevariousanalysis.
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The queuing patterns (queue lengths, queue starting and ending times, and time of maximum
queue length) predicted by the various analysis are contained in Table 6.4. The
INTEGRATION versions1.5d and 1.5e predicted approximately the same queuing patterns.
All analysis predicted approximately the same queue starting time and maximum queue time.
However, the INTEGRATION versions predicted a dightly longer maximum queue length
than both the shock-wave analysis and FREQ model. The predicted queue ending time by the
INTEGRATION versions were a few minutes after that of the shock-wave analysis and FREQ
model. Therefore, the queuing patterns predicted by INTEGRATION versions1.5d and1.5¢
were approximately equivalent and these predictions were similar to the FREQ and analytical
estimated queuing patterns.

Model Queue Maximum Maximum Queue
Start Time | Queue Time | Queue length End Time
Shock-wave 5:03 5:31 1.75 miles 5:51
FREQ 5:00 5:30 1.7 miles 5:45
INTEGRATION 1.5d 5:01 5:31 1.9 miles 5:48
INTEGRATION 1.5¢ 5:01 5:31 1.95 miles 5:48

Table 6.4: Freeway On-Ramp Bottleneck - Queuing Analysis

The predictions of link travel times, volume to capacity ratios and densities by the
INTEGRATION versions 1.5d and 1.5¢, and the FREQ model in each time slice were also
compared. The INTEGRATION version 1.5d predicted link statistics were nearly identical to
those of INTEGRATION version 1.5e.  The INTEGRATION versions predicted
approximately the same link travel times and dlightly lower volume to capacity ratios as the
FREQ model. However, the link density values predicted by the INTEGRATION versions
were significantly higher than the FREQ predicted densities. Therefore, the comparison of the
traffic performance predicted by the INTEGRATION versions and the FREQ modée for the
freeway on-ramp bottleneck is comparable with the comparison for the freeway straight-pipe
bottleneck.

6.2.3. Arterial Network

The purpose of this current investigation was to be assured that the newer versions of the
INTEGRATION model (versions1.5d and1.5¢) provided reasonable results for a hypothetical
arteria network for which results could be anticipated. The hypothetical arterial network
coded to test the INTEGRATION model’s ability to smulate traffic conditions on an arterial
network is illustrated in Figure 6.3. The arterial network coded represents two one-way
arteria routes that intersect each other. Each arterial route has three signals and the crossing
point of the two routesisthe middle signal. Vehicles on the horizontal arterial route travel
from 01 to D1 and vehicles on the vertica arterial route travel from 02 to D2.  The horizontal
route is composed of the following subsections: the first subsection extends 0.5 km (0.3 miles)
from origin 1 to the first signal; the second subsection extends 0.5 km (0.3 miles) from the first
signal to the second signal where the two arterial routes cross; the third subsection extends 0.5
km (0.3 miles) from the second signal to the third signal; and the fourth subsection extends 0.5
km (0.3 miles) from the third signal to destination 1. All subsections are composed of 2 lanes
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with each lane having a capacity of 2000 vehicles per hour and have a free flow speed of 70
km/h (43 mph). The vertical arterial is symmetrical to the horizontal arterial. The A and B
parameters to specify the speed-flow curve in INTEGRATION were set at 0.7 and 5.0
respectively.

The demand pattern used for this test is contained in Table 6.5. There are two originsin the
network: the horizontal route origin (01) and the vertical route origin (02). There are two
destinations in the network: the horizontal route destination (D1) and the vertical route
destination (D2). The demand pattern was set so there would be no turning movements at the
node where the two arterial linksintersect (signalized node number two).

Thefive signalsin the network all had a 60 second cycle length and a green time of 27 seconds
in each direction and a lost time of 3 seconds per phase. The offset for each signa are
contained in Table 6.6. Thesignal offsetswere set to alow efficient vehicle propagation along
both the arterial routes.

02
®
1
1 2 3
Ol e i it — ® DI
5
O1 @ Origin Node

D2 @ Destination Node

1 B Signalized Node
o
D2

Figure 6.3: Simple Arterial Network

Origin/Destination D1 D2
Demand
01 1800 0
02 0 : 1800

Table 6.5: Simple Arterial Network - Demand Pattern
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Signal Number Offset (seconds)
| 6
2 30
3 54
4 0
5 48

Table 6.6 Simple Arterial Network - Signal Offsets

The performance of the INTEGRATION versions1.5d and 1.5¢ in simulating arterial traffic
performance was not as detailed as the previous two freeway network tests. The predicted
traffic performance by the INTEGRATION versions 1.5d and 1.5e were not compared to
other models, such as TRANSYT-7F, or an analytical solution. The INTEGRATION version
1.5d predicted arterial traflic performance was compared to the INTEGRATION version 1.5e
predictions. The predicted traflic performance by both INTEGRATION versions was checked
on a qualitative level for reasonableness.

The predicted tota travel times along the horizontal and vertical arterias by both the
INTEGRATION versions is contained in Table 6.7. Analysisof these values indicates that
INTEGRATION version 1.5e is predicting slightly lower total travel times, but the predicted
travel times are similar enough to conclude that both versions are predicting equivalent arterial
traffic performance. Visual inspection of the queuing patterns at signalized intersections, on
both the horizontal and vertical arterial, indicated that both the INTEGRATION versions
modeling of arterial traffic flow wasreasonable.

M odel Total Travel Time | Total Travel Time
(minutes) (minutes)
INTEGRATION 1.5d 2821 2808
INTEGRATION 1.5¢ 2769 2758

Table 6.7: SimpleArterial Network - Total Travel Time Predictions

The INTEGRATION model tests on the hypothetical arterial network were not very extensive,
but the tests did indicate that the INTEGRATION model was reasonably Simulating arteria
traffic flow. These arterial tests also indicated that the INTEGRATION version 1.5d and1.5e
modeling of arterial traffic flow was essentialy equivalent. ldedly these arterial network test
could have been expanded and results compared to other simulation models, but time
limitations did not alow detailed analysis of the smple arterid network.

6.2.4. Conclusions Concerning the INTEGRATION Model Tests on Simple Networks

The INTEGRATION model tests with the two simple freeway networks indicated that the
INTEGRATION versions 1.5d and 1.5e were predicting smilar traffic performance and that
these predictions were similar to traflic performance estimates from a well established
simulation model (FREQ) and analytical solutions. The INTEGRATION model tests with the
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simple arterial network indicated that the INTEGRATION versions were predicting similar
arteria traffic performance and that these predictions, on a qualitative level, appeared
reasonable.

The INTEGRATION model tests discussed in this section could not find any significant
differences between INTEGRATION versions 1.5d and 1.5e or any significant modeling
problems with the INTEGRATION model’ s ability to model traffic on simple networks.

6.3 INTEGRATION SIMULATED FREEWAY PERFORMANCE

Earlier versions of the INTEGRATION model had been tested for a smaller portion of the
freeway, as described previoudy in Section 2.2.4. To test the INTEGRATION model on a
larger scale the freeway-only portion of the Santa Monica freeway corridor was coded and
calibrated in the INTEGRATION model. The ability of the INTEGRATION modd to
readistically ssimulate the freeway-only portion of the corridor is discussed in this section.
INTEGRATION versions 1.5d and 1.5¢ along with an earlier version (1.5a) of
INTEGRATION were all analyzed in this section.

Recall that the FREQ model was accurately calibrated to the empirical freeway data (refer
to Section 5.2.2). The INTEGRATION model was then calibrated to match the FREQ
model’s output. The origin/destination demand matrix for INTEGRATION is usually
developed by the QUEENSOD submodule. However, the synthetic origin/destination
demand matrix derived by QUEENSOD with the available empirical data was found to be
different from the demand data synthesized by the FREQ modd. It would have been
difficult to compare the results from FREQ and INTEGRATION if the demand inputs
(i.e, the synthesized origin/destination data) were different. Therefore, it was decided to
copy the demand data synthesized by FREQ for use in the INTEGRATION runs. This
enabled comparisons between the two models to be made based on identical input data.
Refer to Bloomberg and May [9] for a detailed discussion of the calibration process
followed to calibrate the INTEGRATION model for the freeway-only portion of the
corridor.

To calibrate the INTEGRATION model, contour maps of flows, densities, and speeds
were analyzed. The congestion patterns between INTEGRATION version 1.5a and
FREQ were approximately the same. The congestion patterns predicted by
INTEGRATION versions 1.5d and 1.5e¢ and the patterns predicted by FREQ were
roughly the same, but there was significantly more congestion predicted by these newer
versions of INTEGRATION.

It was not feasible nor necessarily desirable to tune the INTEGRATION simulation to
perfectly match the FREQ output for several reasons. First, there are intrinsic differences
in the simulations that make getting a perfect match very unlikely. At the smplest level,
FREQ is a macroscopic simulation, while INTEGRATION uses elements of microscopic
modeling, so there are bound to be some differences. However, if both models are valid,
the same general results should be found for each model.
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Detailed analysis of the INTEGRATION version 1.5d and 1.5¢ models revealed that
INTEGRATION was not modeling freeway off-ramps reasonably. Vehicles exiting the
freeway (vehicles traveling from a link of high capacity to a link with much lower
capacity) were experiencing a slight delay which resulted in significant freeway
congestion. This vehicle delay was not very significant for the one vehicle exiting the
freeway, however all the freeway vehicles behind this exiting vehicle were subject to this
delay.

It was not possible to modify the INTEGRATION program to correct this problem, thus
the freeway off-ramp coding was modified instead. The off-ramp link that intersects the
freeway was split into two links. The upstream link created from this split was assigned a
capacity of 10,000 vehicles per hour. This modification alowed vehicles to exit the
freeway without any undue delay, as these exiting vehicles were now traveling from a high
capacity link to another high capacity link. The delay in traversing from a high capacity
link to a low capacity link was now on the off-ramps and did not impact freeway traffic
flow. The additional delay imposed on the off-ramps was determined to be fairly small.
Modifying the off-ramp capacities resulted in the off-ramps being coded differently from
the actua off-ramp geometry. It was felt that the impact of coding a portion of the off-
ramp links with a capacity of 10,000 vehicles per hour was minimal due to the short length
of these links.

INTEGRATION runs with the modified off-ramps resulted in substantial improvements in
the INTEGRATION model’s ability to model the freeway-only portion of the corridor.
Figure 6.4 highlights the difference between the models in terms of travel time on the
eastbound freeway (from end to end). There is a fairly good correlation between the
earlier version of INTEGRATION (version 1.5a) and FREQ. The INTEGRATION
version 1.5d without the off-ramp capacities modified predicted significantly different
travel time then the FREQ and INTEGRATION verson 1.5a. The INTEGRATION
version 1.5e¢ predicted similar travel times with the unmodified off-ramps as the
INTEGRATION version 1.5d did with the unmodified off-ramps (the results of this run
are not shown in Figure 6.4, as they are repetitive with the INTEGRATION version 1.5d
run without the off-ramp capacities modified).

The INTEGRATION version 1.5¢ with the modified off-ramp capacities predicted travel
times that were close to the FREQ predicted travel times, as illustrated in Figure 6.4.
Therefore, the INTEGRATION 1.5e simulation with modified off-ramp capacities for the
freeway-only portion of the corridor was fairly reasonable. However, there were still
some questions about the performance of INTEGRATION in simulating the freeway-only
portion of the corridor. The morning peak period congestion ends approximately a half-
hour earlier with the INTEGRATION version 1.5e than with the FREQ model. The
INTEGRATION version 1.5e¢ also predicts lower travel times throughout the midday
period and evening peak period. Interestingly, even though the INTEGRATION version
1.5e morning peak period ends earlier than that of the FREQ model, the INTEGRATION
version 1.5e predicted higher freeway end-to-end travel times from 7: 15 to 8:30 am. than
that of the FREQ model. Thus, INTEGRATION version 1.5e predicted heavier freeway

Bacon, Windover and May Page 105



congestion during the morning peak period.  This significant problem in the
INTEGRATION version 1.5e, which could not be resolved, proved to be a persistent
problem throughout the entire calibration effort, as discussed in Chapter 7. Another
significant problem with the INTEGRATION version 1.5e simulation of the freeway-only
portion of the corridor was revealed in the analysis of the INTEGRATION predicted link
flows. The INTEGRATION version 1.5¢ predicted link flows showed differences on the
order of plus or minus 500 vehicles per hour from the FREQ predicted link flows. Efforts
to reduce these differences were unsuccessful.
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Figure 6.4 : Average End-to-End Freeway Travel Time (Eastbound)
6.4 SIMULATION OF HIGH-OCCUPANCY VEHICLE FACILITIES

One of the important features of the INTEGRATION program that was not tested in previous
PATH research by Gardes and May [20, 22] was the simulation of High-Occupancy Vehicle
(HOV) facilities. Also, there were no known applications of the model to such facilities. Since
part of the proposed investigations involved the ssimulation of HOV facilities, it was decided
that the model should be tested on a simple network to assess the model’s capabilities in the
smulation of HOV facilities. The research discussed in this section is presented in greater
detail in reports by Bacon and others[4,5].

6.4.1 HOV Simulation Using the Straight-Pipe Freeway Network

The first set of simulation runs with HOV facilities involved a simple straight-pipe bottleneck
network. This network consisted of ten linear links of mainline freeway. All of the links except
one have four lanes of traffic, each lane having a capacity of 2,000 vehicles per hour. The
penultimate link in the network was a three-lane bottleneck. The location of the bottleneck
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was selected to insure that congestion would occur in the non-HOV lanes and that the resulting
queue would not block HOV vehicles from entering the HOV lane.

Initial simulation runs were performed with this straight-pipe freeway network as described
above. Next, an additional lane of freeway was added to the network for the entire length of
the freeway. This lane was first simulated as a mixed-flow lane and then as an HOV lane. The
network with the additional HOV lane added is shown in Figure 6.5. Withthe HOV lanein
place sensitivity analyses were performed by varying the percentage of passengers usiig HOV
vehicles from 2 percent to 32 percent in 2 percent intervals. The sensitivity analyses were
performed with 8,000 and 10,000 passengers in the network. For simplicity, it was assumed
that each HOV vehicle carried two people.

Figure 6.5: Freeway Straight-Pipe Bottleneck Network with an HOV Lane

The results of the simulation with 10,000 passengers in the network are shown in Figure 6.6.
As expected, the benefits to HOV passengers decreased as the percentage of HOV passengers
in the network rose. The travel time for HOV passengers increased as the percentage of HOV
passengers increased and the HOV lane became more congested. Conversely, system-wide
travel time decreased and the travel time for HOV passengers and al passengers converged
when the level of HOV passengers increased to the point that there are no benefits to
constructing an HOV lane. The system-wide travel time decreased with increasing percentage
of HOV passengers for two reasons. First, the total number of vehicles in the network
decreased. Secondly, as the percentage of HOV passengers rose the distribution of traffic on
each of the lanes becomes more equal and hence more efficient. The results from the
sensitivity analyses with 8,000 passengers are similar in form with less benefits to HOV
passengers.

6.4.2 HOV Simulation of the Santa Monica Freeway Coded by Gardes and May

The next step was to test the model’ s ability to ssimulate HOV facilities on a more complex
network. Since the Santa Monica Freeway corridor to be ssimulated in this research effort was
not coded at the time of these initial tests, the smaller Santa Monica Freeway corridor network
coded by Gardes and May [20, 22] and discussed in Section 2.2.6 was used.  Sengitivity
anayses were performed with an HOV lane added to the freeway for its entire length and with
a mixed-flow freeway lane converted to an HOV lane for the entire length of the freeway.
Figure 6.7 shows the results of the investigations with an HOV lane added to the freeway and
Figure 6.8 shows the results where a freeway lane has been converted to an HOV lane.
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Figure 6.6: Straight-Pipe Network with 10,000 Passengers
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Figure 6.7: Santa Monica Freeway Network -HOV Lane Added
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Figure 6.8: Santa Monica Freeway Network -Lane Converted

The most striking aspect of these resultsis that the travel time for HOV passengers actually
decreased as the percentage of HOV passengers rose. This s likely caused by the heavy
congestion that is present in both networks. As the percentage of HOV passengers rose,
overall freeway congestion decreased which decreased the delays to vehicles entering the
freeway. Since HOV vehicles are given no preferential treatment in entering the freeway, they
also benefit from the decreased on-ramp delay which resulted from the decreased freeway
congestion.

Another interesting aspect of these results is that with an HOV lane added to the freeway, the
travel times for HOV and non-HOV vehicles converges rapidly. At 16 percent HOV
passengers, the average travel times for al vehicles and HOV vehicles have essentially
converged. Thisis most likely due to the fact that the Santa Monica Freeway, including the
collector/distributor lanes, is seven lanes wide at many points. Thus, the point at which the
HOV lane is as congested as the non-HOV lanes occurs at a lower percentage of HOV
passengers,

6.4.3 Conclusions Concerning the Simulation of HOV Facilities with INTEGRATION
Overall, the model was found to be arobust model capable of simulating a wide range of HOV
facilities. One potential problem with the model was lanes whose status changes with time.
Since the time that these tests were performed, the devel opers of the model have included a
left-turn prohibition feature that allows one to “turn off” alink for a specified period of the
simulation. This feature could also be used to smulate an HOV lane whose status changes
with time.
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Another problem encountered with the model was that the model functions in terms of vehicles
and not in terms of passengers. Any output of the model must be converted from average
vehicletravel timeto an average passenger travel time. Also, if oneis performing a sensitivity
analyses such as the one above, the number of vehiclesin the network must be altered to reflect
the loss of vehicles as the percentage of HOV passengersincreases. However, these problems
were an inconvenience and not a serious problem.

6.5 CONCLUSION

The traffic performance predicted by the 1.5¢ version of the INTEGRATION model was
found to be very similar to that of awell established ssimulation model (FREQ) and analytical
solutions for smple freeway networks. The INTEGRATION version 1.5¢ predicted arterial
traffic performance for a simple arterial network appeared reasonable. The1.5e version of the
INTEGRATION model was found to be as good as or better than the earlier 1.5a versionin
simulating the freeway-only portion of the corridor. Thus, a decision was made to use the 1.5¢
version of the INTEGRATION model in the future calibration effort.

A number of problems were identified in the INTEGRATION model program. |n some cases
the modal developers modified the program to overcome the identified problems, while in
some other cases the research team overcame these problems by adding special featuresin the
input data set. There still remained some identified problems which were not completely
rectified.

While not completely satisfied with the results of the model testing effort, a decision was made
to move ahead into the calibration effort for the entire Santa M onica Freeway corridor with the
anticipation that these remaining problems could be overcome in the calibration effort. If these
problems could not be overcome, then the calibration effort and the later planned investigations
would be redesigned considering these limitations.
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Chapter 7. MODEL CALIBRATION

This chapter describes the calibration effort that was undertaken in an attempt to calibrate
the Santa Monica Freeway corridor network using the INTEGRATION model. This
stage of the research project was one of the most extensive, involving over one year's
efforts. By May of 1994, the supply, demand and control aspects of the freeway corridor
network had been adequately coded, allowing the INTEGRATION model testing and
calibration stages of the project to begin. The INTEGRATION model testing and the
calibration of asingle intersection were completed by July of 1994. The calibration of the
Santa Monica Freeway corridor began in July of 1994 and continued until June of 1995.
Due to time and fund restrictions, coupled with problems encountered with the
INTEGRATION model, the calibration stage of the project only attempted the calibration
of fourteen of the twenty-eight time slicesto be ssimulated. Only six of these fourteen time
dices were classified as calibrated at the conclusion of the calibration effort.

The need for awell-calibrated model is obvious. It would have been simple to develop a
hypothetical complex freeway corridor network and perform ATIS and ATMS
investigations on such a network. However, the results of investigations using a
hypothetical network are not easily transferred to real-world conditions. By calibrating
the INTEGRATION mode on an actual freeway corridor, the simulation results give a
more reaistic assessment of which ATIS and ATMS strategies would be the most
successful. Also, the effectiveness of potential ATIS and ATMS strategies will most likely
vary from network to network making tests from a hypothetical network of little value.
Thus, it is critica to calibrate a real life network and perform simulation runs with the
calibrated network in order to redlistically determine the optimum ATIS and ATMS
strategies for that network.

During the INTEGRATION demand coding the FREQ model was accurately calibrated to
the empirical freeway data (refer to Section 5.2.2). In early 1994, as part of the
INTEGRATION model testing, the INTEGRATION model was calibrated to match the
FREQ mode in simulating the freeway-only portion of the corridor. This calibration
effort, discussed in Section 6.3 and by Bloomberg and May [9], was satisfactorily
completed with only a few misgivings (such as unredistic queues at some of the freeway
off-ramps). However, the calibration of the entire corridor proved to be far more complex
for a number of reasons. First, for the freeway-only portion of the corridor a parallel
model, FREQ, was available. The FREQ model was able to provide numerous statistics of
freeway performance that the INTEGRATION mode could use as measures of an
effective caibration. Coding and calibrating a parallel model for smulating the freeway
corridor network would have required an extensive effort. Thus, a parallel model was not
coded for the freeway corridor network. Secondly, the potential for multiple path trees
between the origins and destinations is virtually non-existent in the freeway-only network.
In the freeway-only network, which is alinear system, a group of vehicles traveling from a
given origin to a given destination will be assigned to a known set of links. Thisis not
true in the corridor network, there are numerous paths between each origins and each
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destinations and vehicles may change their paths dynamically as a result of real-time traffic
conditions.

Finally, the corridor calibration was difficult because a network of the size and complexity
of the Santa Monica Freeway corridor had never been successfully calibrated using the
INTEGRATION model nor equivalent model. While the model has been successfully
used on freeway-only networks and small arteria networks, a detailed calibration of a
large freeway/arterial corridor has not been performed. The calibration was further
complicated by the fact that the eight node/twelve link signalized intersection
configuration, which was coded at many of the intersections in the Santa Monica Freeway
corridor, had not been utilized by any of the earlier networks simulated by the
INTEGRATION model. The use of thisintersection configuration is critical to accurately
simulate a complex signalized intersection with significant turning movements.

Section 7.1 presents an overview of the calibration efforts. Section 7.2 discusses the
cdibration of a single eight node/twelve link signalized intersection.. Section 7.3 discusses
the efforts to calibrate a single one half-hour time dice, while Sections 7.4 and 7.5 discuss
the calibration of the morning and midday periods respectively. Finally, Section 7.6
presents the conclusions of the calibration efforts.

7.1 OVERVIEW OF THE MODEL CALIBRATION EFFORTS
As mentioned, the calibration efforts consumed more than a year's effort. Figure 7.1

presents a time line that shows approximately when each of the tasks in the calibration
effort were conducted.

A 2o

Single Intersection

Cdibration of the I Performed at

First Time Slice Queen’s University

Normire Posk P I
Morning Peak Period

Cdlibration of the
Mid-Day Period

Cdlibration of the
Evening Peak Period Not Attempted

| | [ [ | I I | | I I
Mar June Sept Dec. Mar

1994 1994 1994 1994 1995

Figure 7.1: Time Frame of Calibration Efforts
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The first phase in the cdibration efforts was the cdibration of a single signalized
intersection. Once the calibration of a single signalized intersection and the
INTEGRATION model tests discussed in Chapter 6 were completed, the calibration of
the Santa Monica Freeway corridor began. Due to the complexity of the corridor
network, it was decided that the calibration of the Santa Monica Freeway corridor should
begin by focusing on the first half hour time slice by itself, as opposed to all 28 time dlices.
Once the problems associated with the calibration of the first time dice were resolved,
additional time dlices were added incrementally and attempts made to calibrate them.

Special versions of both the QUEENSOD and INTEGRATION programs were compiled
to simulate the corridor network. Early in the calibration efforts it was discovered that the
INTEGRATION simulation of al 28 time dices would tax the computing resources
available, even though a personal computer with 64 megabytes of random access memory
(PAM) was available. To avoid the extremely long INTEGRATION simulation run times
on the order of a week and the huge memory requirements, it was decided that the
simulation should be conducted in three parts; the morning peak period from 6:00 A.M. to
10:00 A.M., the midday period from 10:00 A.M. to 3:00 P.M. and the evening peak
period from 3:00 P.M. to 8:00 P.M.

The first time period to be simulated was the morning peak period. Numerous problems
were encountered in the calibration of the morning peak period that required assistance
from the developers of the model at Queen’s University. The model developer’s provided
guidance as how to utilize the QUEENSOD and INTEGRATION models during the
research teams efforts to calibrate the morning peak period. The fina attempts to
calibrate the morning peak period were performed at Queen’'s University. The model
developer’s efforts at Queen’s University resulted in a number of recommendations; which
included disabling the opposing flow feature of INTEGRATION at expanded intersections
and to increase the saturation flow rates for left-turning and right-turning movements to
2,800 vehicles per hour per lane at various over saturated intersections. These
recommendations were not implemented as they were deemed inappropriate, since
adjustments to input data during the calibration effort took great care in keeping input
data values within ranges of acceptable values. The model developers also recommended
disabling the signal optimization feature of INTEGRATION at expanded intersections and
manually adjusting timing plans to avoid queue spill back problems. Manual adjustment of
timing plans would be far too complicated in a network as complex as the Santa Monica
Freeway corridor. Thus, the research team did not follow this recommendation. The
output from the simulation runs which were performed by the model developers are not
reported in this report as they were not received by the U.C. Berkeley research team. It
should be noted that the model developers were not under contract to perform modeling
for this research project.

Once the morning peak period was sent to Queen’s University for fina calibration, the
U.C. Berkeley research team directed their attention to attempting to calibrate the midday
period. Due to time limitations and unforeseen problems in calibrating the model, no
attempts were made to calibrate the evening peak period.
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7.2 CALIBRATION OF A SINGLE EXPANDED INTERSECTION

Simulation runs with the medium network (unexpanded intersections) quickly revealed
that the one node signalized intersection configuration was not accurately simulating
signalized intersections with significant turning movements. It was found that intersection
approaches in which the left-turning vehicles were delayed had left-turning vehicles
queued on the approach, which resulted in unrealistic delay for the through and right-
turning vehicles on that approach. The congestion in the medium network was very
significant, even for the time dlice from 6:00 A.M. to 6:30 A.M., when in redlity there is
very little congestion during this time slice.  Thus, the efforts to calibrate the medium
network (with unexpanded intersections) were abandoned. It was determined that the
critical signalized intersections in the Santa Monica Freeway corridor required expansion
to the eight node/twelve link configuration in order to achieve a calibrated network.

Two parallel processes arose in the conversion from the medium network to the large
network. Recall that the large network (refer to Figure 5.4) was created by expanding
167 of the 353 signalized intersections in the medium network. First, the network supply
coding had to be modified at each signalized intersection to be expanded to include the
additional links and nodes introduced in the expansion process and to reassign existing
nodes impacted by the expansion process (see Section 5.1.4). Secondly, since there was
no documented use of the expanded intersection configuration, the precise characteristics
of each of the twelve links within the expanded intersection had to be determined. Once
these processes were complete, the calibration of the complete freeway corridor network
could be begin,

It should be noted that in conversation with the model developer it was learned that the
INTEGRATION model had been successfully calibrated on networks with isolated traffic
signals in which detailed observed link f-lows, speeds and travel times on all links at the
intersection were available. Such calibration has indicated that the model correctly
matches either analytical or field estimates of capacities, speeds, delays and queue sizes.
This analysis indicated that traffic behavior, for congested conditions, is very sensitive to
the exact magnitude of the prevailing demands and saturation flows, such that small errors
in estimating these values may produce proportionally much larger errors in the traffic
performance at a signalized intersection.

A limitation of the data available for most networks is that the available
accuracy/resolution of intersection turning movements, exceeds the permitted error range
in the input data. For example, the lack of knowledge of actual turning movement
percentages at congested intersections not only creates errors in the opposing flow rates,
and therefore the resulting opposed saturation flow rates, but also introduces errors in the
turning demand. Such errors, while sometimes producing flow conditions that are better
than expected in the field, can at other times cause major queue spill backs when they
interact to produce flow conditions that are worse than those experienced in the field.
Efficiencies experienced at intersections, that are modeled as operating better than
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observed in the field, do not offset the extra delays encountered at those locations where
errorsin turning demand and/or opposing flow create larger delays than expected.

For a network the size of the Santa Monica Freeway corridor, determining the exact
magnitude of prevailing demands and saturation flows of all turning movements for al
approaches at all signalized intersections is an extremely hard and time consuming task.
Since the determination of these prevailing demands and saturation flows was not possible
during the data collection stage of the project, only link flows on intersection approaches
were obtained. With a network the size of the Santa Monica Freeway corridor,
determination of just the approach flow at al signalized intersections in the network was
not possible. Although the research team recognized the need for exact prevailing
demands and saturation flows of all turning movements for al approaches to all signalized
intersections and the lack of this data for the Santa Monica Freeway corridor, it was still
felt the expansion of signalized intersections was required to redlistically calibrate the
network. This decision was largely based on the extreme difficulties encountered in the
initial attempts to calibrate the medium network (unexpanded intersections).

7.2.1 Selection of Link Parameters for the Expanded Intersection Links

There are numerous link parameters to be specified for each link within the network. The
selection of these factors for each of the twelve links in an expanded intersection
configuration determines the traffic performance that would occur at that intersection.
The main link factors to be specified for each of these links were the length of the link,
link capacity, free-flow speed, and data on the links that are opposed by another link
within the expanded intersection.

The length of links within the expanded intersections is critical in that it determines the
gueue length on a specific expanded link that will result in delay to other movements at
that approach. Without expanded intersections, this length is effectively zero and a queue
developing for one movement will immediately result in delay to the other movements at
the approach. A link length of 100 meters (328 feet) was decided upon since the magjority
of left-turn pockets in the network were between 91.5 meters (300 feet) and 107 meters
(350 feet). Thus, queues from one movement, usually the left-turn lane, would have to
generate queues over 100 meters to result in delay to other movements at the approach.
Of course, in expanding the intersections, the lengths of the original approach links were
reduced by 100 meters.

Since saturation flows for the three turning movements at an intersection approach were
not observed in the field, capacities of the various links within the intersection were
developed based on values contained in the 1985 Highway Capacity Manua {53]. The
final capacities used were 1601, 1800, and 1402 vehicles per hour per lane (vphpl) for the
protected left-turning, through, and right-turning movements respectively. Free-flow
speed was set at 30 km/h, 50 km/h, and 40 km/h for the left-turning, through, and right-
turning movements respectively. It should be noted that while a constant value of capacity
and free-flow speed was used for al intersection approaches, the INTGEN program
allows the user to specify the capacity and free-flow speed for each approach movement.

Bacon, Windover and May Page 115



Coding right-turning movements presented an additional problem due to right-turns on
red. It was decided that some delay should be given to right-turning movements, but that
they should not be under signal control as are the adjacent through and left-turning
movements. One way to assign delay to the right-turning vehicles was to assign the
corresponding through movement as the opposing link of the right-turn movement,
However, it was felt that reducing the free-flow speed on the right-turn links to a vaue of
10 km/h was an easer way to impose a reasonable amount of delay on right-turning
vehicles.

7.2.2 The Opposing Link Feature of INTEGRATION

With the eight node/twelve link intersection configuration, the opposing link feature of the
INTEGRATION model was utilized to alow for the coding of left-turning movements
which are delayed by an opposing vehicle flow. However, initial calibration efforts
reveded that the existing opposing link feature of INTEGRATION was not properly
assigning delay to left-turn movements given the traffic volumes on the opposing link.
Working with the developer of the model, a new method of assigning delay to an opposed
movement was developed for the INTEGRATION model. The new method developed is
based on gap acceptance.

The new opposing link feature allows the user to alter the various parameters used in
calculating the capacity reduction of alink based on the opposing flow in order to obtain a
desired vehicle delay on the opposed link as a function of the opposing flow. The
INTEGRATION mode reads an auxiliary file entitled “OPS_FACT.DAT” that contains
the factors that will be used to calculate the capacity reduction of the opposed link. If this
file is not provided in the same directory that the INTEGRATION program is being
executed, the default values for this file will be used. Figure 7.2 shows the format of the
file dlong with the default va ies for the tile.

TitleLine

1 0
2 2
3 0
4 0
5 0
6 0
7 0
8 20
9 0
10 0

Figure 7.2. INTEGRATION Optional Input File OPS_FACT.DAT

The format of the “OPS_FACT.DAT” file is rather straightforward, as it smply lists the
ten K factors used in the determination of gap acceptance. The first line of the fileis a
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title line and is ignored by the program. The first number on all subsequent rows is the K
factor identification number. The second number of each row isthe K factor itself.

K factors number one, two and three are used to describe the equation that determines the
mean critical gap based on the minimum headway (saturation flow rate) of the opposing
link. For example, if the saturation flow rate of the opposing link is 1,800 vehicles per
hour then the minimum headway would be two seconds. The mean critical gap is defined
by the following equation;

Mean Critical Gap = K, + K, *h + K, * h? Eq. 7-1

where h is the headway of the opposing link at the saturation flow rate.

K factor number four determines the randomness of the critical gap. A value of zero for
thiswill produce a uniform distribution of critical gaps. Increasing this value towards one
introduces a shifted negative exponential distribution, with a value of one generating
critical gaps based completely on a shifted exponential distribution. For example, a value
of 0.2 would indicate that 20 percent of the critical gaps are determined from a negative
exponentia distribution and 80 percent are determined from a uniform distribution.

K factor number fiveisthe width of the uniform distribution of critical gaps when K factor
four is set to zero. This number is given as a percentage of the mean critical gap. For
example, if the mean critical gap is 6.0, K factor four is zero, and K factor five is 0.5, then
the critical gaps will be uniformly distributed from 3.0 to 9.0.

K factor number 6 determines how fast the critical gap (minimum acceptable gap)
decreases as a function of the length of time that a vehicle has been waiting at the
intersection. Thisis based on the function;

b = e—KGt Eq. 7-2

where: h is the headway of the opposing link at the saturation flow rate,
eisthe natural logarithm, 2.718
K¢ isK factor number six, and
t isthe length of time that the vehicle has been waiting at the intersection.

K factors seven and eight specify the lower and upper limits respectively of the critical gap
accepted. K factors nine and ten are not yet used by the program.

The opposing flow feature was designed to accommodate left-turning movements that
have permitted phases, protected phases, or both. For permitted left-turning movements,
the opposing link feature was activated by specifying the link number of the opposing
through movement in the left-turning link’s description (refer to Figure 5.10). For
protected left-turning movements, the opposing flow feature was not activated and would
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have no effect if it were activated. For left-turning movements where the movement is
both protected and permitted, the opposed link would be coded the same as if it were
permitted only. The INTEGRATION program checks to determine if the opposing
movement is allowed to discharge during the same phase as the opposed movement. If it
is not discharging during the same phase, then the movement is protected, and the
opposing link feature is not activated. Thus, movements with protected and permitted
movements can be coded with the model.

7.2.3 Calibration of the Opposing Link Feature of INTEGRATION

As mentioned, the opposing link feature of the INTEGRATION program was modified
during the calibration stage of the research project. Thus, it had never been tested by the
INTEGRATION model developer to determine if, by using this feature, the model could
accurately estimate the delay imposed on left-turning vehicles under various levels of
opposing flow.

The SIDRA (Signalized and unsignalized Intersection Design and Research Aid) computer
simulation model was used as the base model against which the opposing link feature of
the INTEGRATION model would be calibrated. The SIDRA mode was developed by
Dr. Rahmi Akcelik at the Australian Road Research Board. The model was first released
in 1984 and usage of the model has grown steadily since then. Today, the model is
recognized as one of the most precise single intersection simulation modeling tools. The
model alows the user to input a wide range of parameters 