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ABSTRACT OF THE THESIS

Pipeline for using Dictionary Learning for analysis of morphometry differences across

populations of MRA data

by

Steve Anthony Mendoza

Master of Science in Electrical and Computer Engineering

University of California, Los Angeles, 2021

Professor Fabien Scalzo, Chair

Identifying population differences can serve as an insightful tool for diagnostic radiology. To

do so, a reliable preprocessing framework and data representation are vital. We consider

building a machine learning model to visualize gender differences in the circle of Willis,

(CoW) an integral part of the brain’s vasculature. We start with a dataset of 570 individuals

and process them for analysis using 389 for the final analysis. We find statistical differences

between male and female patients for one viewpoint and can visualize where they are. In

particular, we find that the interior cartoid atery (ICA) is larger in males than in females,

and that the CoW is more likely to be complete in females. We also see differences between

the right and left-hand sides of the brain confirmed using SVM. This process can be applied

to automatically detecting population variations in the vasculature and can serve as a guide

to explaining machine learning decisions.
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CHAPTER 1

Introduction

1.1 Background

1.1.1 Overview

Stroke is a common cause of death or disability in the developed world, ranking among the

top 5 causes of death. Due to its prevalence, extensive research and data exist for stroke

prevention, diagnosis, and risk factors. The latest research centers around using data-driven

algorithms using machine learning analysis. Among the standard data used is angiography,

which means imaging blood vessels. An angiography is a tool that can diagnose strokes and

other vascular diseases. We focus on a type of angiography known as Magnetic Resonance

Angiography, or MRA. The MRA technique provides high contrast blood vessel imaging in 3

dimensions without ionizing radiation, differentiating it from other angiography techniques.

Several MRA imaging datasets for population-level studies exist. Among the questions

researchers ask using these datasets include changes in the vasculature during aging or the

average size of vessels. The motivation for this work is to develop a pipeline for determining

regions that are different between two different populations. These populations could be

gender-based, age-based, or disease-based. We will go through the steps of processing the

data to optimizing and interpreting the differences between two different groups. We will

focus on the anatomical differences between male and female patients since the literature

suggests reproducible anatomical differences in vasculature. We conjecture that studying the

population differences between them can offer insights into different stroke outcomes. Our

main goal is to create a quantitative and visual representation of these vascular differences.

1



The results can influence both designing and interpreting machine learning networks and

disease, highlighting regions for further diagnostics.

1.1.2 Clinical Significance and Basic Anatomy

There is a significant variance in the incidence of stroke patient outcomes; males having a

greater chance of strokes than females, while females have a greater chance of more severe

stroke when they get them. [23] Given the discrepancy in these outcomes, it is reasonable

to expect some clinical or anatomical variance between them, although the extent to these

differences is not entirely clear. The clinical differences between males and females serve as

motivation to find anatomical differences. The objective is that this same method, tested

on healthy patients, could serve as a platform for determining stroke patient severity and

differences in future works.

In this work, we will focus on the part of the brain known as the Circle of Willis. This

area is where the blood comes in for distribution to other parts of the brain. [17] It sits

at roughly eye level at the base of the brain. It is a redundant network of blood vessels,

shown in 1.1. These vessels are integral in determining blood flow throughout the brain,

and there are several viewpoints to consider when interpreting these images. The projection

shown is the axial viewpoint, but when considering anatomical analysis, it is vital to account

for the 3-dimensional nature of the imaging so we can observe all angles of the brain. In

addition to the axial viewpoint, we also consider the coronal axis to account for the 3-

dimensional structure. The Circle of Willis rests on the lower part of the head closely

connected to the neck arteries, situated far from the skull. Next, the circle branches out

with the largest near the circle center, narrowing farther away from the center as shown

in the axial viewpoint. The most prominent are the Internal Carotid Arteries (ICA), from

then on are connected to the Anterior Circulation Artery (ACA), Middle Circulation Artery

(MCA), and Posterior Communication Artery (PCA). While other arteries, including the

Posterior Communicating Artery (PCom) and the Anterior Communicating Artery (ACom),

exist, these smaller arteries are harder to see with this imaging modality and absent in some

2



Figure 1.1: Circle of Willis. This anatomy will be the reference by which we will describe

arteries. The viewpoint given here is the canonical viewpoint as shown in textbooks and the

results described later in the work will mainly use this viewpoint.

patients. So we will focus our discussion on the ICA, ACA, MCA, and PCA arteries.

1.1.3 Imaging

In our work, we use a specialization of MRI known as MRA. To explain how MRA works, we

will first consider MRI in general. MRI stands for magnetic resonance imaging and uses radio

frequency (RF) pulses to excite hydrogen atoms to all have the same spin. MRI involves a

high-powered magnet that directly correlates with signal strength necessitating a substantial

magnetic force, usually more than 1 tesla (T). Various groups and clinics may use different

scan parameters affecting how the images appear. The most common values are 1.5T and

3T; higher fields correlate with the signal-to-noise ratio.

Once we excite the protons in the sample, the proton spin will parallel the magnetic

field direction. Although the proton spins are parallel, their orientation, known as spin up

or spin down, is random. The net amount of spin up or spin down creates a net magnetic

3



Figure 1.2: Overview of MRI (A). The key concept is that atoms all have a random spin

under no magnetic field then a net magnetic field under a strong magnetic field Bo (B.) An

RF pulse is applied, flipping the net magnetic field. After the pulse, the protons gradually

come to the original magnetic field direction (C.) This relaxation time is known as the T1

time (D). For sequence generation, we manipulate two parameters, TE and TR. TE is echo

time, and TR is the repetition time.

4



moment. This net magnetic moment is equal to the magnitude of the resultant magnetic

field. This strength will depend on the local properties of the protons themselves. Once the

magnet is on, a series of RF pulses follows, with one procedure involving flipping the proton

orientation 90 degrees, making it perpendicular to the magnetic field. Following the pulse,

the protons will relax to their original orientation as dictated by the magnetic field, called

the T1 relaxation. This T1 time will depend on the environment of the proton itself. The T1

time represents the time it takes when turning off the RF pulse for the protons to relax down

towards the thermal equilibrium, depending on the proton environment. Figure 1.2 shows

the T1 process. The images were from [24], which gives an overview of the MRI concept.

The relaxation process then creates an electric field which the apparatus then measures,

digitized into the MRI signal.

In our case, we focus on MRA, which is Magnetic Resonance Angiography, a subclass

of MRI for measuring blood flow. It is specialized to distinguish static tissues from flowing

blood. It came about by observing some artifacts when first using MRI wherein normal MRI,

places near vessels were dark. Using these artifacts, researchers modified the procedure such

that the T1 times for stationary and moving tissue would allow for imaging. The specific

technique is TOF MRA, TOF stands for Time of Flight, which relies on the saturation of

blood vessels so that after a short time after the demagnetization, we get a saturated signal.

Looking back at 1.2, this would correspond to a lower TE time and a lower TR for the

optimal contrast. Next, the signal gets digitized into grayscale images, where bright image

values correspond to high blood levels allowing for arterial images at high contrast. These

values can affect the image contrast and image quality preprocessing algorithms. Machine

learning algorithms could be affected by the variation of these different parameters.

1.2 Introduction to Morphometry and Motivation

Determining medical imaging patterns across populations could be useful in diagnosing or

making sense of medical imaging data. The process begins with obtaining a significant data

sample of at least a few hundred cases and then performing statistical analysis to find high

5



variance areas. Finding and validating these high variance regions is known as morphometry.

The simplest approach to solve this problem would be to consider two populations and see

which voxels contribute the highest variance between different subjects. A general platform

for doing so is voxel-based morphometry (VBM) [7]. In this methodology, one acquires images

from various subjects and registers them to each other using anatomical atlas. VBM has been

most often applied to the analysis of MRI images to identify changes in normal patients and

those with various psychiatric disorders [7]. However, it is almost impossible to distinguish

population differences from differences in registration or other image processing details such

as dynamic range without proper normalization. A few papers [10], have mentioned some

key facts to keep in mind for the interpretation of the data. Key among them are the

registration and the normalization of the brain data. Several groups use different algorithms

for normalization and registration that influence the results. Due to its simplicity, it is one

of the most popular methods for determining differences among populations. There is also

a well-established platform for determining statistical significance for any brain differences

found. The main method is the Gaussian linear method to determine statistical significance.

In essence, the individual voxels are individual variables, and the Gaussian linear field tries

to find corresponding voxels that are different in two respective populations. However, if the

data is not well registered, the statistical pattern would reflect misregistration rather than

anatomical differences. [10]. An illustration of the technique in practice is shown in 1.3,

from [31].

1.2.1 Pattern Based Morphometry and Data Formatting

In addition to VBM, there is also another more fairly recent approach known as pattern-

based morphometry or PBM. We will discuss the basic principle behind PBM, which applies

dictionary learning of a sparse representation of a basis. The original idea of dictionary

learning was to solve the sparse representation of signals problem [2]. Conceptually, the idea

is to take a signal, then find a small number of atoms to represent the basis. The key to doing

so is finding a basis representation in which the result is sparse. Among the first applications
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Figure 1.3: Voxel Morphometry approach on MRI imaging of the brain. These images

show the brain regions that show the greatest variance on brain imaging. There are various

projections of the brain to show the 3D volumes.
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using dictionary learning is image compression [2]. The dictionary method implementation

uses a wavelet transform of the image data; this wavelet transforms are the dictionary that

would allow a compressed representation of the image, allowing for faithful preservation

while at the same time allowing for compression. The general mathematical intuition is that

it is a generalization of the k-means clustering algorithm, which for a certain k, the idea is

to split the data so that k different centers are found such that any one point in the dataset

is no further than a value epsilon from the closest k. In that sense, we can think of the

dictionary learning problem as having a set of basis vectors k such that these k basis vectors

can reconstruct any training data example with an error less than a value epsilon.

Pattern-Based Morphometry (PBM) tries to answer the same questions as VBM, with

a more global data representation. [14] The main difference in the PBM approach is in the

sparsity constraint. This sparsity constraint encourages the algorithm to generate global

samples present in several samples rather than voxel-based representations that are highly

local and possibly noisy. Specifically, we will search for a set of 6 subtraction images to

represent the differences between two populations. Our definition of subtraction images is:

we take one case minus all the population members of another population. The user then

selects a parameter k, the number of images to compare each image in the other population.

The key metric is to take the euclidean distance between images, and the algorithm considers

the closest k images for each image. These difference images then represent differences

among different populations via image subtraction. The goal of PBM is to compress the

representation of all these images into a sparse dictionary showing the most salient differences

between the populations. The number of different images to consider is a hyperparameter,

known as the number of atoms. The user specifies the number of atoms for the algorithm

to find with the algorithm converging to the resultant atoms that best represent the image

basis by minimizing the error between the set of difference images and the closest dictionary

atom to each case. It is similar to how clustering algorithm convergence. We formalize the

above steps by constructing two different groups, S defined as S = {S1, ..., Sn} and group 2

with {Z1, ...Zr} ⊂ Z, where r is the number of neighbors in our case six. The definition of
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the difference vectors is:

Dij = Si − Zj ∀i ∈ {1, ..., n} and ∀j ∈ {1, ..., r} (1.1)

From the equation above, the order matters; the definition of group 1 or group 2 will

influence the patterns. In the following subsection, we then use Equation 1.1 to describe our

specific dictionary learning approach.

1.2.2 Introduction to Dictionary Learning

For a brief overview of the theory and motivations of dictionary learning, we review principal

mathematical equations and visualize the results. In the first paper describing PBM, [14] the

authors described differences in brains between healthy patients and Alzheimer’s patients.

We will discuss the mathematical details discussed in [14]. The main set of equations in the

paper are as follows.

minimize
B,C

‖X −BC‖2
F

subject to ∀i, ‖ci‖0 ≤ T

(1.2)

The above is a minimization problem to take a basis matrix B, which in our case will be the

dictionary atoms, and C, which is a sparse matrix used to rank the dictionary atoms. X is

the original dataset.

∀i ∈ {1, 2, ...n} minimize
ci

‖xi −Bci‖2
2

subject to ∀i, ‖ci‖0 ≤ T

(1.3)

This second equation is the algorithm used to solve the first problem. The algorithm initial-

izes basis vectors, then searches for the sparest representation.

Ek = X −
k∑
j 6=k

bjcj (1.4)
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Figure 1.4: From [14], showing the salient features in the three different viewpoints taken

from pattern-based morphometry. They compare Alzheimer’s Disease patients with normal

ones; the patterns shown are the most significant regions compared to normal cases in the

WM. The red areas are the most salient; the darker regions have the least variance.

The equation below updates the basis vectors Bk one by one using the error metric as

shown in the previous equation.

minimize
Bk

‖Ek − bkck‖ (1.5)

Figure 1.4 shows the pattern-based morphometry images from [2], we see that the most

significant areas, those closer to 1, are found in places where there are meaningful differences

between populations, and these areas link to actual changes based on anatomical studies.
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CHAPTER 2

Methods

2.1 Registration and Data Processing

We start with a background on the dataset used and the data selection process. Then

a detailed analysis of the mathematical tools follows. These mathematical tools include

pattern-based morphometry and registration and segmentation preprocessing for machine

learning. The second part of the methods section focuses on the SVM classification and data

selection for finding differences between populations.

For most of the analysis, we used Matlab 2018 [21], as well as python calls to software

known as ITK written in c++ for the preprocessing and segmentation. The bulk of the pre-

processing follows a GitHub repository called pypbm; python pattern-based morphometry.

[19].

2.1.1 Dataset Description

The dataset is known as the IXI dataset, with data from 3 different institutions in the United

Kingdom. [12] There are 570 MRA datasets, with attributes such as age, gender, educational

level, and ethnicity. The three different institutions allow for better generalization controlling

for bias due to diverse scanner parameters or contrast. Owing to the data variety, robust data

preprocessing is necessary. Of particular note was one taken for the institute of psychiatry

(IHOP). For this study, we have considered cases from this site though another paper [22]

did not include this dataset since the MRI acquisition patterns were not given but included
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the two other institutions. We will incorporate this in our dataset since we want the most

data points. We then go through a series of data filtering and preprocessing steps described

in the Methods section to go from 570 cases to 389 cases. Four hundred subjects met our

filtering criteria, but out of these 400, 11 subjects had no gender listed.

2.1.2 Registration Algorithm

For each registration algorithm, there are three modules: a transform method, a similarity

measure, and an optimization model. The transform is the mathematical representation

that can make the registration work more efficiently. A similarity model is a metric for

measuring the distance between target and template. Finally, an optimization model, such

as gradient descent, provides a minimization method to reduce the error and converge to

the target. Two broad approaches to brain registration are rigid and non-rigid registration.

Rigid registration includes rotations and scaling; these are simple linear transformations.

The brain shape is preserved and not deformed to fit a target. For rigid registration, one

can select a mathematical transform to parametrize the image in an affine space, use cross-

correlation as a similarity measure, and use gradient descent to minimize the cross-correlation

error. However, the second method, non-rigid registration, is necessary for detailed analysis

of the brain since the vessels themselves have some deformation and need to have some local

deformation to better fit a template. For the non-rigid registration, it is subtler to create a

mathematical model and is an active research area. We will detail the specific mathematical

model for our data analysis.

. Mathematical methods behind registration. The mathematical theory behind our regis-

tration method is the symmetric image normalization method (SyN), [8] the general concept

of which is that if you consider two different brains, for instance, you want to use an image

space that minimizes the differences between them. The main way is to model the two dif-

ferent brains as two distinct optical flows, then casting that optical flow into a differentiable

map. One then sets that differentiable map as fixing one map while taking another brain as
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a moving optical flow and mapping that optical flow to the static template. The notion of

a differentiable map allows for a gradient-based method to minimize the geometric distance

between these two brains. The symmetric normalization stems from the insight that the

differentiable map can go from the template to the target or vice versa. The convergence cri-

teria for our system is the mutual information between the template and the target. For our

registration technique, the main theory is the diffeomorphic operator for which we describe

below: A diffeomorphism in general, takes a diffeomorphism φ, on the image domain Ω such

that the diffeomorphism applied to the image domain and some multiplication δ yields an

affine transformation on the identity transform. The symbols in the equation are as follows:

u, a displacement field, v, a velocity field, and L, a linear operator. This mapping φ comes

from integrating the ordinary differential equation described below:

dφ(x, t)

dt
= v(φ(x, t), t), φ(x, 0) = x (2.1)

The integrated field generated through the diffeomorphism is u(x) = φ(x, 1)− x.

To obtain the integrated field as the differential equation implies, the SyN protocol allows

for a Large Deformation Diffeomorphic Metric Matching (LDDMM) expression. A LDDMM

representation allows for a representation of the data in the diffeomorphic space, so that

the registration can take place within that feature space. This expression is necessary since

individual anatomical cases can vary widely in their intensity profiles so the standard mean

squared error metric is not optimal for certain cases. The formulation is as follows:

v∗ = argmin
v
{
∫ 1

0

‖Lv‖2dt+ λ

∫
Ω

Π (j, φ(x, 1), J)dΩ } (2.2)

The Π above is the similarity metric with the image domain as the integral domain.

The λ parameter is a regularization parameter that controls how exact the matching is.

The above formulation can also be broken into two different integral limits, reflecting the

symmetry between the target and the template.
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{v∗1, v∗2} = argmin
v
{
∫ 0.5

0

‖Lv1(x, t)‖2dt+

∫ 0.5

0

‖Lv2(x, t)‖2dt+ λ

∫
Ω

Π (j, φ(x, 1), J)dΩ }

(2.3)

Minimizing the respective integrated fields for v1 and v2, yields a representation so that

regardless of the initial conditions, the algorithm converges. The second half of the above

equation is the same and has the same regularization purpose as the original equation.

The specific algorithm used in our work is the SyNRA, which stands for Rigid + Affine

+ deformable transformation, with mutual information as an optimization metric. The

mutual information metric applied to medical imaging considers the image histogram in

image subregions. Well registered images should have corresponding image histograms for

image subregions. If there is misregistration, then the image histograms would not have

corresponding histograms.

To complete image registration, preprocessing steps are sometimes necessary to account

for individual patients with low contrast or low signal-to-noise ratio. The image processing

pipeline described does incorporate histogram normalization, though, for some cases, we

used the non-local means filter implemented in MatLab for additional denoising. While the

large vessels, namely, the Internal carotid artery (ICA) or the Middle cerebral artery (MCA),

are unaffected, the smaller Posterior Cerebral artery is harder to observe. Thus for some

cases, it was best to do some contrast enhancement before the registration to enhance the

lower contrast small vessels. Since the image quality varies from one patient to another,

some cases required manual fine-tuning where the registration was of noticeably low quality

using the registration quality metrics described.

2.1.3 Radon Transform

The radon transform is similar to the Fourier transform and is used to perform rigid regis-

tration analogous to Fourier domain phase shifts are. The theory is that when transforming

images into the Fourier domain, linear translations in the Fourier domain correspond to
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rotations in the original image domain. Knowing this, one can create an algorithm for reg-

istration using this relationship. However, we will use a similar concept by computing the

radon transform of the template and the individual cases. After computing both transforms,

we then calculate the maximum cross-correlation. The higher the cross-correlation, the bet-

ter the correspondence. A paper [11] used the radon concept to register images in the 2D

axial projection for MRI images similar to our data. Their metric relied on the tuning of

the registration angle to maximize the cross-correlation in the radon transform basis; we can

use similar logic for a quantitative measure of the registration quality since most registration

algorithms, including the non-rigid registration algorithm, described beforehand, incorporate

cross-correlation as a convergence metric.

The mathematics behind the radon transform and the algorithm described in the paper

is described below:

Rg(x, y) =

∫
L

g(x, y)dl (2.4)

where L is the integration over the polar coordinate space:

p = x cos θ + y sin θ (2.5)

by replacing x and y by the line integral relationship, we get:

x = p cos θ − q sin θ (2.6)

and

y = p sin θ + q cos θ (2.7)

for x and y respectively

After the transformation, we then take the integral using the x and y transformations
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detailed above to arrive at the integral shown below:

g(p, θ) =

∫ + inf

− inf

g(p cos θ − q sin θ, p sin θ + q cos θ)dq (2.8)

The result of the integral is then shown below

g(x cos ∅ − y sin ∅, x sin ∅+ y cos ∅) (2.9)

Which represents the radon transform representation.

Rg(p, θ + ∅) (2.10)

Figure 2.1: Radon Transform from [11]. The blue line is the original image, the orange line

is the same image but rotated 5 degrees. We can see a clear offset in the radon transform,

which we could then measure using the maximum normalized cross-correlation. The higher

the value, the more closely aligned the images.

The atlas is vertically flipped relative to the standard viewpoint of the Circle of Willis.

Thus we show the orientation we use to complete the machine learning and analysis, but for

representation of the results, we will show them in the standard Circle of Willis view used

in anatomy books since it is the conventional view and makes it easier to discuss.

16



2.1.4 Segmentation Strategies

After the registration, we then seek to extract the main vessels from the registered brains.

The normalization as part of the registration makes comparisons between different samples

simpler than if the brains were analyzed separately. The principle variable for the utility of

this segmentation is the contrast between the brain and the vessels. However, only using

image contrast is not always ideal as the imaging field can be non-uniform, and imaging

conditions could vary from patient to patient. To solve the problem, a 2nd order image

derivative, [16] is needed since the second derivative indicates concavity and has a robust

response in vessels.

The key equation is shown below:

Hi,j(x, s) = s2I(x) ∗ ∂2

∂xi∂xj
G(x, s) for i, j = 1, ...D where

G(x, s) = (2πs2)
−D
2 exp

−xTx
2s2

(2.11)

Equation 2.11 is the general format of the hessian matrix, denoting 2nd order partial

derivative found in older vessel segmentation papers. The main problem is generalizing this

measure for multiple scales. The solution is to select for certain eigenvalues of the matrix.

While the above equation is the template for most studies into segmentation, the authors

have their innovation that they describe below, based on an adjustment on the volume ratio

of the eigenvalues:

V R = |λ1λ2λ3|
[

3

|λ1|+ |λ2|+ |λ3|

]3

(2.12)

and

|(λ2 − λ1)λ2λ3|
[

3

|2λ2 − λ1|+ |λ3|

]3

(2.13)

Equation 2.12 is the Volume Ratio; it describes vessel thickness. The different ratios

correspond to various spherical or rod-type structures. Different thicknesses correspond to

different eigenvalues. Another way to think about it is to imagine these different eigenvalues
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as identifying three distinct axes. The significant axis will have the largest eigenvalue,

distinguishing between thick and thin vessels.

The characteristic response varies as a function of the vessel size. In practice, a user

thresholds the vessel response to select vessel size. A higher value shows smaller vessels at

the cost of increased noise. The thresholding algorithm is necessary due to the inhomo-

geneous MRI images, necessitating second-order intensity approaches. The algorithm has

extended the concept of multiple scales to analyze several anatomical features found in brain

vasculature, such as aneurysms, large bulges in brain arteries, whose ruptures can be life-

threatening. So it would serve as a general analysis method for the segmentation of the brain

vasculature. We fine-tune the parameters to delineate the principal arteries. Fine-tuning is

necessary since different parameter values can affect the apparent thickness of the vessels;

high or low values would make them too thick or too thin.

2.1.4.1 Dice Coefficient

Following segmentation and registration, the next step is to calculate the dice coefficient.

The dice coefficient is a statistical measure quantifying the similarity between two samples.

In the imaging context, the Dice coefficient uses binary masks to calculate the measure. It

is also known as the F1 score. The equation is:

DSC =
2|X ∩ Y |
|X|+ |Y | (2.14)

The highest value is 1.0, meaning perfect overlap, and the lowest is 0.0, meaning the two

samples are disjoint. For our purposes, the paper describing the registration process ANTs

[8], states that for large structures, the dice coefficient should be around 0.8, while for

smaller ones, the value should be roughly 0.6. These values are in the context of whole-brain

MRI imaging. For appropriate values in our case, we will base them on a paper using the

dice coefficient in 3-dimensional structures [33]. They describe a novel method to obtain

a dice coefficient of 0.8-0.9 for whole-brain vessel segmentation, while the other methods

were closer to 0.6-0.7. The comparison was between automatic segmentation algorithms and
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manual expert segmentation. Our dice coefficient comparison will be between the registration

template and the individual cases. While it may not be the most optimal segmentation

algorithm comparison, we want to have a quantitative measure of segmentation quality that

would control for segmentation errors in dictionary learning since preprocessing errors could

propagate and lead to false results. Our cut-off threshold will be 0.65 showing 2/3 overlap

between the template and the case, representing cases that are segmented and registered

well.

2.2 Registration Verification

For registration, it is necessary to have a proper template. Our template is a statistical

atlas optimized for the non-linear nature of registration described in detail in [22], small

vessels need non-linear transformations applied such as the SyN method described in [8],

necessitating an atlas with high resolution containing fine details.

Registration Template Our registration template [22], [12] includes data from 3 different

institutions and has a relatively high resolution of 0.5mmx0.5mmx0.8mm. By comparison,

earlier works that have done a similar analysis have conducted the study based on a 1mm x

1mm x 1.75mm space. [20] Essentially, the earlier technique [20] was based on transforming

the MRA images into the MRI space, which for the MRI template they have is of lower

resolution. The multiple scanners control for multiple acquisition conditions, making our

method applicable to many scanners. Table 2.1 shows the MRA acquisition parameters

for the institutions used in generating the atlas. The multi-center analysis is important

since an algorithm well-tuned to the parameters of one institution may not generalize to

a different institution’s data. [3] Therefore, it is better to have a robust data processing

and normalization pipeline for better inference. The dataset used to create the registration

template is also the same dataset we use for our analysis. The parameters include echo time

(TE), relaxation time (TR), and field strength (T).
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Table 2.1: MRA acquisition parameters for the centers used in the statistical atlas generation.

TE stands for echo time, TR for repetition time. Field strength corresponds to the MRA

strength.

Dataset Field Strength TE TR

T ms ms

Hammersmith Hospital 3 5.7 16.7

Guys Hospital 1.5 6.9 20

NC Dataset 3 3.5 35

To generate the statistical atlas, the group used the standard protocol for registering MRA

images. Their protocol consists of 4 main steps. The first step is to normalize the MRA

images using a bright and high contrast one from the dataset. The selected case serves to

normalize the images to control for the different institutions’ data. Within this first step,

they also do a form of histogram matching. This histogram matching algorithm splits the

3d image into 100 regions and tries to normalize the histogram. Histogram matching is

a standard normalization algorithm used in many registration pipelines. The second and

third steps consist of segmenting the cases. The first step segments the vessel in a centerline

representation. The second uses a distance transform, based on a centerline, to obtain a

radius representation. The final step is to register these processed images to each of the

reference MRI images using rigid registration, and finally non-rigid registration to an MRI

atlas.

The registration template is used to verify the registration results. It is also important

since the atlas components can help us with the results. It is shown on 2.2. The figure

shows the raw 32 bit image grayscale values. We use a brain subsection for the analysis since

the brain periphery has smaller and harder to analyze vessels. Analyzing and processing

a smaller brain region speeds up a computationally expensive process, with one full brain

taking 200 minutes to register using one CPU, but our subsection takes 20 minutes.
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Figure 2.2: Statistical Atlas used in the registration. Shown is the original 32-bit image used

in registration. The grayscale scale is the raw scale unaltered from the publication. The area

represents the region of interest we are interested in analyzing. This section of the brain

contains the main arteries, highlighting the key clinical parts of the brain. Of note is the

varying arterial intensities. In our intensity-based registration algorithm, the brighter image

regions carry more weight. The brightest regions correspond to the Interior Carotid Arteries

(ICA). The lower intensities correspond to the Posterior circulating arteries and Anterior

circulating arteries.
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2.3 Dictionary Generation Pipeline and SVM analysis

In generating our dictionary, we must check that the cases are sufficiently processed. In

the original paper that described the statistical atlas, the authors describe how some cases

could not be properly segmented, hence were not used in the final atlas. So in accordance, we

use a quantitative quality control mechanism omitting poor quality images or large outliers

that obscure our analysis. To do so, we will use the concept of the dice coefficient, [33] which

shows a comparison between different segmentation techniques and uses the dice coefficient

measured against a manually segmented case and an algorithmic segmentation of the same

manually segmented case. We do not have access to ground truth for each case, so our

reference will be a case that is the average of the dataset, so it is a template. While an

imperfect benchmark, it’s an adequate screening tool for poorly registered or segmented

cases.

After the segmentation check, we will then set a threshold to select the valid cases. Lit-

erature using these datasets often describes the original dataset and mentions the number

of data excluded but often gives qualitative reasons for exclusion. The literature includes

the statistical atlas itestatistical, in which the authors ultimately used 544 cases out of 700.

Our analysis starts with 570 from the same statistical atlas; using our threshold of 0.65 dice

coefficient, we end up with 400 for the final analysis; eleven of these had no gender leaving

389 cases for the final analysis. In the statistical atlas paper, [22] they mention that seg-

mentation was the number one reason for case exclusion, motivating a quantitative measure

of registration to use for our work. For our case, the registration algorithm converged to a

result reasonably registered to the template for all, but some data had faulty segmentation.
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For the dictionary atoms, we used the grayscale images but normalized using the algorithm

shown below:

Algorithm 1: Normalization Algorithms

Result: Normalized Grayscale image of [0 1]

Grayscale 2-dimensional images from the max projection of the 3D volume while do

There are images left to analyze maxpoint=max(image(I))

minpoint=min(image(I)) normImage=(I-minpoint)/(maxpoint-minpoint)

binarize(normImage);

end

Since the images came from different centers with varying signal strengths, we needed to

account for the biases for each center. There was a specific group, the IHOP, a psychiatry

center that showed images brighter than average. Using the grayscale images gives smoother

atoms than using binary images.

The general workflow is shown in Figure 2.3. The flowchart has two parts. The upper left

concerns processing and details for each case. The lower right describes the processing steps

for the group. We check each case individually, and if the registration completes, we then

calculate the Dice coefficient. There are some cases where the registration fails due to noisy

imaging or a low contrast image, so in these cases, we apply an image contrast manually or

apply the non-local means filter. The lower right concerns the steps taken for the SVM-based

classification. These are after the images meet the criteria as outlined in the upper left.
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Figure 2.3: Flowchart for the image processing pipeline for dictionary learning and SVM.

The upper left side corresponds to steps taken to process individual images. For instance,

we would run the images through the registration again if it fails after applying a denoising

operation. Afterward, once all the images were registered, the next step was segmentation.

The segmentation process filters cases that may have some faulty segmentation. We cast

the segmented 3-dimensional case into 2-dimensions for the dice coefficient analysis. After

selecting, we construct dictionary atoms for a specific axis, either axial or coronal, then the

dictionary atoms are further processed to find salient regions. Based on those salient regions,

we analyze the left and right hemispheres using SVM analysis.
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2.3.1 SVM Background

In this work, we use the C-SVM implementation as implemented in Matlab 2018, called

fitcsvm. [21] This default mode creates a ten-fold cross-validation setup and returns the

average validation error. In this implementation, nine folds are used for training, while the

remaining fold is reserved as a validation dataset. We then repeat this process 1000 times and

compute the mean and standard deviation for each experimental setup, as described in the

results section. We pick the value of 1000 since another study using SVM for gender classifi-

cation [9], used 1000 to compare various SVM kernels for gender classification. We perform

the analysis on 2-dimensional binary images that are then flattened into a 1-dimensional

array. The fitcsvm algorithm solves the standard SVM binary classification linear program

as described below:

f(x) = x′β + b (2.15)

In the equation above, x is the data, flattened to a 1-dimensional vector, β is a vector of

coefficients that define the separating hyperplane, and b is the bias term.

The goal is to minimize the linear program:

0.5||β||2 + C
∑

ξi (2.16)

Above, C is the cost function, which could be user-defined although we did not include a

customized cost function, and ξ is the slack variable to accommodate data points that are

further from the separating hyperplane. Fewer slack variables usually result in more robust

models.

2.3.2 SVM Significance Analysis

To determine if our results using SVM have statistical significance, we will compare the

output of the permutation test with the default labels. As described in [9], the permutation

test allows for an estimation of the p value for multivariate analysis. The equation described
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in their paper for the emprically derived p value is:

p̂ = (#{ei < e∗}+ 1)/(P + 1) (2.17)

The expression e∗ is the error rate with the proper labels. The ei is the error rate of

each one of the 1000 permutations. The number of permutations that are less than the

error rate of the classification error of the SVM model with the correct labels determines

the statistical significance. The intuition is that when training an SVM model, these cross

validation results could be a result of chance, so we shuffle the labels of 0 and 1 and see if

the shuffled labels are different from the proper labels. Many studies using SVM use the

notion of cross validation as statistical evidence that there is a valid classification, so it is

essentially a blackbox [1]. If there is overlap between the two classes, then the results of the

SVM learning is not statistically significant and the null hypothesis of classification results

happening by chance cannot be rejected. Therefore, in order to achieve a significance value

of 0.05 or lower we would need to have at least 1000 trials. This approach is distinct from

the univariate statistical method from voxel based mophometry. [1].

The results of the SVM are to see if there is any difference between the left and the right

hand sides in terms of discriminative ability. The dictionary learning results, as we discuss in

the results section, do show differences between the left and the right hand side. To quantify

these results statistically, one possiblity is to consider the statstical SVM validation scheme

discussed in this section. The input images for the left and right hand crops are shown in

Figure 2.4. To do so, we will use the anova1 function as implemented in Matlab 2018 [21].
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Figure 2.4: Visual description of the crop to determine statistically significant differences

between the left and right hand sides. In the results section, the left and right hand sides

will correspond to the left and right hand crops as shown in this figure. The crop was taken

using the same statistical atlas as showin in Figure 2.2. We take the output of the registered

images, segment them, and then crop them as shown in the figure for the final analysis.

Figure 2.5: Visualization of the random permutation study. The figure is an adaption of [1].

Switching the labels of the training will change the hyperplane, and therefore will change

the result of the cross-validation. This change in the cross-validation accuracy comes from

the different permutations, and these
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CHAPTER 3

Results

The results section has two parts. The first is registration verification showing quantitative

results in a mainly graphical form showing how we validate registration and segmentation.

The second shows the dictionary patterns as well as SVM classification results.

3.1 Registration Verification

We start with the registration results of various cases and show that the data has acceptable

registration. Key to our strategy is a statistical atlas generated from the same dataset used in

this work. The registration results should give us similar outcomes to the registration atlas.

Namely, the authors have provided a probability atlas that shows the vessel probability

in a specific location. The probability atlas is the average projection of all cases. The

probability distributions between the two of them should be almost the same. Specifically,

the probability of a vessel in the Interior Carotid Artery (ICA) location is over 0.8, while

for the Posterior Cerebral Artery (PCA), the value is between 0.2 and 0.3. The variation is

highest further from the ICA arteries, which are the largest. When viewing the registration

template, this area is the brightest when considering an average projection. Figure 3.1

shows our experimentally generated statistical atlas scaled with the probability found in

the statistical atlas. The statistical atlas from the paper is on the right. The probability

distributions, particularly in the peripheral arteries, are similar between the two cases. The

latter finding is important since the peripheral arteries are the hardest to segment due to

their size. The corresponding probability distributions lend proof of the registration. The

ICA arteries in the center are the most prominent and easiest to register. The most variation
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lies within the periphery; drastic differences in those arteries may indicate some systematic

bias. However, there could be subtle variations between cases that would not show using

this analysis. While the broad picture shows reasonable registration quality, we then discuss

individual case analysis and selecting individual cases.

Average Projection Scaled with Vessel Probability

Figure 3.1: Average projection of the cases. We start with binarizing the images using the

vesselness methods. Then the total of cases is scaled with the probability as expected with

the statistical atlas. These steps essentially recreate a statistical atlas, allows us to compare

our results with a published one. If the registration is successful, we should see a probability

distribution similar to the statistical atlas.

While we have shown qualitatively that the images have some common reference point,

the average of all the images converges to some common ground truth in the registration,

we also quantitatively measure the distance to the reference point. Figure 3.2 shows the

comparison between the registered cases. The dice coefficient threshold was above 0.65

for the final analysis; of these cases, the average Dice Coefficient is 0.70 with a standard

deviation of 0.03. The principle motivation for 0.65 as the threshold is that it represents 65

percent overlap which is 2/3; the high probability regions have a probability average of 60,

then these cases should be considered well-registered images.
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Dice Coefficient

Figure 3.2: Dice coefficient to show the variation of the various cases in their dice coefficient.

The graph gives an idea of outlier cases and suggests possible thresholds. While a few

low-quality cases are owing to poor registration or segmentation results, most cases are good

enough for further analysis.

Table 3.1: Statistics regarding the Dice Coefficient Results

Mean Standard Deviation Outliers Min

value value value

0.67 0.32 1.04 0.0032

To verify the accuracy of the registration, we will consider the use of the Radon transfor-

mation. The Radon transform is an integral transform from one plane to the set of lines in

that plane, allowing one to take a plane and determine its rotation. So we have the image

and can consider the rotation per angle. In a sense, it is analogous to an angle transform as a

Fourier transform is a frequency transform. We use the cross-correlation function to compare

different transforms. When evaluating the cross-correlation function, a cross-correlation of 1

means that two images are highly correlated. 3.3 shows the results for the axial viewpoint.
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The average value for all data was a 0.87 maximum correlation coefficient with a 0.06 stan-

dard deviation. The main purpose of the radon transform was proof that the registration

converged to a central axis as the method is sensitive to off-axis rotations. Based on the

radon transfrom there was reasonable registration so the only figure we used for determining

the cases to select was the dice coefficient. Any values that were outliers using the radon

transform were also outliers using the dice coefficient metric.

Radon Transform

Figure 3.3: Radon transform graph showing the values of the maximum correlation between

the average transform value and that of an individual case. A higher correlation would mean

that the rotation angle between them is similar, which means that the registration would

be better. A lower correlation would signal that the rotation angle differs from that of the

average case.

Table 3.2: Statistics regarding the Radon Results

Mean Standard Deviation Outliers Min

value value value

0.87 0.06 25 0.43
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3.2 Extracted Dictionary Patterns

3.2.1 Our process and the axial viewpoint

Next, we will show the extracted dictionary patterns. The patterns are the main result

of this work, with the bright regions showing the most distinct areas between males and

females, with females having a higher probability of a complete circle of Willis. [34] We

also see a discrepancy between the bilateral sides; the right side has a higher likelihood of

completion.

The process to generate these images follows from the flowchart described in Figure 2.3.

Briefly, after preprocessing and the selection criteria described in the first part of the results,

we arrive at the dictionary patterns shown in Figure 3.4. These six results are the raw

output of the program after reshaping the vectors to the 2-dimensional image. The montage

also shows the atom importance order, with the top left the highest; the bottom right the

lowest. The montage allows observation of salient points such as the orange background

that does not contain vessels and the dark and light regions containing vessels. To interpret

the meaning of these light and dark vessels, we need to know the subtraction that taken

place. If we were to do image subtraction of A-B, it would differ from B-A. So to interpret

them, we also need that context. In this case, the subtraction order is Female-Male, so the

bright regions indicate probability regions where the female has more vessels likely than in

males. The opposite is true for dark areas. One observation is that their dictionary atoms

are somewhat redundant, particularly on the right-hand side, specifically the MCA.

Upon observing the results, the next step is to identify salient regions. When considering

the salient rate, we will consider values above 0.5. The results are in Figure 3.5. By taking

the values above 0.5, we can see the values that distinguish one population from another.

The subtraction convention is the same as Figure 3.4, which is Females-Males. We can see

more clearly which parts are more common while taking out the background. While it was

harder to see the left and right differences in the original figure, here, they are apparent. In
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addition to these differences, we also have the same process for the Male-Female differences.

We use the same definition and processing for the Male-Female differences. The pattern

appears across most of the dictionary atoms as shown in Figure 3.4 which shows the female-

male difference, representing patterns more common in the female population. The MCA

on the right-hand side is more prominent than in the male cases.

In addition to the Female-Male subtraction, we also consider the Male-Female case. Figure

3.6 shows this latter case . At first glance, the dictionary patterns are hard to decipher, with

seemingly noisy images. It is easier to notice the differences with a threshold of 0.5 as seen in

Figure 3.7. Here, we see that the ICA, located in the center of the circle, is the most distinct

feature in males, as it is the brightest region in the first atom and shows up at another

atom. The dictionary pattern indicates that the ICA is larger in males on average than in

females. Also, note that the right-hand side shows the most variance, a similar trend as seen

with the Female-Male cases, which would make sense. Considering the MCA differences, we

would see the orientation more common in females in the Female-Male dictionary; and the

orientation more common in the male in the Male-Female dictionary.
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Figure 3.4: 6 dictionary atoms of the Female-Male difference images. To create this image,

we train the dictionary algorithm on the image set representing female-male differences. If

we were to take these images, we would see that female-male images would result in positive

values where a vessel is more likely in the female case than in the male case. The atoms are

scaled from 0 to 1.0, with 0.5 being background, and values further from 0.5 are regions of

higher variance. The dictionary is the difference of Female-Male; bright regions correspond

to structures more common in females versus males, and the dark regions the opposite.
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Figure 3.5: Same as in Figure 3.4 but thresholded to only show values greater than 0.5.

The threshold value of 0.5 since we want to show structures found in one population versus

another. Focusing on values greater than 0.5 shows the most salient comparisons. Here it

is easier to note some key differences. In particular, the left-hand side of the MCA, which

are the arteries extending left and right from the center of the circle, is brighter than the

right-hand side, a key differentiator for the two populations.
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Figure 3.6: 6 dictionary atoms of the Male-Female difference images. The image in the top

left shows the most significant atom, and the least significant atom in the bottom right.

To create this image, we train the dictionary algorithm on the image set of Male-Female

differences. If we were to take these images, we would see that Male-Female images would

result in positive values where a vessel is more likely in the male case than in the female

case. We do not take the absolute value of the images; the raw dictionary values would then

show where the largest differences lie. The atoms have the same convention as described in

previous figures.
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Figure 3.7: Same as in Figure 3.6 but thresholded to only show values greater than 0.5. The

subtraction order is the same as in 3.6. Focusing on values greater than 0.5 shows the most

salient comparisons. Here it is easier to note some key differences. The differences are not

as significant as the female-male comparison, bright regions are within the ICA, seen on the

top left and the bottom right.
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3.2.2 Average Dictionary Atoms for Axial Viewpoint

The next step in the results is to average these dictionary patterns. The concept is to

identify the most salient differences by keeping features found in most atoms. We average

the raw values of all then afterward use the same threshold of 0.5 to see observed patterns in

figure 3.7. We can see the most important features present in females but absent in males.

We also show the reverse in 3.8. From the average Female-Male regions, we see a clear

pattern emerge in the right-hand MCA; in females, it is more prominent than in males. We

study this key feature later and compare it to the statistical atlas in the next section. In

this section, we use this salient difference and try to find a way to quantify this difference.

Other differences from the Male-Female side concern the circle of Willis size. While females

are more likely to complete the Circle of Willis, males have larger sizes since we can see a

larger ICA in males than in females, as shown using dictionary learning. We hypothesize

that we find statistically significant differences between the left and the right-hand sides. We

do this using an SVM classifier. While not the highest performing, it can show differences

in classification depending on the inputted data.
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Figure 3.8: In this image, we take the six atoms then average them to see the regions with

the most variance. The purpose of averaging is to highlight features found in several atoms.

Here we can see that the right-hand side of the MCA is the region of the highest saliency

as discussed in 3.6. The averaging does make the differences appear less pronounced, but a

difference found in many different atoms is more significant than if it showed up in only one

atom.
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Figure 3.9: Using the same process as for making 3.8, we average the male-female dictionary

atoms, the result would then show the structures more common in males than in females.

Here we can see that the ICA is larger than in females in general. The other structures did

not show significant differences.
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3.2.3 Coronal Viewpoint

In 3 dimensional imaging, we have to consider different spatial viewpoints for analyzing

volumes. This other viewpoint is known as the coronal viewpoint, extending from the front

to the back of the head. The axial viewpoint extends from the bottom of the brain to the top

of the brain. There is also a third viewpoint known as the sagittal, extending from the right-

hand side to the left-hand side. As we will see, the results of our dictionary patterns vary in

this viewpoint, and in the next section, we attempt to quantify these patterns and reconcile

these viewpoints. As shown in 3.13, the coronal viewpoints look more symmetric on the left

and right-hand sides than in the axial view. We discuss statistical differences in classification

accuracy between the two axes, which can help interpret the dictionary patterns.

Figure 3.10: Left, dictionary atom comparisons of patterns more common in females at the

top, those more common in males at the bottom; right, 3D map of the brain showing the

perspective of this slice, from [28]. We average the six atoms found in the coronal views

using the same technique for figures 3.8 and 3.9. The top shows Female-Male dictionary

atoms, while the bottom shows Male-Female subtraction. The brightest regions correspond

to differences in the ICA angle, with males having a larger ICA, while in females, the ICA

extends. This ICA difference is similar to the first atom that we see from 3.4.
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3.3 SVM analysis and Significance

To test the validity of the dictionary atoms, we will use an SVM classifier and first verify

that there is a statistically significant classification. We have not tuned the SVM classifica-

tion; the default parameters yielded statistically significant results on their own. The first

test compares regular data and random permutations of the same dataset. For this experi-

ment and subsequent experiments, we will use binary images in the SVM classifier; since this

machine learning algorithm performs best with normalized or binary data where all values

in a vector are between 0 and 1. We will show a table with the results then detail the results

using boxplots. We use a basic SVM using a standard kernel with default parameters as a

MATLAB library [21], called fitcsvm. We discuss the coronal and axial results separately

then consider their differences. The key is to gain intuitions behind the saliency maps and

how they can identify differences between regions.

3.3.1 Axial View

We start our SVM analysis with the axial viewpoint. The results in Table 3.3 are also

represented in boxplot format in figures 3.11 and 3.12. The first comparison, shown in the

boxplot of 3.11 and the first two rows of Table 3.3, is between random permutations, where

we shuffle the labels and do validation tests 1000 times. The results show a significant

difference between them, with an error rate of 48 percent with the permutations, essentially

random chance, and a 38 percent error rate using the original labels. The split between

male and female subjects is 42 percent and 58 percent. So we can see that the random

permutations give results consistent with random chance. The error rate is 10 percent lower

with the proper labels, which is comparable to earlier SVM work in classification between

males and females [9]. Figure 3.12, and the bottom two rows of Table 3.1, show the left

and the right-hand sides of the axial viewpoint. As discussed earlier in this section, we can

visually observe differences between the left and right-hand sides, particularly in the MCA.

We want to quantify these differences by considering classification strengths when considering
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only one side or the other. Thus we define a binary mask, where we blank out part of the

hemisphere. Right and left classifications mean that only the right and left-hand sides are

intact; the other side is blank. Using this logic, as seen in 3.12, we see some differences in

classification in the right and left-hand sides. The error rate is lower using the right-hand side

rather than using only the left-hand side. The error rate difference means that the right-hand

side has more discriminatory power than the left-hand side. This finding makes intuitive

sense when considering the dictionary patterns shown previously. The right-hand side, as

seen in Figure 3.8, is brighter than the left-hand side. According to the dictionary learning

scheme, the right-hand side shows more salient regions. The SVM results also support

that notion, lending credibility to the dictionary approach for finding salient regions. We

quantify the statistical significance on Table 3.4, which shows the ANOVA results when we

consider 10,100, and 1000 cases. The results are not significant until we consider 100 cases,

which coincides with SVM results in another paper that performed 1000 SVM permutations

using cross validation [9]. These results do not disprove the null hypothesis that there

is no statistical significance between them, this is a proof to show how many samples we

would need to show that there are differences between the means of these two cases. Also 10

permutations would not be enough trials to determine statistical signficance, since more data

would be needed in a permutation sense to determine if outcomes can arise by chance. The

results with 10,100,and 1000 cases shows how we would need to simulate 1000 permutations

for statistically significant results. Table 3.7, shows the calculated p-values for the cases of

the entire image, the left and right crops. For all three cases, we follow the definition of the

p-value as in [9]. There is a statistically different value of the proper labels and of the random

permutations, but for the left, there is a greater probability that the error probabilities can

come from chance. The results give more quantitative validation to the dictionary method

of finding statistically significant saliency regions.
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Table 3.3: Results of SVM Permutation with Axial View.

Condition Mean Error Rate Standard Deviation 95 ± C.I.

% % %

Correct Labels 37.01 1.31 0.08

Random Labels 47.41 3.07 0.19

Left Side 40.73 1.49 0.09

Right Side 39.31 1.46 0.09

Table 3.4: Statistical Analysis for the Axial Dimension data. The test performed is the

ANOVA test, with different sample sizes of 10,100, and 1000 samples sampled randomly

from each distribution.

Sample Size P-Value F MS

10 0.32 1.04 0.0032

100 6.36e-10 42.26 0.01

1000 1.60e-92 462.9 0.1

Table 3.5: Estimated P-values for the axial dimension comparison between the left and the

right hand sides.

Crop taken P-Value

Entire Image 0.0009

Left 0.006

Right 0.002
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Figure 3.11: SVM comparison using cross validation with different training/validation splits

showing 1000 trials/permutations. The main takeaway is that there is a statistically signifi-

cant difference between the proper labels and the randomized labels.
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Figure 3.12: SVM comparison using cross-validation with different training/validation splits

showing 1000 trials/permutations. In this case, we compare the classification strength be-

tween the left and the right-hand side. The left-hand plot shows the classification results if

we zero out the right-hand side and only keep the left-hand side. The right-hand plot was

vice versa the left-hand plot. We see that the classification error is lower when we only use

the right-hand side versus only using the left-hand side.
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3.3.2 Coronal View

The coronal viewpoint is shown in Table 3.6, and the corresponding boxplots are shown in

figures 3.13 and 3.14. Compared to the axial view, the coronal view shows less accuracy in

classification. However, there is still a statistically significant result in classification. The

random labels permutation test accuracy is similar to the axial view; the permutation test

is a valid control demonstrating that the classification results are different concerning the

different viewpoints. In particular, the left-side only standard deviation is higher than the

right side, meaning that the statistical difference is low for both hemispheres. The left and

right-hand sides for the SVM classification do not show a significant difference; the left and

right-hand sides do not show striking visual contrasts. We can visually see these results on

the boxplot and we also see this through the statistical analysis as shown on Table 3.7. The

F score is less for the cases of 100 and 1000 cases, as compared to the axial view. The 10

cases is larger but since these results are not statistically significant, we focus on the 100

and 1000 cases. Lastly, we consider the estimated p-value of the SVM classification. The

estimated p-value calculation follows the same logic and is found on 3.8. We see there is

no statistically significant difference between random permutations on the coronal viewpoint

when considering the left and right hand sides individually. This is in contrast to the axial

view, where even though there was a statistical difference between the left and right hand

sides, in terms of p values, there was also sufficient information to reject the null hypothesis

that the data is independent of the labeling.

Table 3.6: Results of SVM Permutation with Coronal View. C.I= Confidence Interval

Condition Mean Error Rate Standard Deviation ± 95 % C.I. ±

% % %

Correct Labels 41.66 1.33 0.08

Random Labels 47.76 3.13 0.194

Left Side 44.33 1.54 0.09

Right Side 43.55 1.36 0.09
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Table 3.7: Statistical Analysis for the Coronal Dimension data. The test performed is the

ANOVA test, with different sample sizes of 10,100, and 1000 samples sampled randomly

from each distribution.

Sample Size P-Value F MS

10 0.1369 2.39 0.00053

100 1.41e-05 19.82 0.005

1000 4.85e-43 198.45 0.045

Table 3.8: Estimated P-values for the axial dimension comparison between the left and the

right hand sides.

Crop taken P-Value

Entire Image 0.0009

Left 0.12

Right 0.06
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Figure 3.13: Coronal Viewpoint classification. This figure follows the same logic as figure 3.5,

as we use random permutations of the labels, but we run it for 1000 trials of 10 fold cross–

validation. We see differences in the classification accuracy, with an average classification

error of 0.42 for the coronal viewpoint as compared to the axial viewpoint of 0.39.
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Figure 3.14: SVM comparison using cross-validation with different training/validation splits

showing 1000 trials/permutations. We compare the left and right-hand sides of the coronal

viewpoint; the left and right-hand sides are not distinct, in contrast to the axial dimension.

The difference between the right and left-hand sides shows in the boxplot and the dictionary

atoms. There is good correspondence between the saliency map and the results given by

classification through SVM.
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3.4 Dictionary Variation

The next step in our analysis is to see the variations in the dictionary as we rerun the

same analysis. We chose the parameters that we did since the RMSE, or the root mean

square error was consistent throughout several iterations. After about 20 iterations, the

RMSE was constant, but we ran the dictionary to about 50 iterations. In practice, running

the dictionary learning algorithm stops when the RMSE shows no change or atoms are no

longer replaced. Although we have run the same algorithm and obtained the same RMSE,

the resulting dictionaries do vary somewhat. However, the general dictionary structure is

preserved. We also create a statistical map to determine the statistical significance of our

dictionary. The inputs will be the Female-Male and Male-Female averaged dictionary atoms

as discussed earlier. We use the average of the atoms since the average of the atoms can

give clues as to the most salient features in the image, and somewhat account for variations

in the algorithm running. Every iteration of the dictionary is slightly different but the

visual features are similar. In other techniques using multivariate analysis, the other papers

observe some variations with the runs, necessitating preprocessing with a gaussian kernel

to smooth the results. [5] We use the notion of permutation testing as described when we

implemented the SVM analysis. Recall that we find statistically significant classification

results when considering the axial viewpoint but not when considering the coronal view. In

our case, for permutation testing, we train the dictionary with 1000 random permutations of

the training labels, and then see which of the dictionary atom values are greater in a pixel

by pixel manner. While this is a simple concept, it is not mathematically rigorous as there

is variations in training the dictionary and these can only really be estimates of statistical

significance. [1] There is no method of statistical validation using dictionary learning that

does not involve permutation testing of some kind. [2].

The results of the dictionary permutation testing are shown in Figure 3.15. The statistical

significance is greater for the Female-Male comparison, showing more robust comparison

between the parts present in females than those present in males. This is also in accordance
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with the SVM results between the left and right hand sides. The right hand side had more

discriminatory features than the left hand side. So there are two pieces of permutation

testing that show the asymmetries. However, an important thing to note is that we have not

quantified the effect of the dictionary learning. The higher values do indicate the increase

presence of a vessel in one location versus another but it does not show how often this effect is.

The only thing we have done is to show that globally, there are differences within populations

and that the information content globally is different within different regions of the image.

This is because the classification cross validation accuracy is a measure of information rather

than of activation differences. [5]. So we will implement population based inference that

would indicate quantitatively how prevalent an effect is in the population. [5].

We also compare the cases by transforming the average dictionary atoms into z scores. We

take the average measure of the dictionary atoms and subtract the mean. The absolute value

will give the variance of the method. The distance from the mean would show significance,

and these will then be compared to the previous analysis performed, especially for SVM.

3.4.1 Correcting for Possible Confounds

In using multivariate pattern analysis, it is essential to differentiate between the two goals

of finding functional differences between groups and constructing a high accuracy classi-

fier. These are two different tasks, and depending on the problem to solve, one might take

precedence over the other. When first using these techniques, the neuroimaging community

found out that there were SVM classifiers that would achieve high classification accuracy

[15], but would use features that would not indicate functional differences between groups.

So there is a need for statistical tests or simulated data to control for possible confounds.

Another purpose for doing so is to increase the feature sensitivity, [27]. While we have

statistically significant regions for dictionary learning, it is still possible that there are reg-

istration confounds. These confounds could also be specific to demographic groups. There

are a few papers that describe motion confounds [4], Among the key results is that males
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display larger in scanner motion than females do. These artifacts are closer to the skull, and

so we expect more discrepancies in outer vessels versus vessels closer to the brain center.

Anatomically, the MCA artery is closer to the skull, away from the center of the circle. The

circle of Willis does not show the same scanner motion dependence the outer vessels show.

We test for possible confounds by using a method to introduce rotations. The experimental

setup simulates +/- 1-degree rotations, with each case having a random rotation between

these two values. If the experiment recreates some of the dictionary patterns found in the

original data, it would signal that there would be some registration errors. The technique

essentially regresses out some of the registration errors, leading to those features that are

informative.

To control for these effects, we will use SVM analysis for the dictionary patterns found.

There are significant patterns shown in the right MCA and the left PCA. To implement, we

will use methods similar to those used in a paper to select voxels significant in aging using

a sparse representation [29]. The group implements sparse representation, using a linear

program, to select voxels important in aging. We will use similar logic except that we will

use the dictionary voxels found through permutation testing. The group [29] found that

using 20000 voxels, they were able to construct an SVM classifier of higher accuracy than

using less significant voxels. We evaluate similar techniques to build a classifier and try to

interpret the machine learning models.

To measure the effect of different voxel quantities on classification, we take the right MCA

region, then see what the classification accuracy is when considering different sections. We

find classification results similar to those using the whole image with just using a small

subsection. We start by comparing the left and right sides and show the classification

results. This reasoning is similar to that of another paper that tries to control for confounds

in brain imaging [27]. We start with a small crop of the original data then expand it to

one brain hemisphere, comparing ten different crops in total. In the next section, we repeat

the same analysis but try to correct for small registration confounds by only considering
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cases that are well registered. However, there is a high chance for positive bias, meaning

higher than expected classification results, after confound correction due to the elimination

of challenging edge cases. On the other hand, eliminating the confound could decrease the

classification accuracy. Lastly, another technique uses cross-validation to find regression

parameters, leading to efficient feature extraction and minimal bias.

We can go further than comparing regions of interest to isolating small ROIs to see if we

could achieve a statistically significant classification. While we were able to show statistically

significant classification using a relatively high amount of voxels, such as that shown in Figure

3.16 we wanted to pinpoint an area of high accuracy. Small regions that the dictionary

learning indicates were significant did not always show statistical strength, and these small

regions were only a few hundred voxels as compared to a few thousand voxels we considered

when making Figure 3.16.
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Figure 3.15: Dictionary Learning significance Map. The Red represents regions where a

vessel is statistically significant more likely to be found in a female case than in a male

case. The Blue color represents the opposite case. The white is a background template,

which is an averaging of all the cases found. We can see that there are more statistically

significant regions found in the female cases than in the male cases. Compared to the other

figures where we show dictionary images, some of the bright regions may not be statistically

significant, but it is hard to tell sometimes since the dictionary atoms themselves have some

error associated with them.
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Figure 3.16: Testing crops in order to determine statistically significant classification. We

take these two regions as shown in the figure and we wanted to see if they yield classification

results similar to those found when comparing the left and right hand hemispheres. We see

that when using the cropped regions as shown in the white regions of interests, the right

hand side had statsically significant classification, meaning that we were able to train linear

SVM programs in order to classify between male and female subjects. The left hand side

did not however, and this also corresponds to the dictionary learning results that we also

showed in this work.

56



CHAPTER 4

Discussion

In this section, we compare our findings and techniques in two ways. We first discuss com-

parisons between our anatomical patterns with prior literature on Circle of Willis anatomy.

The second comparison will focus on two main machine learning works. One work uses an

SVM kernel to classify males and females via a graph-based approach [9]. The second work

is a graph-based deep learning network that tries to visualize salient regions used in deep

learning-based classification. We also review our image processing pipeline and machine

learning algorithms and propose future developments or enhancements.

4.1 Anatomical Comparisons

In general, as mentioned and shown in the results section, there are differences between

the left and the right hemispheres. In the original atlas in the axial projection, we can

see that the right and left hand MCA arteries have a different probability as the left is

fainter than the right. The difference shows in dictionary imaging as the MCA between the

male and female patients is the most significant difference between the two populations. We

also have tested the significance of the left and right-hand sides in terms of classification

and noted that if we only included the right-hand hemisphere, we would have a better

classifier between the two genders than if we only used the left-hand side. So three different

data points show a difference between the right and left-hand sides of the circle of Willis.

A statistical atlas of both populations serves as a general starting point for visualizing

differences. The dictionary learning provides more details of the same population. These

patterns can serve as a platform for comparing other salient maps, such as deep learning

57



saliency maps. While it has not been discussed in this work before, there are techniques

such as Grad CAM [26] which allow the end-users to see which parts of the image are more

important from a classification point of view. A possible experiment is to study the salient

features of deep learning models and seeing possible correlations between salient features

and model performance. In particular, if we were to see similar salient features like the ones

the dictionary learning pipeline finds, then it could help interpret the deep learning model.

Intuitively, we would expect deep learning models to be responsive to salient features that

are easy to observe with other algorithms. However, images are very high dimensional; the

deep learning representation may instead pick lower-level biases that may not correspond

well to actual semantic differences. There are studies [3] explaining differences in deep

learning performance depending on the specific dataset used to train the model. The paper

[3], compared brain tumor segmentation algorithms trained on different institutions. The

paper evaluated a model trained on one institution on a separate institution, and the dice

coefficient decreased from an average of roughly 0.7 to 0.6. Given these results, it would be

interesting to develop a method of determining machine learning validity. The hypothesis

is that robust deep learning models should find sound saliency maps that correspond to

saliency maps constructed using basic techniques such as dictionary learning detailed in this

work. The Grad CAM project has emphasized visualizing saliency maps to help end-users

trust and understand deep learning models [26].

4.1.1 Circle of Willis Completion

To compare our results, we will discuss literature on gender anatomical differences in the

circle of Willis. Among the interesting findings is the rate of the Circle of Willis completion.

Some papers [34] mention that the Circle of Willis completion rate is higher in females than

in males, which could explain some of our results. The same paper [34] showing evidence of

the discrepancy of the Circle of Willis completion also speculated that the completion rate

could have clinical implications for stroke outcomes. Our results support the papers [34]

conclusion, key evidence of which comes from considering the Dice Coefficient of the genders,
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with females on average having higher dice coefficients. The Dice Coefficient is a higher

value when there is a complete circle. It is hard to distinguish image processing artifacts

from subtle differences in population anatomy without expert anatomical knowledge. When

reading some papers referenced in this work, case selection justification was often qualitative

in judgment. The paper [22], on statistical atlas generation, mentioned that they would not

consider cases that were not well segmented but only gave qualitative reasoning. For large

datasets, manual processing and selection are impractical. Although the case selection did

not have input from an expert in segmentation and medical imaging processing, we believed

it to have reached plausible post-processing, giving some results comparable to previous

anatomical studies. Although the most challenging part of the work was image processing

validation, we have tried quantitative justification given prior work. Also, another benefit to

our work would be the automatic detection of differences between populations in a systematic

way since many of the methods involve time-intensive manual analysis [34].

4.1.2 ICA Size Comparison

Another finding of this work that has some experimental support is the comparison be-

tween the ICA between males and females. A paper [18] mentioned that the ICA diameter

of males is larger than that of females. The ICA is the largest artery in the circle of Willis,

found in the bottom of the neck. Other variables could account for this difference, such as

neck circumference, height, age, and weight. The paper found that these differences still were

found after controlling for these confounding variables. The ICA diameter was 4.66 ± 0.78

mm, in females, and 5.11 ± 0.87 mm in males. From the Male-Female average dictionary

atom, as shown in Figure 3.9, the ICA arteries are the most prominent, showing that they

are the most significant arteries found more common in that position rather than females.

The white background is the same for both the male and the female cases, so the white

background provides a good comparison between males and females. With more rigorous

validation of the dictionary learning technique, specifically in characterizing the quantitative

vessel differences, the dictionary learning technique could help in automatically identifying
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clinically relevant regions. The main application of these studies [18] is to provide gender-

based considerations for stroke surgeries. The surgeries may be harder to perform with

smaller arteries; both the paper mentioned and this work suggests gender-based differences

that could affect surgery and possible stroke prognosis.

4.1.3 Axial vs Coronal Viewpoints

While our results are more reliable in the axial viewpoint, the outcome could be due to the

axial axis being the acquisition axis. However, other axes can be suboptimal. When building

the coronal axis atoms, we used the same cases as the axial viewpoint for consistency. While

dictionary learning can create patterns, these patterns may not indicate actual structural

differences; but rather variations in the registration processing. We saw some structure,

particularly when considering the axial viewpoint and the left and right-hand sides. The

MCA was the most different between males and females, and this difference also shows in

the statistical atlas itself. While the statistical atlas is a population-level measure, any

asymmetries in the atlas can signal asymmetries between groups indicating an area where

population differences are likely. Figure 4.1 shows the statistical atlas for the axial viewpoint;

this figure shows a difference in the MCA on the left and right-hand sides. We will display

the anatomical convention viewpoint so that it is easier to see vessel locations according to

a canonical textbook definition. In particular, looking at the MCA in the statistical atlas

and comparing it to the dictionary pattern found earlier in the results section can provide

additional support for the patterns found. The dictionary learning pipeline described is

essentially a population difference clustering map, so asymmetries seen in an atlas should be

found in the dictionary atoms, corresponding to our findings.
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Figure 4.1: Probability Atlas of the axial projection showing the anatomy that has the highest

probability to be found. Since the vessels are of various sizes and shapes, we have shown

statistical atlas to showcase the most variable vessels. The graph scales to probability, with

100 corresponds to a vessel probability of 1.0, and 0 corresponds to probability 0. From the

image, we can see that the ICA, the central arteries, are found with high probability, while

the peripheral arteries have less probability at around 0.2 to 0.3. The highest probability is

0.85, while the blue regions are below 0.2. Red is about 0.4
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4.2 Dictionary Learning Saliency Maps vs SVM saliency maps

Some relatively recent work has criticized the use of percentage based classifications in terms

of buliding a saliency map of the SVM regions. [5] However, our method builds on this by

using an additional saliency method using our dictionary learning to learn how the classifier

works. THe main lesson from this work is that there are some registration confounds due to

systematic biases of male and female brains. The differences in registration and movement

artificats are the main source of this confound and has been most studied in structural MRI.

While we do not implement the method used in [5], we provide an additiona support for

the SVM saliency map, so that we have a more complete understanding of how the MVPA

algorithms work. This can be used as a stepping stone for more complex classifiers including

deep learning models.

4.3 Discussion of Alternative Registration, Segmentation and Dic-

tionary Learning Algorithms

4.3.1 Registration Algorithm Alternatives

In this work, we evaluate the registration results by considering the dice coefficients and the

Radon transform. There are other registration validation techniques, among them being the

concept of mutual information. The essence is that in well-registered images, the images

should have corresponding histograms in the same spatial regions. Thus, this can help quan-

tify registration quality without relying on segmentation, as the dice coefficient as defined

only works on binary data. Additionally, the registration algorithm needs improvement. In

our work, we use image crops of 150x150x61, since registering the entire image would take

20 hours per CPU. Alternatives to CPU-based algorithms include GPU implementations

of the CPU algorithms and deep-learning variations. These deep learning-enabled registra-

tions run at constant time and natively run on GPU, offering a faster alternative allowing

us to perform registration of potentially hundreds of cases within a few days instead of a
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few weeks as would be the case with the ANTS registration implementation we have. A

potential algorithm is the Quicksilver algorithm [32]. The deep learning algorithm works

on the LDDMM principle of registration described earlier. It tries to predict the registered

images by predicting the transformation parameters using the deep learning network. So

instead of performing the gradient descent step, it infers the optimal parameters using the

deep learning network. However, in terms of registration performance, these deep learning

networks may fall short of the state-of-the-art optimized registration algorithms [13]. The

group trained the deep learning network on various image patches of 15x15x15 in size using

a sliding window to capture most of the distinct subregions in the volume. The patchwork is

needed since the deep learning networks need lots of training data and image patches offer

more data than trying to infer using whole images. Another reason this patchwork strategy

works is due to medical image redundancies; at a finer scale, it is possible to integrate pat-

terns in a bottom-up fashion. A downside to the bottom-up integration is boundary effects

on the global image representation. So there is another part of the network that works on

the inference of the first part, then has a fine-tuned prediction using the prediction of the

first network. For this study, we would have to retrain the network using MRA images; since

the original network used MRI images for training.

4.3.2 Segmentation Algorithm and Possible Alternatives

When implementing machine learning, the first step is to normalize the data. While we have

presented what we have done with our preprocessing pipeline, we have had some problems

interpreting the segmentation results. Most segmentations performed in medical imaging

are deterministic; the structure is either present or absent. However, some low contrast

vessels are still tricky to threshold using an automatic algorithm, and even the best may

require some fine-tuning. Despite the difficulty in segmentation, it is necessary to correct

the biases in imaging across different setups and patients. To generate the dictionary atoms,

we used a normalization algorithm to correct for grayscale imaging variations, but did not

use segmentations since the atoms were noisy. An intermediate representation is one where
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the segmentation result is a probability, a continuous value, rather than a binary value.

The dictionary atoms produced using normalized grayscale images are smooth, but other

normalization techniques can help. The main theoretical component is the expectation-

maximization concept. The concept is described in the preprint [30], where the work details

a probabilistic model to segmentation. While the paper aims to create general probabilistic

models to segment any image, this concept applies most strongly to the life sciences. In

general, biological information has noise and uncertainty; the brain images that we study in

this work are composed of blood vessels that are small and of complex geometries. There are

also imaging artifacts and resolution limits that can make it hard to define the segmentation

boundaries. The main mathematical principle used in this probabilistic treatment is to

treat the pixel label as a random variable, then an expectation-maximization algorithm is

implemented to solve the probability distribution. Intuitively, the integrated probability

distribution values would result in the segmented image. We would take the average of these

segmented results so that ambiguous segments are assigned some grayscale value, while areas

that are almost certainly vessels would be assigned greater numbers.

4.3.3 A generalization of K-SVD algorithm to train dictionaries

In our work, we used the original algorithm of K-SVD, which is a generalization of the k-

means algorithm. While the algorithm is fast and converges, there are some cases where it

could fail, especially when there is an ambigious partition between two groups. Thus many

groups have tried to derive better k-means algorithms, one of which [25], shows promise and

is relatively fast but is based on expectation-maximization optimization. The authors call

their algorithm the maximum a posteriori Dirichlet process since the optimization attempts

to find the most probable probability density functions that fit the data. A Dirichlet process

is a probability distribution model that models the probability of the data fitting a certain

probability distribution. The clusters are probability distributions; the probability of data

points assigned to any one of these clusters is also a probability distribution. The theoretical

framework to build clusters using this methodology is known as the Chinese restaurant
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process (CRP), in which the analogy is to a restaurant where the data points are customers;

and the clusters are tables. The customers coming in parameterize the number of tables

used, in contrast to having a fixed number of tables. This probability distribution of data

points to clusters is as follows:

p(customer i+ 1 joins table k) =


Nk

No+i
if k is existing table (cluster)

No

No+i
if k is new table (cluster)

(4.1)

this corresponds to draws z of the CRP distribution, as defined below:

(z1, ..., zN )̃CRP (No, N) (4.2)

The probability of any given distribution using the CRP distribution is the result of

multiplying each of the cases.

p(z1, ..., zN) =
Nk
o

N
(N)
o

k∏
k=1

(Nk − 1)! (4.3)

The No comes from considering each table added (or cluster) and is thought of as a

density parameter. The factorial expression is the mathematical expression for considering

all the individual customers.

The above process can be derived from the Dirichlet process [25], and the above formu-

lation of the CRP will be the foundation for deriving the modified k means problem. We

will now present the generalized form of the modified k means. One additional consideration

for the final formulation is considering the predictive distribution, with x concerns the data

probability given the hyperparameters θ. The probability model is the CRP described above

and the likelihood distribution:

x f̃(θzi) (4.4)
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combining the expression above with the CRP and multiplying gives us the likelihood

expression below:

p(z1, ..., zN) =
N∏
i=1

K∏
k=1

f(xi|θ−ik )δ(zi,k) (4.5)

Next, we take the negative log likelihood of the above equation:

E = −
N∑
i=1

∑
i:zi=k

ln f(xi|θ−ik )−K lnNo −
K∑
k=1

ln Γ(Nk)− C(N0, N) (4.6)

where C(No, N) = ln Γ(No)
Γ(No+1)

. Equation 4.6 is the equation we want to minimize and is

the equivalent to the minimization process in the normal K-means equation. The analogy

to our case would be taking the difference images as stated earlier, then taking each of

these difference images, and clustering them. The clusters would then be determined using

the minimization criteria, so there could be a variation in the cluster number. This cluster

number may not necessarily be the sparest representation, as was theoretically the case using

K-SVD, but is another method to determining possible clusters. To interpret the output of

Equation 4.6, we would then average the clusters to arrive at a global saliency map.

4.4 Deep Learning Comparisons and Machine Learning Compar-

isons

The work closest to this work is a paper on using graph-based kernels to classify males and

females based on the whole brain segmented MRA vasculature [20]. In that work, the group

only considered 43 cases out of a dataset of 109. They also relied on expert segmentations

to achieve a non-trivial SVM classifier. The next step to that paper was to integrate their

graph-based algorithm along with dictionary learning. There is interest in dictionary learning

and morphometry, but the field is relatively new. Among the problems is that it is hard

to standardize the patterns gained. Another is that the process for getting these results

from case selection to registration and segmentation depends on manual annotation and
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case selection, making it hard to scale. A recent paper [22], on a statistical atlas of MRA

images, was crucial to our registration pipeline as the first paper [20], relied on MRI brain

imaging to serve as a template for registration. The work helped to streamline the processing

and allow the analysis of hundreds of cases instead of dozens. We also sought to quantify

case selection. Medical imaging papers rely on an expert to decide what cases are selected

and what preprocessing is needed. Hence a part of this work was to have a workflow so that

there are ways to have standardized analysis and case selection so that the results are easier

to reproduce. With datasets containing thousands of patients, a protocol for case selection

and criterion that is automated and streamlined is crucial.

As the last part, we will also consider a paper that could be relevant as the next step in

this work. This work uses deep learning to find saliency maps in graphical networks using a

graph convolutional network or GCN. [6]. The context of this experiment was in trying to

find gender differences in fMRI, or what is known as functional MRI. This study used 5000

subjects from the UK Biobank database, which is among the largest brain databases [6]. It’s

essentially a modality of MRI that attempts to measure how blood flow changes through an

experiment to show the relative brain activity during different tasks. The main idea of the

work is to extend the principles of [26] to visualize gradients, using a graphical representation

where the graph represents brain activity correlation. After building a graph representation,

the network then finds features to classify between two different populations. The final layer

before the classification is a summation layer known as global average pooling. An analogy

to our project, the second to last layer is like our dictionary atoms, and the average pooling

is similar to averaging all of the dictionary atoms. The global average pooling is below:

Fi =
1

dz

∑
v

fi(v) (4.7)

Equation 4.1 represents the average pooling operation. The fi(v) represents the node

activation and dz the number of nodes. In this work, the fi(v) represents a node, but in

our dictionary learning, it represents a vessel. The primary difference in this work is that
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the euclidean representation, which is typical in deep learning and used for our dictionary

learning implementation, is replaced with connectivity graphs as shown in Equation 4.1. The

weight vector summation is analogous to summing the dictionary atoms to create a global

saliency map for the differences between populations.

The main advantage to using the dictionary learning method is that it would give you

salient features without tuning many hyperparameters, as the original work on pattern-

based morphometry [14] found robust dictionary patterns regardless of the hyperparame-

ters. Figure 4.2 shows a network graph. It also has a schematic of how these graphs and

representations are combined to construct a classifier.

A possible follow-up to this work is to compare the adjacency graph representation of

the vasculature using our dictionary learning pipeline and the deep learning approach. If

both converged to similar saliency maps, it could imply a link between dictionary learning

and deep learning. However, there is no guarantee that they would have to agree, so then

the next step would then be to evaluate the same thing but on different datasets. If there is

a correlation between salient features and generalizability, it would be a significant finding

since we would have a way to evaluate the deep learning models and find ways to interpret

them.

4.4.0.1 Applications and Relevance

While deep learning has had much success in the medical imaging field, it is opaque and relies

on specific training data. Part of the motivation behind this work is to use sparsity-based

methods to understand deep learning models. The platform described here uses multiple

data sources and applies to different populations without extensive hyperparameter opti-

mization. Also, the main hurdle in applying deep learning to medical data is controlling

for experimental conditions. The main problem to solve is to find a model that is robust

to different setups and conditions or to find a preprocessing pipeline so that the data is

appropriately normalized. While the deep learning test would work well in medical imaging

in one institution, there are no guarantees that it would work in another. [3] While it is hard
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Figure 4.2: Network of the GCN classifier. The salient features found in the image figure

are analogous to our dictionary atoms that show saliency differences. In particular, the last

part of figure part D shows how taking a projection of that data yields a saliency map, of

which the result and interpretation are similar to our method.

69



to know how deep learning works on a detailed level, knowing which features it relies on for

its decisions; could help to diagnose some of these shortcomings.

When implementing these techniques into the medical setting, we also need to consider

group differences in normal patient populations. As a simple example, on average, males

have larger brains than females, and these differences might be of clinical significance. While

clinicians may be well aware of these population differences when analyzing images, algo-

rithms are not guaranteed to have these considerations in mind. Therefore, there should

be methods to correct these confounds. There are various methods to do confound control,

one of these [27], focuses on the problem between brain MRI size between male and female

patients. The method incorporates SVM cross-validation to find features to control. In this

work, we focus on possible registration confounds between males and females. While we

did not prove that these registration confounds are robust across all data sets, one possi-

ble hypothesis difference is motion differences between populations. There is a paper [4]

detailing differences in MRI volume segmentation between different groups. Translated to

MRA imaging, there can be motion confounds that can translate to registration confounds.

In the same paper, they mention that on average, motion confounds are more significant in

males than in females. Motion confounds, if they exist in a statistically significant manner,

are readily detected using machine learning. It is wise to control for these differences as an

algorithm could find statistically significant results with high accuracy between groups, but

if these differences are due to motion differences, the results have less clinical relevance.

4.4.1 Confound Regression using Cross Validated SVM

As mentioned before, there is a paper that claims to have a low bias approach to confound

analysis. While the paper focused on gender size in brain MRI confound, our approach will

use a similar approach to the paper, but with the regression out of motion confound. It can

be difficult to find features that could be confounds, but our methodology with dictionary

learning can show how to find these confounds. Once these confounds are found using our

technique, we can apply methods similar to [27]. We give a brief overview of the methods that
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[27] uses, and how these techniques could augment our arguments. Their novel technique

is termed cross validated confound regression (CVCR). To go over the CVCR method, we

first go over the method of whole dataset comfound regression, the key equation is shown

below. This method tries to do a global confound regression and tries to regress the whole

dataset using a parameterized version of the variable to regress out. In the context of their

experiment, their confound is brain size, in our context, our matrix will be a transformation

regressing out small registration error.

βc = (CTC)−1CTX (4.8)

Here, X is the dataset, C is an Nx2 matrix, with one column having a bias term, and the

other has the confound. B is a Kx2 array. To represent taking out the variance due to

confound we introduce the equation included below:

Xcorr = X − Cβc (4.9)

The Xcorr is thus the data after subtracting for the confound. While this method is

straightforward, it does have a high risk of negative bias since it does reduce correlations,

with the estimation of the confound based on the entire dataset, it is an imprecise method

since there could be considerable variation within the dataset and cases. An alternative is

to estimate the confound within a given fold of training data and using those parameters

to regress the confounds out. The equation logic is shown below in terms of training the

parameters.

βc,train = (CT
trainCtrain)−1CT

trainXtrain (4.10)

To regress out the parameters, it is similar to the whole dataset confound regression method

except that we use the trained parameters βc,train to regress out the parameters in the training

set:
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Xtrain,corr = Xtrain − Ctrainβc,train (4.11)

and the test set:

Xtest,corr = Xtest − Ctestβc,train (4.12)

The paper authors have implemented the methods using the python scikit module. Out

of the methods mentioned, such as having a smaller dataset without confounds and regular

confound regression, the cross validated confound regression yields minimal bias. In future

work, we plan to implement similar confound control with motion and registration artifacts.

With similar refinement of confounds, that we can see using our dictionary learning, the

end goal is to find subtle group differences that could have clinical relevance, and ones

unrelated to experimental conditions and data taking. While high accuracy classifiers are

now commonplace due to deep learning, we argue that visualization of group differences and

confound analysis are of equal importance, and perhaps detailed confound analysis can help

in increasing deep learning robustness.
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CHAPTER 5

Conclusion

In this work, we propose a pipeline for MRA population vasculature analysis. Our technique

can complement machine learning algorithms, such as SVMs that are powerful but opaque

discriminators. However, the main limitation in this approach is that the values in which we

can make inferences are not quantitative, as they would be for a classifier. The plan for this

dictionary learning model is to explain opaque but high-performance classifiers.

. Future directions would include trying to train a deep learning network naively on the

data as presented, afterward applying the graphical representation described to compare the

saliency graphs generated through this technique with our dictionary learning model. While

we have found some patterns through dictionary learning, it would be reassuring if deep

learning found structures similar to classical methods. However, it might be the case that

we find that deep learning based features more general and more useful than those found

using classical methods.
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