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ABSTRACT OF THE DISSERTATION

Towards Autonomous Brain-Computer
Interfaces: Approaches, Design, and Implementation
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Autonomous brain-computer interfaces (BCIs) are devices designed to record, process,

and interpret neural activity, enabling individuals with neurodegenerative diseases or spinal cord

injuries to regain their ability to interact with their environment without assistance. Over the past

two decades, BCI technology has advanced remarkably, largely due to improvements in neural

recording interfaces, such as high-density micro-electrode arrays (MEAs). These innovations

allow researchers to collect more comprehensive neural data, enhancing our understanding of

neural dynamics and their interaction with human physiology. However, BCI technology still

faces three major challenges that hinder its progression toward practical applications.
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1. Data overload: Modern MEAs, with their increased number of recording channels,

generate vast amounts of data. Consequently, the power consumption required to acquire,

process, and transmit this data becomes a significant barrier, especially given tissue-safe

design constraints. This dissertation investigates three effective approaches to reduce

data rates, and thus power consumption: spike detection, spike sorting, and neural signal

compression, all of which leverage relevant signal features for specific applications.

2. Neural decoding versatility: No single neural decoding algorithm suits all applications

or users. Therefore, a versatile BCI system must be capable of executing a range of neural

decoding algorithms. This dissertation examines the efficient design and implementation

of two processor architectures supporting various neural decoding schemes. One processor

uses fine-grained sequential processing to implement arbitrary machine-learning-based

neural decoding models, while the other employs biologically plausible neuron models to

realize a spiking neural network.

3. Autonomous user engagement: Traditional BCIs require users to engage with the

system during predefined time periods. This dissertation explores two methods for estimat-

ing a user’s intention to engage with a BCI application: one using high-frequency neural

spikes and the other using low-frequency local field potentials. A hybrid (multi-signal)

asynchronous BCI is designed, implemented, and verified, combining both neural signal

types to optimize intention estimation and improve neural decoding performance.

The approaches discussed in this dissertation present practical strategies to advance BCI

technology by reducing power consumption, enabling flexible and robust neural decoding, and

incorporating various neural signal features for efficient user intention estimation.
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Chapter 1

Introduction
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1.1 Introduction

The human brain is a remarkable product of human evolution. Within the brain, billions

of cells, called neurons, interact with one another to enable a myriad of human behaviors,

both autonomic– such as our ability to breathe without conscious effort– and voluntary, such

as controlling our hands and feet to operate a vehicle. Neurons convey information to one

another by firing action potentials through connections known as synapses [1]. The mechanism

underlying the generation of action potentials relies on ionic current flow during the operation of

the neuron. This shifting ionic balance causes variations in the voltage potential in the regions

between neurons [2]. This voltage potential can be recorded by using penetrating electrodes,

which initiates the process of interpreting neural activity. The concept of relating neural activity

to physiological control began in the 1980s, with the pioneering work by Fetz et al. which studied

how the activity of cortical motor neurons modulated muscle movement [3, 4]. These studies

unlocked the idea of neural decoding, whereby brain activity can be mapped to a known variable

or representation. For example, seminal work by Georgopoulos et al. proposed population vector

coding, a concept suggesting that the direction of movement is represented as the weighted

average of the preferred direction of a population of neurons [5]. Brain-computer interfaces

(BCIs) have the potential to become foundational tools for aiding people suffering from spinal

cord injury or other neuro-degenerative diseases. Studies have shown that, although a person

may lose a limb due to an accident, the underlying neural circuitry that controls motor activity

remains functional and active [6].

1.2 The State of the Art and Challenges of BCI

BCI technology has made significant progress over the past two decades. In particular,

advances in neural recording technology now allow for simultaneous recording from thousands

of sites [7, 8, 9]. This progress has enabled neuroscientists to deepen their understanding of

the mechanisms underpinning various neurophysiological processes. Additionally, the rapid
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growth of machine learning algorithms has allowed researchers to develop relatively robust

neural decoding models. By employing a data-driven approach, decoding performance has

surpassed that of the hand-tuned models of the past [10]. For example, combining computer-

aided assistance, such as typing auto-correction, with neural decoding has been shown to vastly

improve communication speed in recent studies [11]. Similarly, artificial intelligence has been

shown to enhance BCI control by improving movement-related tasks [12].

BCI applications have also extended beyond traditional kinematic decoding, including

recent studies demonstrating the ability to decode speech from neural activity [13, 14]. It should

be noted that the majority of these BCI studies focus on either non-invasive recording modalities,

such as electroencephalography (EEG), or are limited to clinical or lab-based settings. In such

settings, data transmission is typically performed through wired connections to ensure high-

fidelity neural recordings. However, these wired connections pose challenges for long-term

use, as they may not be safe or hygienic. As a result, there is significant ongoing research

aimed at developing implantable BCIs with low-power wireless telemetry, such as backscatter

communication [15] or near-field communication (NFC) for both wireless power and data

transmission [16]. A key challenge in realizing wireless implantable BCIs is minimizing overall

power consumption and energy dissipation, as increased in vivo processing can cause neural

tissue temperatures to raise by more than 1◦ C, potentially leading to tissue damage [17]. To

address this, extensive research efforts have focused on designing efficient implementations

of various in vivo digital neural signal processing algorithms [18, 19, 20, 21, 22, 23, 24, 25].

However, even with all of these advancements, BCI technology remains in its early stages of

development for practical daily use. This is due to three main challenges in BCI technology. First,

the amount of data generated by modern recording circuitry is staggering. This can be partly

attributed to two conflicting objectives in the development of modern neural recording interfaces.

On one hand, increasing the total number of recording sites can be extremely useful for scientific

inquiry. For example, recording electrodes employing high-density configurations are essential

for resolving the activities of individual neurons over long periods of time [26]. However, using

3



such electrodes not only increases the amount of data generated but also heightens operational

demands. For instance, more recording sites require greater power for signal acquisition and

conditioning. Additionally, the wireless transmission circuitry would require high-bandwidth

telemetry to handle the increased data rate. On the other hand, studies have shown that for

practical neural decoding purposes, such fine-grained high-density neural recordings are not

required to achieve acceptable performance. For example, a recent study demonstrated how

a state-of-the-art “thought-to-text” BCI was realized using a relatively simple 10x10 micro-

electrode array (MEA) [11]. This dissertation thus covers three approaches to reduce the overall

amount of data generated and transmitted for neural decoding, effectively lowering overall

system power consumption to meet tissue-safe design constraints. The foundational approach

for two of these methods is to focus neural recording on the activity of individual neurons,

representing neural activity as a discrete sequence of action potential (spike) events. The first

method involves performing spike detection, where the recorded neural activity is limited to

that of nearby neurons instead of recording and transmitting the entire signal. The second

method builds upon spike detection by providing finer granularity through spike sorting. In this

approach, after spikes are detected, the activities of individual neurons are distinguished from

one another. By targeting specific types of neurons, spike sorting further reduces the output

data rate compared to spike detection. Both methods convert the continuous neural signals into

discrete event-based signals, such that periods without spiking activity do not require wireless

transmission. In certain applications, however, it may be beneficial to transmit continuous neural

activity rather than reducing it to spike events, which might limit the recorded information due to

the spatial selectivity of neurons [27, 28]. For example, the local field potential (LFP) represents

the activities of entire neuron populations, extending beyond those near the recording electrode.

The LFP has been shown to encode information in various forms, such as the power at different

frequencies or specific variations in the continuous voltage waveforms [29]. A notable advantage

of these signals is that their information exists at relatively low frequencies, typically up to

500 Hz. For these types of signals, signal compression can be employed. Rather than using
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conventional compression schemes such as rate coding or difference encoding, this dissertation

explores a machine-learning-based compression scheme that leverages the nature of neural

signals and the characteristics of multi-channel recording arrays.

Secondly, the large amount of inter-subject variability poses significant challenges in

developing robust neural decoding algorithms. For example, a neural decoding algorithm tailored

to one person may not be applicable to another. Additionally, due to the non-stationary nature

of neural activity, a decoding algorithm designed for a specific individual may require periodic

calibration or updates to maintain acceptable performance over extended periods of time. To

tackle these challenges, this dissertation presents the efficient design and implementation of two

processor architectures capable of executing a wide range of neural decoding algorithms. The first

processor employs fine-grained sequential processing to implement various machine-learning-

based decoding models, including convolutional neural networks and recurrent neural networks.

The second processor utilizes biologically-plausible neuron models to realize a generalized

spiking neural network.

Thirdly, traditional BCIs require users to engage with the application during predefined

time periods. One vital step toward transitioning BCI technology to practical implementations

is enabling a mechanism by which the user can control the BCI engagement. Not only would

this reduce unnecessary processing, but it would also restore user autonomy to individuals

who currently require the assistance of a caregiver or clinician. Thus, a critical step toward

realizing autonomous BCI systems is estimating the user’s intention to engage with the BCI

application. This is also referred to as the asynchronous processing paradigm, where the user

controls when the BCI application is active or inactive. However, the process of intention

estimation necessitates constant monitoring of the neural activity for specific biomarkers that

indicate user intention. This dissertation explores two methods for efficient and low-power user

intention estimation. The first method employs spikes to detect user intention, while the second

relies on the LFP. Specifically, this dissertation details the algorithms for intention estimation and

the digital circuit optimizations required to achieve constant monitoring with minimal overhead.
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Finally, a hybrid asynchronous BCI is proposed that combines both spikes and LFPs to optimize

intention estimation while maintaining neural decoding performance.

Overall, the approaches and implementations discussed in this dissertation provide a

foundation for enabling low-power, autonomous BCI systems. By optimizing the design of

brain-computer interfaces to meet practical use constraints, these advancements serve to extend

device lifespan and enhance the overall user experience.
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Chapter 2

In Vivo Neural Spike Detection with Adap-
tive Noise Estimation
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2.1 Introduction

Damage to the spinal cord can disrupt the pathway of signals sent between the brain and

the body and may result in partial or complete loss of both motor and sensory functions. The

loss of these functions can have devastating implications on the quality of one’s life. Currently,

most patients living with paralysis require around-the-clock assistance to fulfill their daily tasks,

which can be cost-intensive and deprive their sense of independence. Extraction of motor intent

directly from the brain using brain-machine interfaces (BMIs) have shown to be promising in

generating control signals for external assistive devices. However, complex brain processes are

reflected by the activity of large neural populations and that the study of a few neurons provide

relatively limited information [30].

Biological neurons communicate information among each other via electrical pulses,

called action potentials or spikes. Conventional micro-electrode arrays (MEAs), such as Utah

Array, are able to record from hundreds of electrodes [31]. Each electrode records spikes

from multiple neurons close to the electrode’s tip. In fact, the neural signal on a recording

electrode is the cumulative electrical activity of various nearby neurons contaminated with

noise, which is referred to as multi-unit activity (MUA), offering an extracellular recording. In

general the background noise is a non-Gaussian random process due to various issues including

electrode drift during operation, tissue-electrode interface noise, electronics noise, variation in

the spike shape, the presence of overlapping spikes, and correlations between spikes and local

field potentials. Using conventional MEAs, it is not possible to precisely place electrodes to

individually record from a single neuron. Extracellular electrodes detect changes in electrical

potentials from a vicinity of a neuron (about 140 micrometers) where generally tens of neurons

are present [32]. Researchers, however, often require single-neuron activity for the study of

how neurons are correlated with each other for specific stimulus [33, 34]. Also, the algorithms

employed for accurate neural decoding typically process spike trains, which represent the action

potentials of individual neurons over time [35].
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For detecting the spiking activity of neurons, the continuous recorded analog signal by

the MEA is first amplified and then converted into a digital signal. The digitized signal is then

passed through a band-pass filter typically between 300 Hz and 3000 Hz. Frequencies below

300 Hz are filtered to remove low-frequency activity and the upper cutoff frequency is set to

diminish the noisy appearance of the spike shapes [36]. After filtering, spike detection attempts to

separate the high amplitude spike signals from the low amplitude neural background noise. The

background noise can be either fixed to a specific value or it can be estimated dynamically. The

noise threshold is often set to a scaled version of the background noise. Detecting neural spikes is

performed in two phases, the pre-processing to emphasize the spikes from the background noise

and then applying the estimated threshold to the pre-emphasized signal. Spikes are interpreted

as occurring when the pre-emphasized signal crosses the noise threshold. The spike detection

process can thus return the spike waveform itself in addition to the time an action potential

occurs.

This chapter focuses on the development of an accurate spike detection module toward

implantable in vivo operation that can adapt to changes in channel statistics autonomously. The

rest of this chapter is organized as follows. Section 2.2 presents the impact of various filtering

methods on the performance of spike detection as well as the commonly employed signal

pre-emphasis algorithms and alternative techniques for noise estimation. The computational

complexity and feasibility of the pre-emphasis and noise estimation techniques for in vivo

spike detection are discussed and compared. Section 2.3 quantifies the performance of various

combinations of the pre-emphasis and noise estimation methods for spike detection using the

widely-employed WaveClus synthetic datasets [37]. Section 2.4 presents the design and hardware

implementation of our designed detection technique with adaptive noise estimation. Section

2.5 quantifies the reliability of our designed and implemented spike detection module and its

application in neural decoding. Finally, Section 2.6 makes some concluding remarks.
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2.2 Filtering, Pre-processing, and Noise Estimation Algo-
rithms

After the amplification and analog-to-digital conversion of the recorded neural signals,

spike detection, which consists of filtering, pre-emphasis, noise estimation, and thresholding, is

applied. Filtering is used to remove unwanted frequency components from the recorded neural

signals. For example, low frequency local field potential (LFP), with the frequency of about

250 Hz, are removed. Pre-emphasis involves processing of the filtered neural signals to discern

the neural activity from ambient background noise. The ambient background noise is estimated

dynamically, which is used to derive a threshold value that the pre-emphasized neural signal

must exceed in order to be detected as spikes.

From the perspective of in vivo signal processing, low-order filters are preferable due to

their lower computational complexity and memory requirements. Using Matlab’s FilterDesigner

toolbox, we designed five candidate band-pass causal filters, Equiripple FIR, Butterworth IIR,

Chebyshev Types I and II IIR, and Elliptical IIR filters. Each of the filters had the following

characteristics: Sampling rate of 24 kHz, high-pass frequency of 300 Hz, low-pass frequency of

3000 Hz, 60 dB of attenuation in both stop bands, unity gain and 1 dB of ripple in the pass band,

and the filter orders between 4 and 10.

Figs. 2.1 (a) and (b) illustrate the impact of causal and non-causal filtering, respectively,

on the spike waveforms with various sixth-order filters. Non-causal filtering was realized using

MATLAB’s filtfilt function. It can be seen that the causal filter realizations reduce the

spike amplitude and more importantly, impose a phase delay to the signal. In the case of the

Cheby2 realization, the signal is severely attenuated when using a relatively low order of six.

Fig. 2.1 (b) shows the benefit of utilizing non-causal filtering, which ensures zero phase shift.

Also, the amplitudes and shapes of the spike waveforms are better preserved compared to the

causal filtering. Figs. 2.1 (c) and (d) show the bloxplots of the Euclidean distance between actual

spike waveforms and the filtered spikes employing causal and non-causal filtering, respectively.
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(a) (b)

(c) (d)

Figure 2.1. The impact of (a) causal filtering and (b) non-causal filtering on the spike waveform
shapes. The boxplots (c) and (d) show the variations of the Euclidean dsitance between actual
spike waveforms and the filtered spikes employing causal and non-causal filtering, respectively.

It is shown that the Equiripple FIR filter provides the least Euclidean distance among the various

filter realizations.

In this work we consider two of the most commonly employed pre-emphasis methods,

Non-linear energy operator (NEO) [38], and Absolute value (ABS) [37]. Energy-based signal

pre-emphasis methods such as NEO accentuate the spikes by computing the energy of the signal.

NEO is given as

ψ[n] = x[n]2− x[n−1]× x[n+1], (2.1)

where ψ[n] denotes the energy of the signal x[n], and is commonly employed as it amplifies

spikes from background noise. The ABS pre-emphasis method is given as

x̂[n] = |x[n]|, (2.2)
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where x̂[n] denotes the absolute value of x[n]. Depending on the type of pre-emphasis method,

it may induce additional phase delay, and in some cases, no pre-emphasis is applied to the

filtered neural signal. Figs. 2.2 (a) and (b) show the impact of causal and non-causal filtering,

respectively, on the NEO pre-emphasized signal with various sixth order filter realizations. Figs.

2.2 (c) and (d) show the boxplots of the Euclidean distance between the actual and filtered energy

waveforms utilizing causal and non-causal filtering, respectively. Note that in the energy domain,

the causal filters perform similarly while the non-causal FIR filter retains the highest amplitude.

(a) (b)

(c) (d)

Figure 2.2. The impact of (a) causal filtering and (b) non-causal filtering on the spike energy
waveform shapes. The boxplots (c) and (d) show the variations of the Euclidean distance between
actual and the filtered energy waveforms employing causal and non-causal filtering, respectively.

While calculating the absolute value and the energy are trivial, estimation of the threshold

is not. The scaling factor is often between 1.5 to 4 and is chosen empirically. In some applications,

reducing the scaling factor to allow more noisy waveforms to be considered as spikes has resulted

in a greater performance [39]. We used a constant scaling factor of 4, and the scaling factor

was not tuned to optimize the performance of individual methods for a fair comparison among
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detection schemes. Thus, any process following the spike detection will interpret threshold

crossings as if they were genuinely occurring spikes.

As threshold crossings are interpreted as spikes, the selection of the threshold is a crucial

decision in the detection process for two main reasons: (i) the threshold should be set sufficiently

high such that noisy or erratic behavior in the neural signal is not interpreted as genuine spiking

activity; and (ii) the threshold should be accurate enough so that the threshold crossings behave

similar to genuine spike trains.

In this chapter, we consider four alternative noise estimation methods, Median (MAD)

[37], Root-mean square (RMS) [40], Ada-BandFlt (ABF) [41], and AdaFlt (AF-128) [41]. The

Median (MAD) is a commonly employed algorithm for estimating the noise and is given as:

σe = med
( |x|

0.6745
)
,

where med denotes the median of the signal and 0.6745 denotes the 75th percentile of the

standard normal distribution [37]. The median of the absolute value of the neural signal reduces

the interference of spikes based on the assumption that spikes seldom appear in the signal. The

median is often computed over a relatively long recording, on the order of one minute. However,

storing relatively long neural recordings is infeasible for in vivo BMIs, in which the area- and

energy dissipation constraints severely limit the amount of memory storage and the algorithms

that can be realized.

An alternative noise estimation methods is the root mean square (RMS) [40], where the

estimated noise is given as:

σe =

√
1
M

M

∑
i=0

[
x2

i
]
, (2.3)

and M denotes the number of samples of the band-pass filtered and pre-emphasized signal x.

When estimating the noise using the RMS, it is a common practice to perform summation over

one second. The spike threshold is typically considered as a scaled version of the estimated
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noise, such as 2σe or 4σe. In practice, the square root operation can be avoided by squaring the

pre-emphasized neural signal when compared to the estimated noise as x̂[n]2 > σ2
e , where x̂[n]

denotes the pre-emphasized neural signal.

The BandFlt algorithm [41] is similar to the RMS algorithm, but rather than a single

window of one second, it utilizes 300 ten millisecond windows. The RMS is computed for each

window and then sorted in ascending order. An improved version of the BandFlt algorithm is

the Ada-BandFlt, where the input signal is split into 10 ms sample windows and the RMS is

computed for each window [41]. The RMS values are then collected for 100 windows and an

initial noise estimation is set as the 25th percentile of the distribution of RMS values of the 100

windows. After this initial noise estimation, the estimated noise is updated every following 250

ms as:

σe(n) = 0.8×σe(n−1)+0.2×M0.25,

where M0.25 denotes the 25th percentile of the RMS values.

The AdaFlt algorithm [41] works on 128 ten millisecond windows. The maximum

and minimum values of each window are found and the 40th percentile of the maximum and

minimum values are computed, and each of these are taken as initial estimates for positive and

negative thresholds, respectively. Following the initial estimation, AdaFlt calculates one set

of maximum and minimum values once for every ten millisecond windows. After 128 sets of

maximum and minimum values are calculated, the noise estimates are given as:

σp,e(n) = 0.9×σp,e(n−1)+0.1×M0.4,

σn,e(n) = 0.9×σn,e(n−1)+0.1×m0.4,

where M0.4 and m0.4 denote the 40th percentile of maximum and minimum values, respectively.

Table 2.1 gives the computational complexity of four different noise estimation methods
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Table 2.1. The computational complexity of various noise estimation methods over a one second
window

Method Adds./Mults. Comparisons Update Ops/s.
per window per window frequency

MAD 1 f 2
s 1 Hz f 2

s +4
RMS fs−1 0 1 Hz 6 fs +2
ABF fs/500 3 f 2

s /10e3 4 Hz (3 f 2
s +60 fs)/2.5e3−14

AF–128 fs/500 1.28 f 2
s /10e3 100 Hz (1.28 f 2

s +60 fs)/100−580

over a one second window. For algorithms that require sorting to compute the median, we

assumed that sorting M values requires an average of M2 comparisons [42]. To normalize

the computational complexity of different operations, we estimated the complexity of addition

and multiplication as 2 and 4 times the complexity of a comparison [43]. Note that while the

RMS requires the most number of addition and multiplication operations, the lack of sorting

significantly reduces the required number of operations per second. For example, for a sampling

rate of fs = 10 kHz, the MAD, RMS, ABF, and AF-128 algorithms require approximately

100e6, 60e3, 120e3, and 1.3e6 operations per second, respectively. However, we can measure

the performance of the noise estimation method as the accuracy of the threshold crossings.

However, the input to the noise estimation is the pre-emphasized signal. Thus, there are various

combinations of signal pre-emphasis and noise estimation methods and we will evaluate their

performance in the next section.

2.3 Performance of In Vivo Potential Spike Detection Tech-
niques

To evaluate the performance of the candidate pre-emphasis and noise thresholding

methods, we use the widely employed WaveClus datasets, which consists of twenty simulated

neural recordings with three single-units in each recording. There are four difficulty levels:

Easy1, Easy2, Difficult1, and Difficult2, which refers to the similarity of the three single-unit

spike waveforms present in the recordings. The simulated recordings have varying levels of

noise with a standard deviation between 0.05 and 0.20 (up to 0.40 for Easy1) relative to the
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amplitude of the spikes. The recordings are first simulated at 96 kHz and then down-sampled to

24 kHz. These datasets have been widely used as they also contain annotated spike timings and

the classes of each spike, referred to as ground truth information.

The performance of the candidate spike detection methods can thus be given by comparing

it’s interpreted detected spike times to those present in the ground truth dataset. Using the ground

truth information, we can evaluate whether a spike detected at time ti is a genuine spike (i.e., a

true positive T P), or an errant/noise spike (i.e., a false positive FP). Also, ground truth spikes

that are missed by the detector can be denoted as missed spikes (i.e., a false negative FN). For

our analysis, a spike is taken as a true positive if it is detected within two milliseconds of the

ground truth spike time. Some commonly employed spike detection measures involve computing

the probability of detection Pd , the probability of missed spikes Pm, and the probability of false

alarms Pf a, which are defined as Pd = T P
T P+FN+FP , Pf a =

FP
T P+FP , and Pm = FN

T P+FN , respectively.

Some literature also uses the sensitivity metric T P
T P+FP , which quantifies the ratio of valid spikes

given all detected spikes. A sensitivity value close to one represents that a large portion of

the detected spikes are genuine. However, a high sensitivity value in conjunction with a high

number of false positives may induce an artificially high sensitivity value. Another measure

is the F-Score metric, defined as F = T P
T P+0.5(FN+FP) , which is a combination of the recall and

precision of detection. For a fair comparison with the state-of-the-art work, the F-Score is our

chosen metric in this chapter. For the first analysis, we employed a relatively-low order a fourth

order Elliptical IIR filter is employed, following conventional low-order filtering methods in BMI

systems [21, 11]. If alternative filters have relatively similar frequency and phase characteristics,

then it follows that the performance differences among the alternative detection methods is

primarily related to the employed detection methods. Table 2.2 gives the mean F-scores of the

candidate detection schemes over the four WaveClus datasets. It is apparent that the combination

of the NEO with the RMS or the ABF outperforms other candidate methods. It can also be seen

that the NEO with RMS offers the lowest standard deviation across the datasets, offering a robust

performance compared to the alternative methods. While the ABF noise estimation method
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Table 2.2. The mean F-scores of the candidate detection methods over the WaveClus datasets

Detection method Mean F-score Standard deviation
NEO + MAD 0.45 0.012
NEO + RMS 0.92 0.001
NEO + ABF 0.94 0.002
ABS + MAD 0.91 0.034
ABS + RMS 0.89 0.104
ABS + ABF 0.91 0.075

performs well, it’s requirement of sorting 100 RMS values makes it infeasible for efficient,

real-time in vivo realization.

For the NEO and RMS-based detection, we also quantify the impact of alternative filters

on spike detection performance by computing the F-Scores over the WaveClus datasets with

ground-truth information. Figs. 2.3(a), (b), (c) and (d) show the performance of the NEO and

RMS-based spike detection using different filters over the Easy1, Easy2, Difficult1, and Difficult2

datasets, respectively. It is shown that the FIR, Butterworth, Chebyshev Type I, and Elliptical

filters outperform the Chebyshev Type II filter. Interestingly, all filters other than Chebyshev

Type II do not necessarily see improved performance for increased filter order. While we found

that non-causal filtering is preferred for retaining waveform shapes, such details are not relevant

for applications that only require spike timings, such as BMIs that employ MUA threshold

crossings rather than single-unit action potentials. While the NEO pre-emphasis reduces the

amplitude of the spike waveforms, as shown in Fig. 2.2, it was also shown that causal filtering

further reduces the amplitude of the spike waveforms. Figs. 2.4 (a) – (d) show the F-scores

of employing fourth order causal and non-causal Equiripple FIR filters for various noise levels

over the Easy1, Easy2, Difficult1, and Difficult2 datasets, respectively. It can be seen that the

difference between the two filtering approaches is insignificant. The appeal of the low-order

causal filtering is due to their relatively low computational complexity and memory requirements.

Additionally, from the hardware implemenation perspective, the causal realization is applicable

for real-time processing. Therefore, for the BMI applications where the integrity of waveform
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shapes is not a concert and only threshold crossing rates are required, using a relatively low-order

causal FIR filter is adequare.

4 6 8 10 12
Filter Order

10-1

100

M
ea

n
 F

-S
co

re

FIR
Butter
Cheby1
Cheby2
Ellip

4 6 8 10 12
Filter Order

10-1

100

M
ea

n
 F

-S
co

re

FIR
Butter
Cheby1
Cheby2
Ellip

4 6 8 10 12
Filter Order

10-1

100

M
ea

n
 F

-S
co

re

FIR
Butter
Cheby1
Cheby2
Ellip

4 6 8 10 12
Filter Order

10-1

100

M
ea

n
 F

-S
co

re

FIR
Butter
Cheby1
Cheby2
Ellip

(a) (b)

(c) (d)

Figure 2.3. The F-scores of the NEO and RMS detection with various filters for the (a) Easy1,
(b) Easy2, (c) Difficult1, and (d) Difficult2 datasets, respectively.

Note that the F-score metric measures the ratio of true spike detections over all detected

spikes and is dependent on the application for which a value can be deemed acceptable. For

example, in the case of spike sorting, acceptable values are 0.8 or higher, i.e., the majority

of detected spikes are geniune. However, for neural decoding, it has been shown that voltage

threshold settings can be tuned to optimize the encoding of movements’ kinematics [39]. Thus,

detecting more false positives as spikes and hence, a smaller F-score, may yield better a better

decoding.
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Figure 2.4. The F-Scores of the fourth-order causal and non-causal Equiripple FIR filter over
the (a) Easy1, (b) Easy2, (c) Difficult1, and (d) Difficult2 datasets.

2.4 Hardware Realization of the Candidate Detector

Based on the discussed findings, we suggest that using the NEO pre-emphasis with the

RMS thresholding provides the optimal detection performance.

In vivo spike detection must work with limited computational resources that are shared

among hundreds to thousands of channels. For efficient hardware realization of the RMS

thresholding, Equation (2.3) is simplified to avoid the division and square root operations. The

division is replaced with an arithmetic shift operation and the square root is avoided by squaring

the thresholding inequality x[n]NEO > σe. The simplified noise estimation is then given as:

σe =
M

∑(x2
NEO)>>

(
log2(

M
C2 )

)
, (2.4)

where M denotes the number of samples to accumulate before computing the estimated noise σe,

C denotes the noise scalar, and x >> y denotes the arithmetic right shift of x by y bit positions.
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To employ the right shift operation, the values of M and C are constrained as powers of two. To

quantify the impact of the applied simplification, we computed the F-Scores for the Easy1 and

Difficult1 datasets over values of M ranging between 8 and 15, with the scalar C = 4. As shown

in Figs. 2.5(a) and (b), the performance difference between the one second RMS window and

the simplified Equation (2.4) is negligible for values of M ≥ 13. In some cases, the performance

of the simplified computation outperforms that of the fixed window. To demonstrate the noise

adaptation over a real dataset, a single channel of data from the ‘indy 20170131 02’ dataset is

passed to the NEO and RMS-spike detector using the Xilinx Vivado simulator. Fig. 2.6 shows

the continuous update of the RMS noise threshold values in response to the signal’s variations.

For example, when the signal increases in amplitude, the noise threshold is increased to avoid

detecting larger noise values as spikes. The noise threshold, shown as a sample-and-hold line,

indicates that the RMS changes occur in fixed intervals (i.e., over 213 samples). For clarity, a

smoothed version of the noise adaptation using an eight-sample moving average filter is also

shown.

The datapath of the designed multi-channel NEO and RMS-based spike detector is shown

in Fig. 2.7. The datapath consists of two main components: the squaring NEO unit and the RMS

estimator. The squaring NEO unit has an input signal shift register CBuf , radix-2 booth-encoded

multipliers B to compute the NEO value, followed by a fixed-point multiplier to compute the

square of the NEO signal. The depth of the shift register CBuf is equal to 2N, where N denotes

the number of supported channels. Rather than reusing the datapath by increasing its operating

frequency, we instead choose to realize multiple datapath units that each process a relatively

low number of channels. One caveat, however, is that implementing the squared NEO would be

costly, especially when instantiated several times across datapath instances. We thus implement

two of the three NEO multiplications with sequential radix-2 booth-encoded multipliers [44],

as shown in Fig. 2.8. The RMS Estimator consists of a set of N registers for accumulating the

squared NEO values of each channel, as well as a set of N latches for storing the RMS value

once every M input samples, as per Equation (2.4). A control unit CTRL manages when the
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(a)

(b)

Figure 2.5. The F-Score of the NEO and RMS-based spike detector for the (a) Easy1 and (b)
Difficult1 datasets over various noise levels and varying RMS window sizes using the simplified
Equation (2.4).

booth-encoded multipliers, accumulator registers, and RMS value latches are enabled for writing.

We have designed and implemented the NEO and RMS-based spike detector in a standard

180-nm CMOS process with 16 datapaths processing 8 channels each, for a total of 128 channels.

The ASIC layout, shown in Fig. 2.9, is estimated to consume 639 µW of power from a 1.8V

supply when operating at 800 KHz and is estimated to occupy 3.44 mm2 of silicon area. The

implemented spike detector thus consumes 4.9 µW per channel and occupies 0.02 mm2 of

silicon area per channel. Note that the designed and implemented NEO and RMS-based spike
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Table 2.3. The characteristics and implementation results of various spike detection ASICs

Work Ours Ours [45] [18] [46] [19]
Booth Approx.

Technology (nm) 180 180 180 180 65 130
Implementation Digital Digital Analog Analog Analog Digital

Clock frequency (KHz) 800 80 – 24 20 800
Supply voltage (V) 1.8 1.8 – 1.8 0.8 1.2

Channels 128 128 16 1 64 64
Power per Ch. (µW) 4.9 0.64 4 1.5 1.21 3.04 – 4.54
Area per Ch. (mm2) 0.02 0.02 – 0.03 0.0105 –

Pre-emphasis NEO NEO None NEO NEO None
Thresholding RMS RMS Fixed Peak Fixed Dual-Mean

Adaptive Y Y N Y N Y
Scaled power per Ch. (µW)† 4.9 0.64 4 1.5 4.67 7.53 – 11.26

Scaled area per Ch.† 0.02 0.02 – 0.03 0.05 –
Scaled energy per Ch. (pJ) †� 6.24 0.8 – 1.87 5.83 9.4 – 14

† Scaled to a 180-nm process with a 1.8 V supply voltage, as described in [47].
� Normalized to a clock frequency of 800 kHz.

detector supports arbitrary window sizes of 2B while the threshold is updated more frequently for

smaller window sizes. Synthesis was performed with Synopsys Design Compiler and the place

and route was performed with Cadence Innovus. After routing, the netlist is simulated to obtain

a realistic switching activity for estimating the dynamic power consumption. The NEO and

RMS-based spike detector has a power density of 18.58 mW/cm2, which is within the tissue safe

constraints (i.e., 40 mW/cm2) [17]. We have also implemented an alternate version of the NEO

and RMS spike detector in the same 180-nm CMOS process by replacing all multiplications with

approximate log-based multipliers [48]. As opposed to the serial Booth-encoded multipliers,

the log-based multipliers do not require an increased operation frequency and can operate at

only 80 KHz, which significantly reduces the power consumption. The approximated NEO and

RMS-based spike detector only consumes 0.64 µW of power per channel from a 1.8 V supply

and occupies 0.02 mm2 of silicon area. The power density of the approximated design is only

3.07 mW/cm2, which is well within the tissue safe constraints.

Various hardware realizations of neural spike detection have been reported recently

[45, 18, 46]. Table 3.3 lists the characteristics and implementation results of various spike

detection ASICs. For a fair comparison, the implementation results have been scaled to a
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Figure 2.9. The ASIC layout of the designed 128-channel NEO and RMS-based spike detector.

180-nm CMOS process with a 1.8V supply voltage, as described in [47]. In [45], the authors

present a 16-channel BMI with a digital implementation of window discriminator-based spike

detection. Window discriminators involve two threshold values and detect a spike when an

action potential crosses an upper and lower threshold, which correspond to the de-polarization

and re-polarization of the spike waveform, respectively [49]. Unfortunately, the two threshold

values are not adaptive to changes in the signal during run-time, and are programmed through a

communication interface. In [18], the authors present an analog implementation of a NEO-based

spike detector. The threshold is considered as the peak value of the NEO pre-emphasized signal,

and it adapts to the signal if new values of the NEO signal exceed the current peak value. In

[46], the authors present a 64-channel neural signal acquisition system-on-chip (SoC). Spikes

are detected using a NEO-based pre-emphasis and a fixed threshold that is uploaded to the SoC,

and unfortunately cannot adapt to real-time changes in channel statistics.

It can be seen in Table 3.3 that our designs are among the most power- and area-efficient

spike detection circuits, while supporting adaptive noise estimation. Compared to the design

in [18], which also employs the NEO pre-emphasis, our digital design naturally consumes
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more power, however, our design offers a slightly lower probability of detecting false positive

spikes over the same WaveClus datasets. It can be seen in Table 3.3 that the NEO and RMS

detector utilizing approximated multipliers dissipates less power than the detector using booth-

encoded multipliers, and also consumes the least energy per channel among the state of the art

spike detection ASICs. While power is a commonly employed metric for comparing ASICs,

energy consumption is a vital metric for in-vivo BMIs, as it directly impacts the battery life

for implantable circuits. For example, an in-vivo detector based on booth-encoded multipliers

operating at 800 KHz, employing the SAFT LS14250 battery with a nominal capacity of 1200

mAh, would operate for approximately 433×103 hours, while the approximate-based NEO and

RMS detector would operate for approximately 3.37×106 hours. The designs in [18, 46, 19]

would operate for approximately 1.44×106 hours, 463×103, and 192×103 – 287×103 hours,

respectively.

2.5 Spike Detection Performance Analysis

In a BMI system, the output of the spike detection is used by the subsequent neural

signal processing modules. For example, spike sorting groups individual neurons’ spikes into

individual clusters [49]. Additionally, the dynamics of groups of neurons and behavioral data,

such as motor movement [50], can be explored. Neural decoding translates spiking information

into a quantifiable representation, such as movement kinematics for a robotic prosthesis [51].

We assess the performance of the candidate spike detection methods in a neural decoding task

using trial-based behavioral recordings without ground truth information.

The advantage of synthetic datasets is that we can compute the F-Score as a quantitative

measure for assessing the performance of the detection schemes due to the known times of

action potentials, referred to as “ground truth” information. A real neural recording usually does

not offer ground truth information and hence, it is subjective when comparing the performance

among different spike detection methods. One approach to verify the spikes of real recordings
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is to use intra-cellular recordings, which senses the voltage inside the neuron itself [52]. When

simultaneous intra- and extra-cellular recordings are available, the spike times detected in the

extracellular recording can thus be verified using the intracellular recording [53]. Unfortunately,

intracellular recording is challenging due to the lack of stability and long-term reliability of

the recordings [54]. One useful method when employing high-density MEAs is to exploit the

spatio-temporal correlations of spikes detected at different recording sites [55]. However, this

is not applicable for a low-density clinical recording interface. Another method that can be

used to quantify the performance of a spike detector is to employ a widely accepted toolset,

such as WaveClus [37], as a “gold standard” [21]. The detected spike times from such tools

could be used as a reference label to evaluate the probability of detection, missed spikes, and

false alarms of alternative detection methods. One caveat, however, is that due to the nature

of neural recordings, these tools cannot offer guaranteed true labeling of data since users need

to set different parameters for different neural datasets. Due to the use of MUA spike trains

for BMI applications, another method to quantify the performance of various spike detection

methods is to model the separability and distinctness of spike trains for different source stimuli.

For example, neurons in the motor cortex modulate their firing rates in response to specific

movement direction [56]. Thus, a spike detection that can produce spike trains with activity

more accurately correlated with the intended stimulus/action is preferable for BMI applications.

2.5.1 Spike Detection Performance Analysis Over Real Neural Record-
ings

A spike train can be considered as a stochastic point process that consists of binary events

in time. The conditional intensity function (CIF) λ (t|Ht−) of a point process provides a complete

probability model of the process and describes the instantaneous firing probability conditioned

on its firing history. Following the approach in [57], we can compute the CIF for a channel

of neural data over various repeated trials of a specific stimulus Si. Then, we can compute the

probability P(N(t)|Si) of observing a particular set of spike times N(t) given the stimulus Si.
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For this analysis, we use the raw broadband data recorded from an adult male Rhesus macaque

monkey in the Sabes Lab at the University of California, San Francisco [58]. The monkey was

trained to perform self-paced reaches by controlling the position of a cursor on a screen. Data

was recorded from area M1 of the primary motor cortex using a chronically implanted 96-channel

Utah Array. Spikes were detected using the candidate spike detection methods described above.

Using the relative starting and ending positions of the cursor target, we discretized the monkey’s

reach into four possible directions: left and upwards, left and downwards, right and upwards,

and right and downwards. The detected spike times were also discretized as follows. The spike

times were converted into spike trains N(t) into K bins of width ∆ = T K−1, where T denotes the

total time of each reach, in our case aligned to the final 500 ms before the monkey finished its

reach. The spiking activity during a reach is thus given as N1:k = [∆N1, ...,∆Nk], where ∆Nk is

one if there is a spike in the time interval ((k−1)∆,k∆) and zero otherwise. The discretized CIF

λ (k∆|N1:k−1) is given as the mean of the spike history N1:k−1 divided by ∆. The probability of

the observed spike train N(t) conditioned on the presented stimulus Si can be written as:

P(N(t)|Si) = exp
[

∑
K
k=0 log(λ (k∆|N1:k−1)∆)∆Nk

−∑
K
k=0 λ (k∆|N1:k−1)∆

]
.

After computing the mean CIF for all four reach types, the probability of each trial condi-

tioned on each of the four mean CIFs, i.e., P(N(t)|S1), P(N(t)|S2), P(N(t)|S3), and P(N(t)|S4)

are computed, where S1 – S4 denotes reach types left and upwards, left and downwards, right and

upwards, and right and downwards, respectively. We then compute a log likelihood feature vector

given as YN(t) = log
[
P(N(t)|S1), ...,P(N(t)|S4)

]
. YN(t) can thus be considered as a projection of

the spike train N(t) onto the likelihood space of the four reach types. Thus, for each reach, there

is a feature vector that represents a point in the likelihood space. A more useful spike detection

yields a well-defined set of clusters for each type of reach. To quantify the resulting likelihood

space clusters of projected spike trains, we employ the Calinski-Harabasz (CH) metric [59],
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Figure 2.10. The CH score boxplots of the projected spike trains using various spike detection
methods for the macaque monkey’s reaching tasks.

which is defined as the ratio of the distances among clusters and the distances within a cluster.

For the spike train analysis, we employed six spike detection methods using five ‘indy’ datasets,

20161220 02, 20170123 02, 20170124 01, 20170127 03, 20170131 02. The spike trains were

partitioned into sets associated with the respective reach type for a particular movement. Fig.

2.10 shows the CH score boxplots of the projected spike trains generated by the candidate

detection methods over the five datasets. It can be seen that the NEO-based methods outperform

the ABS-based methods. Also, one can note that the combination of the NEO with RMS yields

a higher median CH score. While the NEO and ABF method has a smaller variability, the

computational complexity of the RMS is approximately half of the ABF’s complexity, as given in

Table. 2.1. This implies that the projected spike trains generated by the NEO and RMS detection

produce better defined clusters, which may be perferable for neural decoding.

2.5.2 The Impact of Spike Detection on Neural Decoding Applications

To study the effect of alternative spike detection methods on the performance of neural

decoding, we utilize the publicly available hc-2 dataset [60]. The dataset consists of the neural
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Table 2.4. The validation and testing performance of the GRU-based RNN decoder using various
potential in vivo spike detection methods

Detection method Validation (R2) score Testing (R2) score
ABS + MAD 0.73 0.75
ABS + RMS 0.79 0.76
NEO + MAD 0.73 0.74
NEO + RMS 0.85 0.86

recordings from the CA1 region of the hippocampus of freely moving rodents over various

experiments. The rodents were provided with water or food as a reward at random locations

throughout a platform. The positions of the rodent was determined using video footage by

tracking the position of LEDs on the rodents’ heads. The aim of decoding is to predict the

location of the rodent based on the spiking activity of neurons in the hippocampus. The tip of

each recording shank, which are the channels with the highest signal amplitude, were used for

detecting spikes using the candidate methods. We designed and trained a gated recurrent unit

(GRU)-based recurrent neural network (RNN) decoder to map the binned spike counts onto the

rodent’s positions. The training data contained 7772 samples, each representing 1.92 seconds

of data over 75 bins (i.e., bin size = 25.6 ms). The training data was partitioned into 80% for

training, 10% for validation, and 10% for testing. The validation data is used to evaluate the

performance of the model on data not observed during training, while the testing data is used to

evaluate the performance of the model after training. The RNN was trained using the Tensorflow

framework for up to 250 epochs, using early stopping on the R2 metric to avoid over-fitting

to the training data. The R2 metric, also known as the coefficient of determination, quantifies

the amount of variance in the dataset that can be account for by the model, with a score of 1.0

being perfect. Table 2.4 gives the testing performance of the GRU-based RNN over various

spike detection methods. One can see that the combination of NEO and RMS offers the highest

performance for both the validation and testing sets.
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2.6 Conclusion

This chapter investigated the efficiency of various potential spike detection techniques

for in vivo implantation. It was found that the non-linear energy operator (NEO)-based pre-

processing in combination with the root mean square (RMS) noise estimation outperforms other

state-of-the-art spike detection methods. It was shown that the combination of NEO with RMS

resulted in the highest F-Score when evaluated on the commonly employed WaveClus datasets.

The design and implementation of a 128-channel NEO and RMS-based spike detector in a

standard 180-nm CMOS process was presented. The synthesized NEO and RMS spike detector

was estimated to occupy 0.2 mm2 of silicon area and consume 4.9 µW of power from a 1.8 V

supply while operating at 800 KHz. It was shown that our design is among the most power, area,

and energy-efficient spike detectors. The designed and implemented spike detector was also

employed for neural decoding and it was found that the NEO and RMS-based detection also

offers the highest decoding performance across two different animal behavioral datasets.

2.7 Publications

The following article was published as an outcome of the research conducted in this

chapter: D. Valencia, P. P. Mercier, and A. Alimohammad, “In vivo neural spike detection with

adaptive noise estimation,” Journal of Neural Engineering, vol. 19, 046018, July 2022.
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Chapter 3

Neural Spike Sorting using Binarized Neu-
ral Networks
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3.1 Introduction

The human brain is composed of billions of neurons, communicating with one another

via electro-chemical processes. The brain is responsible for nearly all functional behavior

of the human body, from controlling the movement of limbs to regulating one’s breathing.

Neuro-degenerative diseases and spinal cord injuries can impede the brain’s natural ability to

communicate with the limbs and/or organs and hence, imposing severe limitations on patients’

bodily functions. Neuroscientists are keen on studying the behavior of neurons, how their

electro-chemical activities are correlated with one another, and exploring how to form alternative

neural pathways on a patient’s brain.

The brain’s neurons fire action potentials, also known as spikes, when their cumulative

input activity exceeds some threshold. The brain can then decode the spiking activity to control

the movement of a limb or muscles responsible for respiration. One approach to overcome

the degeneration of neural connectivity is to use brain-machine interfaces (BMIs) to form

alternative pathways for neural signals. In recordings preformed by large and dense multi-

electrode arrays (MEAs), an electrode may record combined signals from multiple neurons

nearby and background noise. Spike sorting is the process of separating the electrical activity of

individual neurons from noisy recorded signals [61]. Conventionally, spike sorting is performed

offline using a computer or a machine (i.e., in-silico). The recorded neural signal is first filtered

between 300 and 3000 Hz to remove background noise. Spikes are then detected from ambient

neural noise. Specific features of the spike waveforms are then extracted and used as inputs to a

clustering algorithm, which groups or classifies similar spikes belonging to specific neurons.

The hardware realization of accurate spike sorting systems allows neuro-scientists to

examine the spiking behavior of individual neurons. Recent hardware implementations of spike

sorting aim to perform the required neural signal processing algorithms either as a supervised

process, which requires some level of initial offline processing [62], or as a fully automated

unsupervised process [63] in real-time [63, 62, 64, 65, 66, 67, 68, 23, 69, 24, 22]. The designs
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which require pre-processing aim to reduce the computational complexity and hence, silicon area

and power consumption significantly, by performing a set of algorithms offline on a computer to

estimate the design parameters for the real-time operation of the in vivo spike sorting system.

To avoid heat-related tissue damage, the brain-implantable device is commonly realized using

extremely low-power application-specific integrated circuits (ASICs) [70]. Computational

acceleration of spike sorting using field-programmable gate arrays (FPGAs) have also been

reported [62, 63, 71, 72, 73].

In this chapter we present an efficient design and implementation of binarized neural

networks (BNNs) for real-time in vivo classification of neural spikes. In contrast to the con-

ventional artificial neural networks (ANNs), in which the weights and activation functions are

represented using real values, the BNNs utilize binarized weights and activation functions to

significantly reduce the memory requirements and computational complexity of the conventional

ANNs [74]. The learning process of the employed BNN is performed offline, which entails a

partially supervised spike sorting. Most neural signal processing systems involve some offline

processing [62, 63, 65, 23, 75, 76], which results in a more area- and power-efficient realization.

While a trained BNN offers classification for waveforms similar to those seen during initial

training, the BNNs can also offer generalization for spike sorting using alternative techniques

such as noise injection [77] and Dropout [78], which act as a form of regularization and leads

to low overfitting and greater generalization. This chapter introduces the application of BNNs

for spike sorting in an effort to significantly reduce the computational complexity and memory

requirement of the system, while utilizing an initial off-line parameter estimation.

The rest of this chapter is organized as follows. Section 3.2 briefly describes the spike

sorting process and the employed neural signal processing algorithms. Section 3.3 discusses

the fundamental operations of the BNNs and, for the first time, introduces their application for

real-time in vivo spike sorting. Section 3.4 presents the hardware architecture design of the BNNs.

The ASIC and FPGA characteristics and implementation results of the designed BNN-based

spike sorting system are presented and compared with those of the state-of-the-art realizations.
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The feasibility of the brain-implantable BNN-based spike sorting system for real-time processing

of neural signals is also discussed. Finally, Section 3.5 makes some concluding remarks.

3.2 Spike Sorting

Fig. 3.1 shows the system-level block diagram of a BMI. BMIs translate (decode) neural

signals recorded with a MEA [79] into commands for the direction of machines and a variety of

prosthetic devices and hence, restoring impaired neural signal pathways. In conventional spike

sorting systems, the spiking activity of neurons is first detected from the recorded, amplified,

and filtered neural signals combined with ambient noise. Spike detection is usually done in two

steps, pre-emphasis and thresholding. Pre-emphasis involves specific signal processing on the

neural signals, such as computing the absolute value [80], the non-linear energy operator (NEO)

[38], or the discrete wavelet transform (DWT) [81]. The thresholding step then compares the

neural signal, or the pre-emphasized signal, to a threshold value. A spike is detected when the

neural signal crosses an assumed threshold.
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Figure 3.1. The system-level diagram of a BCI.

After spike detection, spike alignment is performed such that each detected spike has

a common reference point (e.g., maximum amplitude or maximum energy) at the same sam-

ple number in the waveform [61]. For example, if a spike waveform is represented using 64

samples, the alignment index indicates which of the 64 samples holds the alignment feature.

34



Some commonly employed alignment features include the maximum slope, maximum abso-

lute value, or maximum value of the spike waveform. In the alignment process, the distance

between waveforms is commonly computed with the L1-norm (Manhattan distance) or L2-norm

(Euclidean distance). The reliability of the distance computation can be improved by ensuring

that the alignment feature is at the same sample index for all spikes. After spike alignment,

feature extraction (FE) is utilized to reduce the dimensionality of the spike waveforms so that the

characteristics of a spike waveform can be described using only a relatively small number of

features. If FE is not used and the spikes are clustered directly, for example in a 64-dimensional

space, a relatively large memory is required. However, it is far more efficient to interpret a two-

or three-dimensional clustering space when representing the spike waveforms using a relatively

small number of features, e.g., two or three, respectively.

The final step in the conventional spike sorting process is to group the extracted features

into disjoint clusters. Feature extraction, clustering, and classification are closely tied together.

The extracted features should be chosen such that the detected spikes originating from the same

neuron create an individual cluster. Regardless of a particular FE approach, the classification

process involves clustering of the features such that distinct features (and spike waveforms)

create different groups (clusters). Early clustering methods involved manually identifying the

clusters after extracting and plotting the features [61]. Two of the most commonly used clustering

methods are the k-means [82] and OSort [83] algorithms. The k-means clustering algorithm

begins by randomly defining k different cluster centroids. The data-points nearest to each cluster

centroids are assigned to that cluster and the cluster centroid for each cluster is updated as the

average of the cluster. One disadvantage of the k-means clustering algorithm, similar to the PCA

algorithm, is that it cannot operate in real-time because it requires a relatively large number

of data points to find the optimal cluster centroids. Even though recent improvements to the

k-means algorithm involve computing relatively accurate approximations of the cluster centroids

using a small number of data samples [84], the memory and computational requirements of

processing high-dimensional data, such as neural spike waveforms, are still not adequate for area-
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and power-constrained brain-implantable ASICs. Also, the number of clusters (NOCs) k is not

known apriori and requires supervision. In contrast, Osort creates the clusters on the fly by means

of comparing the new input feature vector to all existing cluster averages. If the distance of the

new feature vector is beyond the assignment threshold, a new cluster is created for that feature

vector. The clustering algorithm associates spike waveforms with the corresponding cluster that

the feature vector is assigned to. The OSort approach is thus attractive for hardware realization

[63] because it is both unsupervised (i.e., does not require pre-processing for the estimation

of cluster averages/centroids) and can cluster the spikes in real-time as spike waveforms are

detected and their features are extracted.

3.3 Binarized Neural Networks for Spike Sorting

ANNs mimic brain neurons’ activities with two key distinctions to traditional Von

Neumann architectures. Firstly, the computation is performed by a set of processing elements,

also referred to as artificial neurons (ANs), interconnected by weighted synapses. The processing

elements are loosely modeled after biological neurons, where the excitation of a neuron depends

on the activity of its pre-synaptic neurons. Secondly, the synaptic weights among neurons are

parameters that are obtained via a training process. Training an ANN mimics how a human brain

learns by example. An ANN consists of an input layer, zero or more hidden layers, and one output

layer with various number of ANs in each layer. For each AN in the hidden and output layers,

the weighted outputs from pre-synaptic neurons are accumulated and a non-linear activation

function is applied to the result. Commonly employed non-linear activation functions include

the sigmoid function fsigmoid(z) = 1
1+e−z , the hyperbolic tangent function ftanh(z) = 2

1+e−2z−1 ,

and the rectified linear unit fReLU(z) = z if z≥ 0, else z = 0, where z denotes the accumulated

weighted inputs to an AN [85]. Each AN may have a bias b, which essentially adds a lateral

shift to the activation function and effectively tunes how easily or difficult it is to produce an

excited output. The parameters of a neural network, including weights, biases, the number of
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hidden layers, and the number of neurons in each hidden layer, are adjusted during training. The

numerical resolution of the weights and biases, as well as the number of neurons in the hidden

and output layers, pose a constraint on the overall memory requirement of the ANN. The impacts

of reducing the parameter resolution on the training and performance of ANNs have been studied

in [86, 87].

Deep neural networks (DNNs) employ a relatively large number of hidden layers and

have been used in a variety of machine learning applications, from image and pattern recognition,

self-driving vehicles, to medical experimentations for diagnosing diseases. The challenge with

the efficient hardware implementation of DNNs for extremely area- and power-constrained

applications, such as brain-implantable devices, lies in the relatively large number of parameters

for storage. For off-line realizations, this constraint is not crucial due to the availability of storage

on conventional workstations.

We have previously employed ANNs for spike sorting [64]. This chapter aims to further

reduce the overall logical resource and memory requirements of the implemented spike sorting

system. In a notable effort to reduce the memory requirement of DNNs, a method for the

binarization of weights and activation functions was presented in [74]. The binarization is given

as:

kb = sign(k) =

 +1 if k ≥ 0,

−1 if k < 0.
(3.1)

where kb denotes the binarized value of k and sign denotes the sign function. As opposed to

the traditional ANNs that often employ biases in the activation function, BNNs do not add a

bias to the weighted inputs since it will cancel the binarization. The binarization of the learned

parameters and the activation functions dramatically reduces the amount of memory required for

BNNs. For example, consider a network topology of 784–512–10 with 784 input neurons, 512

neurons in the hidden layer, and 10 output neurons. The number of weight parameters for this

topology is 406,528. If the weight values for a traditional ANN are stored using 8 bits, the total

memory requirement is 3.25 MB, whereas the memory requirement for a BNN with the same
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network topology is only 406 kbits. Even if the weights are stored using two-bit signed integers,

i.e., 112 and 012 for -1 and +1, respectively, the memory requirement is 812 kbits, which is far

less than that of the ANN. Moreover, the required storage for representing the neurons’ outputs

is considerably smaller for the BNNs.
{
a
) 1 

��-�--�-�

'*.

"'

L

�

m 

0.95
I.;

::,

u 

u 

(a

c: 0.9
0. ....  
.... 

(a

u . ....  

� 0.85
U) 

.!!! 

(.)

0.1 

• Oneh ot 

��.ai� ...... Binary

0.2 0.3

Noise level

0.4

{
c
) 1 

�-�--�--�

�

L

�m 0.9
s 

u 

u 

(a

c: 0.8 
0..... 
....

(a

u . ....  

� 0.7
U) 

.!!! 

(.)

• Onehot

t Binary

0.6 �����������

0.05 0.1 0.1 5  0.2 
Noise level

{
b
) 1 

�-�--�-�

�

�

m 0.95
I.;

::,

u 

u 

(a

c: 
0.9 

0. .... 
...

(a

u 
. .... 

� 0.85
U) 

.!!! 

(.)

• Oneh ot 

t Bi
nary

0.8 ������ �����
�05 �1 �1 5 � 2  

Nois e  le vel

{d) 

1 �- �- -�- �

�

L

�m 

0.9 

s

u 

u 

(a

c: 
0.8 

0. ....  
.... 

(a

u ..... 

� 
0.7

U)

.!!! 

(.)

• On ehot

t Binary

0.6 ��� ��� ����� 

0.05 0.1 0.1 5 0.2 
Noise le vel

Figure 3.2. Classification accuracy of the BNN for the (a) Easy1, (b) Easy2, (c) Difficult1, and
(d) Difficult2 datasets using the one-hot and binary encoding schemes.

The accuracy of various BNNs have been assessed using standard datasets, including

MNIST, SVHN, and CIFAR-10, and it was shown that the accuracy of the BNNs is comparable

with those of the state-of-the-art classifiers [88]. To train the BNNs for spike sorting, we use

the datasets in [89] and quantify the accuracy of the sorting process. The datasets consist of

simulated waveforms which differ based on the differentiality of the spike shapes (Easy and
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Difficult) for various noise levels. Each dataset offers three distinct spike shapes. The spike

shapes were randomly chosen from 594 spike shapes in a real neural signal database. Then,

background noise was added to the spike waveforms with the noise standard deviation levels

within [0.05, 0.2], and up to 0.4 for the Easy1 dataset, relative to the spike amplitude. The

signal-to-noise ratios (SNRs) of the datasets are between -31.69 dB and -27.39 dB. Each dataset

includes various ground truth information, such as the time of spike events, which indicates

the particular spike shape (or spike class) that occurred at that time. The input to the BNN

is a 64-sample aligned spike waveform and the three one-bit outputs of the BNN indicate the

spike class that the input spike belongs to. For the binarized outputs of the network, two output

encodings of one-hot and binary are utilized. The employed BNN topology is 64–5–n, i.e., 64

inputs, 5 neurons in a hidden layer, and n neurons in the output layer, where n is either equal to

C for one-hot encoding or ceil
(

log2C
)

for the binary encoding, where C denotes the number

of spike classes (three in our designed and implemented BNN classifier) and ceil denotes the

ceiling operator.

The Python Larq framework [90] is used to train the BNNs. The Adam optimizer with

the default parameter values of learning rate = 0.01, β1 = 0.9, β2 = 0.999, ε = 1e-07, is used to

train the BNNs for 250 epochs. For the dataset in [89], the training data consists of 2460 spikes

and their corresponding spike classes. The data is divided into 70% for training and 30% for

testing. The data is distributed such that each of the spike classes in the dataset appears in equal

numbers and hence, the network is trained using a balanced dataset. The spike classes, which

are given as integers in the original dataset, are converted into row vectors indicating the target

outputs for the given training spikes with the desired output encoding mode. For example, if

the spike class is 3, the one-hot encoded row vector denotes 0012, i.e., the third output neuron

should produce a one. Similarly, the binary encoded output is given as 112. Because the sign

function only results in outputs -1 and 1, the zeros are mapped to -1. So, a spike class of 3 is

mapped onto row vectors [-1 -1 1] and [1 1] for the one-hot and binary encoding, respectively.

Figs. 3.2(a–d) show the classification accuracy of the trained BNN using the one-hot and
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binary encoding schemes, over the Easy1, Easy2, Difficult1, and Difficult2 datasets, respectively.

One can see that for most cases, the binary output encoding outperforms the one-hot encoding.

The classification accuracy degrades with increasing the noise level for both encoding schemes,

however, utilizing the binary encoding, the accuracy of the BNN is less susceptible to increases

in the noise level over all the datasets compared to utilizing one-hot encoding. The median

classification accuracy of the one-hot encoded BNNs are 0.96, 0.91, 0.78, and 0.78, while for

the binary encoded BNN are 0.98 0.96, 0.89, and 0.82, for the Easy1, Easy2, Difficult1, and

Difficult2 datasets, respectively. Table 3.1 gives the average classification accuracy of the BNN

employing two encoding schemes over four different datasets and various noise levels. One can

see that for the employed datasets, the binary encoding provides greater average accuracy.

Table 3.1. The average classification accuracy of the BNN employing two encoding schemes
over four different datasets and various noise levels.

Dataset Encoding method Classification accuracy (%)
C Easy1 One-hot 92

Binary 95.25
C Easy2 One-hot 89.5

Binary 94.5
C Diff1 One-hot 76.5

Binary 87.75
C Diff2 One-hot 76.75

Binary 82

We also trained the BNN using two other datasets, a multi-unit activity dataset [91]

and a real human dataset [28]. A multi-unit activity is defined as the aggregate response of

multiple single-units near the tip of an electrode. The multi-unit dataset was created to more

accurately model the realistic conditions of recorded neural signals using a relatively dense MEA.

The background noise was modeled by the superposition of the spiking activity of extracellular

neurons. The five defined multi-unit datasets have varying amplitudes for the single-unit activities

and have different spike firing rates. For classification, the datasets have three possible spike

shapes: two distinct single-unit waveforms and a set of multi-unit waveforms. The average

median classification accuracy for the one-hot encoded BNN is 0.76 and for the binary encoded
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BNN is 0.81 over the multi-unit datasets 1 – 5. Again, the binary output encoding shows a better

classification accuracy than the one-hot encoding. Because the binary encoding can cause output

neurons to produce the same output value for different types of spike waveforms, this can be

used as a form of regularization for the network during training.

The real human dataset is a recording from the temporal lobe of an epileptic patient.

Because verified spike times and spike classes were not included in the real human dataset, we

use the OSort algorithm to cluster a subset of the spike waveforms, which then converged to

four distinct clusters. The cluster assignments were used to train the BNN using a subset of the

spike waveforms. The BNN was then evaluated using the remainder of the spikes in the dataset.

The classification accuracy of the BNN on the real human dataset was 0.72 and 0.88 using the

one-hot encoding and the binary encoding schemes, respectively.

Some spike sorting systems employ feature extraction to reduce the dimensionality of the

spike waveforms [65, 68, 23, 22]. To compare the sorting accuracy of the BNN-based classifier

when using detected spike waveforms and a reduced feature space, we employed zero-crossing

features (ZCFs) given as [92]:

ZC1 =
K1−1

∑
n=0

s(n), ZC2 =
K2−1

∑
n=C

s(n),

where K1 denotes the zero-crossing point in the spike waveform and K2 denotes the number

of samples in the spike waveform s(n). ZC1 and ZC2 denote the areas under the positive and

negative portions of the spike waveform, respectively. They reduce the dimensionality of the

spike feature space by 96%. The ZCF would require two additional accumulators to compute

ZC1 and ZC2 and the network topology becomes 2–5–3 for the one-hot encoding and 2–5–2

for the binary encoding, resulting in the weight memory requirements of only 25 bits and 20

bits, respectively. The dimensionality reduction of the network input and the weight memory

requirements comes at the significant loss in classification accuracy (around 65% and 36% for the

binary and one-hot encoded outputs, respectively). It is also shown that increasing the number of
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hidden layers and the number of ANs in a layer yielded negligible performance improvement.

Therefore, we do not incorporate feature extraction in our designed spike sorting system.

3.4 BNN Hardware Architecture

Fig. 3.3 shows the top-level block diagram of the designed BNN-based spike sorting

system using the NEO-based spike detector [62], the maximum amplitude spike alignment,

and the BNN-based spike classifier. Because our goal is to reduce the silicon area and power

consumption of the spike sorting circuit for real-time in vivo realization while achieving an

acceptable level of sorting accuracy, we choose to use the NEO-based detection technique as

it imposes less computational complexity than computing the DWT, yet providing improved

accuracy over the absolute value method of pre-emphasis. This is primarily because the NEO

algorithm derives its threshold value based on the probability of false alarm, whereas the threshold

value in the absolute method is not adaptive to real-time characteristics of the neural signal. It

was shown in [93] that in cases where the signal-to-noise ratio (SNR) was relatively high, the

absolute value method is as accurate as NEO for spike detection. However, NEO outperforms

the absolute value method when the SNR is low.

ψ(x[n]) max(x[n])

Spike
ID

 

Neural Signal

Weight

NEO
Detection

Amplitude
Alignment

BNN
Classifier

Figure 3.3. The top-level block diagram of the BNN-based spike sorting hardware.

The block diagram of the BNN-based spike classification module is shown in Fig. 3.4.

The aligned spike waveform is stored in the shift register SW ShiftReg. To accommodate the

aligned spikes, the depth of SW ShiftReg is set to 64 and each of the registers is 10 bits wide.

The main processing units are the hidden layer processing units (HPUs) and the output layer

processing units (OPUs). Once the aligned spike is received, the control unit begins to read values
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Figure 3.4. The block diagram of the designed BNN-based spike classification module.

from the weight memory Binary Weight RAM (BWRAM) into the HPU. To avoid using two bits to

represent the values -1 and 1, a zero output of the sign function denotes a positive sign bit and

correlates to a +1 output. Similarly, a one output of the sign function denotes a negative sign bit

and correlates to a -1 output. Because the weights are constrained to -1 or +1 during the forward

propagation, the accumulation of gradients is also constrained to the range between -1 and 1

during the training process. The width of the BWRAM is equal to the number of hidden layer

nodes nH = 5 and its depth is equal to the number of samples used to store the spike, i.e., 64.

The BWRAM is implemented using the SRAM standard cells. The synaptic weights between the

hidden layer and the output layer are stored in a 15-bit output weight register OWR. The number

of bits stored in OWR is equal to the product of the number of hidden layer neurons nh and the

number of output layer neurons nO. For our designed network topology with 64 inputs, 5 hidden

layer neurons, and 3 output neurons, the synaptic weight memory is only 335 bits. Compared to

our template matching (TM)-based spike classifier in [62], which requires 3072 bits of storage

for three templates, the designed BNN-based spike classifier requires 89% less storage.

The block diagram of the HPUs is shown in Fig. 3.5. It consists of a two’s complement

unit, to negate the spike samples, and an accumulator. Since the spike inputs are real-valued

and the weights associated with the synaptic connections may or may not change the signs of

the spike samples, the hidden layer needs to accumulate non-binary input values. The weight

values read from the BWR determine whether the value that is accumulated is the negated spike
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sample value or the original value for the weight 1 or 0, respectively. The control signal AccRST

is used to reset the accumulator registers. The WI.WF denotes the integer and fraction lengths of

the accumulation registers, respectively. The sign function is implemented by passing the most

significant bit of the accumulating registers to the output. To process all nh hidden layer neurons

in one clock cycle, the HPU consists of nh sets of multiplexers and accumulators, producing nh

bits at its output.

Two’s
Comp.

Spike
Sample

Weights

+ + + 
0

1

01AccRST

0

DDD

Hidden Layer 
Output

WI.WF = 8.12

nh
nh

nh
nh

10
nh

nh = 5

Figure 3.5. The block diagram of the hidden layer processing units.

Fig. 3.6 shows the block diagram of the output layer processing units. It consists of an

array of nO XOR gates, majority functions m(X), where X denotes the outputs of the XOR arrays,

and a set of inverters. The XOR arrays are effectively used to perform the bitwise multiplication

between the outputs of the HPU and the weight values stored in the OWR. The output of each

XOR array is nh bits wide and the majority function m(X) is used to determine whether the nh

bits contain more ones than zeros. For our designed BNN, since nn = 5, m(x) = 1 when at least

three of the bits in X are one. The set of inverters is only used when the one-hot encoding is

employed, in which case the value of each output bit corresponds to the presence or lack of a

particular spike class at that time.

To assess the accuracy of the designed BNN classifier over varying number of clusters,

we employed the datasets from [94], which contains 95 simulations of neural signals with three

to twenty clusters. The classification accuracy in Fig. 3.7 shows that the designed BNN with

only five ANs in the hidden layer can reliably sort the activity of up to 12 single units with the

binary encoding scheme. When utilizing the binary encoding scheme, the NOC is limited to a
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Figure 3.6. The block diagram of the output layer processing units (OPUs).
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Figure 3.7. Classification accuracy of the BNN utilizing the one-hot and binary encoding
schemes for varying numbers of clusters.

maximum of 2no−1, where no denotes the number of ANs in the output layer. Thus, the designed

BNN-based spike sorting system with no = 3 can sort up to seven clusters. The memory size of

the one-hot encoded BNN can be given as (64×nh)+(nh×NOC), where 64 is the number of
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Figure 3.8. The chip layout of the designed BNN-based spike sorting system.

Table 3.2. The ASIC characteristics and implementation results of various spike sorting systems

Design Ours [63] [62] [64] [65] [66] [67] [68] [23] [69] [24] [22]
Algorithm BNN OSort TM ANN FE OSort OSort FE FE TM FE FE*
Number of 3–7 3 3 3 – 3 3 3 4 3 3 6

clusters per channel
Classification accuracy 0.91–0.90 0.87 0.90 0.98 0.77 0.75 0.93 0.84 0.85 0.93 0.86 0.92

Data rate reduction 2000× 1600× 3200× 1866× 11× 240× 278× 240× – – 257× –
Supervised Y N Y Y Y N N N Y N N N

Technology (nm) 180 32 45 32 90 65 45 45 130 40 65 65
Core voltage (V) 1.8 1.16 0.25 0.7 0.55 0.27 – 1.1 1.2 1.1 0.54 1

Operating frequency (kHz) 24 24 24 20 4000 480 56 960 160 500 3200 30
Area per channel (mm2) 0.33 2.57 0.30 0.009 0.06 0.07 0.07 2.7 0.023 0.0175 0.003 0.09
Power per channel (µW) 2.02 2.78 0.064 1.04 2 4.68 10.3 20 0.75 19 0.175 0.181

Scaled area
per channel (mm2)* 0.33 102.8 5.7 0.36 0.396 0.84 1.33 51.3 0.066 0.473 0.036 1.08

Scaled power
per channel (µW)* 2.02 8.849 6.04 15.04 56.89 671.61 – 57.99 1.86 56.8 6.28 1.06

* Scaled to a 180-nm CMOS technology with a 1.8V supply voltage, as defined in [47]. Our implementation results are highlighted.

samples in a spike waveform and nh denotes the number of ANs in the hidden layer. The memory

size of the binary encoded BNN can be given as (64×nh)+(nh× ceil[log2(NOC)]). Because

the binary-encoded BNN is able to represent a wider range of output values using fewer ANs in

the output layer, it lowers the number of hidden-to-output layer weights. Moreover, the binary

encoded BNN offers a greater accuracy for different number of clusters and over varying noise

levels. Compared to the other state-of-the-art spike sorting systems, offering up to six clusters

per channel, the designed BNN-based spike sorting system can classify up to 20 clusters.

The training time for large-scale and deep neural network models could be considerable,

however we found that since our model is relatively small, increasing the NOCs, which increases
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the number of ANs in the output layer, has a relatively small impact on the training time. However,

the training time for the estimation of the binary weights is directly related to the number of

training examples, the number of training epochs, and the number of training iterations. The

off-chip training time of our in vivo BNN-based spike sorting system ranges between 250 ms

and 400 ms for 10 iterations of training with 50 epochs per iteration.

We have implemented our BNN-based spike sorting system in a standard 180-nm TSMC

CMOS process. The chip layout of the BNN-based sorting system is shown in Fig. 4.8, which

is estimated to occupy 0.33 mm2 of silicon area. We previously designed and implemented the

NEO-based spike detection and spike alignment units for our TM-based spike sorting system and

the parallel OSort-based real-time spike sorting system in [62] and [63], respectively. Synthesis

was performed using Synopsys Design Compiler and the place-and-routing was performed

using Cadence Innovus. After routing and static timing analysis, the power was estimated by

simulating the layout with the datasets from [89]. A variable change dump file was used to more

accurately estimate the switching activity in Innovus. It was estimated that the BNN-based spike

sorting chip will consume 2.02 µW from a 1.8 V supply while operating at 24 kHz.

A commonly used metric for quantifying the classification accuracy of spike sorting

realization is the F-score metric [95] and is given as F = 2TP
2TP+FP+FN

, where TP, FP, and FN denote

the number of true positive, false positive, and false negative classifications, respectively. True

positives are defined as spikes that are detected, classified, and exist in the reference dataset. A

true positive is verified by finding the spike waveform in the reference dataset as well as the

time of detection. A false positive is a spike that is detected and classified, but does not exist

in the reference dataset. A false negative is a spike that exists in the reference dataset, but is

not classified by the spike sorting system. Our ASIC implementation of the BNN-based spike

sorting system achieve the average F-Scores of 0.96, 0.94, 0.86, and 0.86 for the Easy1, Easy2,

Difficult1, and Difficult2 datasets, respectively. The F-scores for the multi-unit datasets 1–5

are given as 0.94, 0.83, 0.89, 0.84, and 0.96, respectively. The F-scores for the datasets from

[94] with three to seven NOCs are given as 1.0, 0.98, 0.97, 0.96, and 0.95, respectively. The
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F-score cannot be computed for the real human dataset due to the lack of the ground truth. The

designed ASIC classifier is a bit-true realization of the fixed-point software model and hence,

their F-scores are equivalent.

Table 3.3. The characteristics and implementation results of various spike sorting systems on
FPGAs

Work Algorithm Device WL.WF Regs. LUTs. BRAMs DSP48s. Max. Freq. Clustering Sorting
(MHz) Latency Accuracy

Ours BNN Artix-7 16.11 267 (0.1%) 314 (0.3%) 2 (0.27%) 0 (0%) 125 0.51 µs 93%
[63] OSort Virtex-6 16.11 8444 (2%) 16472 (9%) 29 (4%) 130 (9%) 123 0.26 µs 87%
[71] OSort Virtex-5 16.8 16245 (27%) 23567 (40%) 63 (25%) 29 (4%) 100 11.1 ms –
[62] TM Virtex-6 16.11 4880 (1%) 6635 (3%) 0 (0%) 5 (0.6%) 122 0.55 µs 90%
[72] TM Virtex-6 20.0 29000 (6%) 190000 (83%) 24 (6%) – – 2.65 ms –
Ours* BNN Zynq-7000 16.11 124 (0.05%) 147 (0.12%) 0 (0%) 0 (0%) 263 0.24 µs –
[73] OSort Zynq-7000 16.0 12150 (11%) 14037 (16%) 102 (72%) 120 (54%) 101 179.4 µs –

Our implementation results are highlighted.

Various ASIC implementations of spike sorting systems have been previously reported

[63, 62, 64, 65, 66, 67, 68, 23, 69, 24]. Table 4.3 gives the characteristics and implementation

results of various state-of-the-art spike sorting systems. Our designed and implemented BNN-

based spike sorting system is able to classify single units of up to seven clusters. In [63] we

designed and implemented a parallel OSort-based spike sorting system in a standard 32-nm

CMOS process. In [62] we implemented the TM-based spike sorting ASIC using three templates

in a 45-nm CMOS process. In [64] we implemented an ANN-based spike sorting system. The

ANN consists of one hidden layer neuron and three output layer neurons, all of which utilize

the ReLU activation function. The work in [65] performs NEO spike detection, aligns detected

spikes to maximum derivative, and implements FE via discrete derivatives. Their design consists

of four 16-channel modules which produce either aligned spikes or feature vectors, but does not

perform real-time classification of the detected spikes. The work in [66] uses the absolute value

detection scheme and implements the OSort clustering algorithm for a single 16-channel module.

Similar to [66], in [67] spikes are first detected using a voltage threshold. Detected spikes are

then aligned to a maximum absolute amplitude and OSort-based clustering was utilized. The

work in [68] performs single-channel spike sorting using the NEO-based detection, maximum

amplitude alignment, and FE using discrete derivatives. It supports an unsupervised learning
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process, similar to the OSort-based systems. The work in [23] presents a multi-channel spike

sorting ASIC based on FE. The design in [69] presents a multi-channel TM-based spike sorting

ASIC with a built-in OSort learning system. The work in [24] presents a multi-channel spike

sorting processor based on the integer coefficient FE and clustering. Finally, the work in [22]

presents the ASIC implementation of a dictionary learning-based feature extraction. Similar to

the BNN approach, the dictionary values are constrained to the ternary set of [-1, 0, +1] and no

multiplications are required. Note that the authors only list the ASIC implementation results

for the feature extraction module, which are denoted as “FE*” in Table 4.3. The spike sorting

systems, which employ unsupervised learning, support real-time clustering/classification of

detected spike waveforms. However, the TM-based and BNN-based sorting systems that require

pre-processing of the neural recording in order to generate the template waveforms and BNN

weights, respectively, require significantly less storage and reduced computational requirements,

while achieving comparable sorting accuracy. The ASIC designs in [65, 66, 23, 69, 24] are

multi-channel systems and, for a fair comparison, the area and power consumption results

for single-channel sorting systems are given in Table 4.3. During spike sorting operation, the

sampling rate is 24 kSamp/sec. Each sample is represented using 10 bits, which results in an

input bitrate of 240 Kbps. With an average neuron spiking rate of 40 spikes per second [96] and

representing the BNN output classification with 3 bits (one bit per neuron in the output layer), the

output bit rate is reduced to 120 bps. This results in a 2000 times data rate reduction compared

to the input sampling rate. Since the energy required to transmit one bit of data is approximately

3 nJ [97], this results in a wireless transmission power of about 360 nW. Therefore, the total

power of our ASIC chip is 2.36 µW with the power density of 7.15 µW/mm2, which satisfies

the tissue-safe requirements for brain implantable devices [98].

For a fair comparison of the ASIC implementation results across different CMOS tech-

nologies and supply voltages, we have also reported the power consumption and area utilization

of the previously published work scaled to 180-nm technology as presented in [47]. As given in

Table 4.3, the BNN-based spike sorting system requires a smaller silicon area and consumes less
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power, while providing comparable sorting accuracy. Our TM-based spike sorting ASIC [62]

and the OSort-based clustering system [63], as well as the work in [67, 68, 69, 24], have utilized

the same reference datasets from [89] to quantify the accuracy of their sorting system. The work

in [65] uses both synthetic data and real data, but the synthetic data differs from the one used

in [89]. The work in [66] and [23] both use real neural data for evaluating the accuracy of their

spike sorting systems.

Compared to the OSort clustering, in which the algorithm can adapt to signal variations

in real time, such as electrode drift or increases in noise levels, the BNN-based clustering does

not offer run-time adaptability. Nevertheless, compared to the other supervised approaches that

require pre-processing for parameter estimation, such as TM-based spike sorting, the BNN can

employ various optimization schemes during training to create a generalized and robust network

model that reduces overfitting [99]. For example, the training dataset can be augmented by

additional data with increased noise levels to improve the robustness of the BNN model [77]. An

alternative approach to diminish overfitting is to introduce Dropout among layers of the BNN by

removing some synapses during training and hence, forcing the network model to “space out”

it’s weighting of parameters [78].

Our BNN-based spike sorting system is portable and designed for FPGA and ASIC

realizations. Both ASIC and FPGA implementations were tested and achieved the same sorting

accuracy. Table 3.3 gives the characteristics and implementation results of various state-of-the-art

spike sorting systems implemented on FPGAs. In Table 3.3, for a fair comparison, we list the

implementation results for the designed BNN-based spike sorting system using similar FPGA

devices. One can see that the unsupervised Osort-based implementation requires considerably

more reconfigurable resources than that of the TM-based and that of the supervised BNN-based

sorting systems. The design in [71] presents an FPGA implementation of OSort, which was

designed for high-performance processing of recorded neural data on a workstation. The reported

latency of 11 ms was assumed based on a 24 kHz sampling frequency, which implies the worst

case sorting latency of 266 clock cycles. The work in [72] presents the hardware implementation
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of a bayes-optimal TM-based spike sorting system. While the maximum operating frequency of

their design was not reported, their sorting latency was given as 53 clock cycles, which is slightly

less than that of our design at 64 clock cycles. Since the work in [73], which uses the OSort

algorithm for real-time clustering of spikes, only presents the FPGA implementation results for

the clustering and classification modules, for a fair comparison the FPGA implementation results

of the designed BNN classification module are given separately and denoted by “Ours*” in Table

3.3. Note that the classification latency of the OSort-based implementation in [73] is 18,127

clock cycles while the classification latency of our BNN-based classification module is only 64

clock cycles.

3.5 Conclusion

This chapter presented that the binarized neural networks (BNNs) can be efficiently

used for real-time in vivo spike sorting, while significantly reducing the memory requirement

and computational complexity of the system compared to the other state-of-the-art realizations.

Our ASIC implementation results confirmed that a relatively small BNN can be used for brain-

implantation due to its small silicon area and its low power consumption, while providing reliable

sorting accuracy for varying numbers of clusters.

3.6 Publications

The following article was published as an outcome of the research conducted in this

chapter: D. Valencia and A. Alimohammad, “Neural spike sorting using binarized neural

networks,” IEEE Transactions on Neural Systems and Rehabilitation Engineering, vol. 29, pp.

206 – 214, December 2020.
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Chapter 4

Partially Binarized Neural Networks for
Efficient Spike Sorting
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4.1 Introduction

The ability to efficiently record and decode neural signals is of vital importance towards

the rehabilitation of patients with various neurodegenerative diseases, including Alzheimer’s

and Parkinson’s. A brain-machine interface (BMI) translates neural activities into commands

for controlling external devices. For example, in [11] neural activity associated with imagined

handwriting is used to convert the brain’s activity into text. Also, in [100], neural signals

were used to enable patients to synthesize speech directly from their thoughts. The algorithms

employed for accurate neural decoding typically process spike trains, which represent the action

potentials (or spikes) of individual neurons over time [10].

Spike
Trains

Alignment

Classification

Neural 
Signals

Electrode 
Array Spike 

detection

Feature 
extractionDecoding

Commands

Figure 4.1. The block diagram of a BMI system employing spike sorting.

For greater spatial resolution and decoding performance, neural activities are first

recorded by a multi-electrode array (MEA), which consists of intracortical electrodes capa-

ble of recording neural spikes from a relatively large number of neurons, in the order of hundreds,

simultaneously. The recorded raw signals are then amplified and filtered into the frequency bands

of interest. While each electrode records voltage signals fired by a neuron, or single-unit activities

(SUAs), it also records spikes from neighboring neurons, or multi-unit activities (MUAs). Spike

sorting, which is the process of associating recorded spikes to individual neurons is of prime

importance for reliable neural decoding [61]. Spike sorting can be viewed as a clustering process

where action potentials fired from a particular neuron with similar waveforms are grouped

together. Spike sorting is conventionally performed over four steps, as shown in Fig. 4.1: (i)

spike detection, (ii) spike alignment, (iii) feature extraction, and (iv) clustering. Spike detection

involves detecting the spiking activity of an ensemble of neurons from the background noise.
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Alignment is the process of ensuring that each detected spike waveform is aligned to a particular

metric, such as the maximum amplitude. Feature extraction (FE) is optionally used to reduce the

dimensionality of spike waveforms by describing them using a relatively small set of features.

Finally, clustering involves grouping similar spike waveforms and creating disjoint clusters

of spike features, which identifies spikes originating from individual neurons. The clustering

process also yields spike timings for each neuron that are subsequently used by the spike decoder

to translate the generated spike trains into commands for controlling or communication with an

external device [101].

While some designs implement spike sorting algorithms offline on a computer [65],

some realizations based on template matching [62], neural networks [64, 102], and decision

trees [23] employ offline estimation of parameters for in vivo sorting. Some techniques instead

implement unsupervised learning algorithms in vivo to sort the detected spikes into clusters in

real-time. For example, OSort creates and manages clusters as new spikes/features are made

available [63, 67, 68, 69, 66], while k-means clustering iteratively updates cluster centroids

using a set of training spikes/features. Due to advances in digital signal processing, the state-of-

the-art brain-implantable spike sorting systems employ on-chip unsupervised learning, which

inevitably leads to increased circuit area and power consumption. In our earlier work in [102], we

reduced the power consumption and the silicon area of the spike sorting circuitry by designing a

binarized neural network (BNN) for classifying spike waveforms using only bit-wise operations

and employs an offline training for weight estimation. Unfortunately, the BNN-sorted spike

waveforms are more susceptible to noise due to their higher dimension compared to the extracted

features of spike waveforms. In this chapter, feature extraction is first applied to spike waveforms

to reduce the dimensionality to only a few fundamental features. To improve classification

performance compared to BNNs, we propose a partially binarized neural network (PBNN),

which is less susceptible to noise while requiring fewer overall parameters for sorting. To

the best of our knowledge, this is the first work employing a PBNN for neural network-based

classification of feature vectors.
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The rest of this chapter is organized as follows. Section 4.2 discusses the efficiency of

various candidate feature extraction algorithms for hardware realization. Section 4.3 reviews

the operation of PBNNs, presents their application in classifying extracted feature vectors, and

discusses the accuracy of the proposed PBNN-based spike sorting system. The characteristics

and implementation results of the designed spike sorting system are presented and compared

with those of the state-of-the-art realizations in Section 4.4. Finally, Section 4.5 makes some

concluding remarks.

4.2 Efficiency of the Feature Extraction Methods

The principal component analysis (PCA) [61] and independent component analysis (ICA)

[103] are two commonly employed feature extraction benchmark algorithms. Usually the first

few principal components are the ones with the highest variations and hence, the dimensionality

of a spike waveform can be reduced significantly. However, PCA has two fundamental limitations

that hinders its feasibility for the in vivo implementations. Firstly, PCA requires a relatively

large number of detected spikes to find the orthogonal basis vectors, which prevents its real-

time realization. Secondly, the computational complexity of the PCA makes it impractical for

extremely low-power brain-implantable devices [104]. Even though ICA outperforms PCA for

signals with a relatively high noise level [105], ICA is also computationally-intensive and is

unrealistic for in vivo implementations.

A number of more computationally-efficient feature extraction algorithms have been

reported. For example, zero-crossing features (ZCFs) [92] are given as:

ZC1 =
K1−1

∑
n=0

s[n], ZC2 =
K2−1

∑
n=K1

s[n],

where s[n] denotes the detected spike waveform, K1 and K2 denote the zero-crossing point and

number of samples in the waveform, respectively, and ZC1 and ZC2 denote the accumulated

energy of the neural signal before and after the zero-crossing point, respectively. Similar to the
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zero-crossing features, the integral transform (IT) algorithm [106] has found applications in

neural spike feature extraction. The IT features are given as:

IA =
1

KA

nA+KA−1

∑
n=nA

s[n], IB =
1

KB

nB+KB−1

∑
n=nB

s[n],

where nA and nB denote the first sample of the positive and negative phases, respectively, and KA

and KB denote the total number of samples in the positive and negative phases, respectively. One

notable weakness of the IT algorithm is that the indeces nA and nB are not known a priori and

finding them requires analysis of the spike waveforms, which imposes additional latency and

is undesirable for real-time spike sorting. The minimum delimitation (MD) feature extraction

algorithm [107] is relatively computationally-efficient and is given as:

MD1 =
M

∑
n=1

s[n], MD2 =
K

∑
n=M+1

s[n],

where M denotes the index position of the minimum value and K denotes the number of samples

in the spike waveform. The ZCF, IT, and MD feature extraction algorithms commonly represent

the spike waveforms using two features and hence, significantly reduce the memory requirement

of the subsequent clustering module at the cost of a relatively small FE hardware. Some

realizations may utilize more than only two features by including more details of the spike itself,

such as the index of the minimum or maximum point.

Another class of the FE algorithms are based on the discrete derivatives (DD), which can

be considered as a simplified discrete wavelet transform [108]. The DD algorithm computes the

slope of the spike waveforms at different scaling factors δ and can be written as:

DDδ [n] = s[n]− s[n−δ ].

Various combinations of different scaling factors can be utilized for constructing the feature

space. For different scaling factors, some key features of the spike waveform, such as the positive
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peaks, negative peaks, and peak-to-peak amplitudes are accentuated. For neural spike sorting,

four variations of the DD algorithm have been studied: the maximum difference test (DD-MDT)

[93], the first and second derivatives (DD-FS) [109], DD with uniform sampling (DD-US) [65],

and DD with two-extrema sampling (DD-2Ex) [110]. The DD-MDT, which is considered a

simplified version of the Lillefors Test [111], extracts the multimodal coefficients of each scaling

factor. The DD-FS algorithm computes the first and second derivatives of the spike waveform to

accentuate its geometric characteristics. Specifically, the first derivative can be used to interpret

the variations of the spike waveform’s gradient, while the second derivative emphasizes its

low frequency characteristics. The DD-US algorithm involves computing the DD with three

different scaling factors and downsampling of the DD waveforms at even intervals. The DD-2Ex

algorithm creates the DD waveforms with two different scaling factors and extracts the minimum

and maximum values for the two DD waveforms, representing a spike waveform using four

features. Among the FE algorithms that are feasible for efficient online implementation, the

notable algorithms are the MD, DD, and ZCF. It has been shown in [110] that DD-2Ex is a good

candidate for feature extraction due to its immunity to noise and its tolerance for similar-shaped

spike waveforms, the DD-2Ex with scaling factors δ = 3,7 performs the best based on its

computational complexity, performance, and 16 times dimensionality reduction from m = 64

spike waveform samples to n = 4 features.

4.3 Partially Binarized Neural Networks

To map the newly extracted spike’s feature vector to a particular spike class in real-time,

we propose to utilize a neural network-based classifier. The computation of neural networks is

performed by a set of processing elements, so-called artificial neurons (ANs), which interact

with one another through weighted connections (synapses). The synaptic weights control how

the network responds to specific input stimuli. The accumulated weighted input activities, either

from network input or from pre-synaptic ANs, is passed to a non-linear activation function to
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produce the AN’s output [85].

The size of networks and the numerical resolution of the synaptic weights and activation

functions pose a strict limitation on the types of networks that can be used for extremely area-

and power-constrained brain-implantable applications. Binarized neural networks (BNNs) have

been introduced to significantly reduce the computational complexity and memory requirements

by performing simple binary operations [74]. The binarization kernel is given as kb = sign(k),

where kb will be 1 for positive values of k and −1 otherwise.

It has been shown that using the binarization kernel at the input and output layers reduce

the model’s accuracy compared to binarizing only the hidden layers [88]. By performing feature

extraction and representing the spike waveform with only 4 data points, it will be inevitably

more difficult for the network to learn additional information from fewer data points. Moreover,

as the spikes have already undergone feature extraction, binarizing the input layer of the BNN

may further reduce the accuracy of the sorting process. In the proposed PBNN, the input layer’s

synaptic weights remain binarized, however, contrary to a BNN, the PBNN employs one of four

different quantization modes: Mode 00, Mode 01, Mode 10, and Mode 11, which denote where

the binarization kernel kb is employed. Mode 00 does not employ kb, Mode 01 applies it only

to the output layer’s weights, Mode 10 applies it only to the outputs from the previous layer,

and Mode 11, as in a BNN, applies it to both the previous layer’s outputs and the output layer’s

weights. For modes other than 11, we apply the sigmoid activation function to the network output.

For hardware implementation, the complexity is reduced by using a quantized sigmoid function

QSigmoid(z,b) that will be equal to 1 if the accumulated weighted activity z is greater than or

equal to the neuron’s bias b. Because the sigmoid function is symmetrical around the y-axis

at input z = 0 with fsigmoid(0) = 0.5, QSigmoid(z,b) can be considered as applying a threshold

of 0.5 to the output of the sigmoid after adding the bias b. Note that the Qsigmoid activation

function is only applied during the forward propagation of signals at the output layer during

PBNN inference. Employing this approximation during the training phase makes it challenging

to generate useful gradients for approximating the optimal parameters of the network.
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Table 4.1. The classification accuracy of the PBNN over various datasets and quantization modes

Dataset Mode 00 Mode 01 Mode 10 Mode 11 k-Med Dataset Mode 00 Mode 01 Mode 10 Mode 11 k-Med
Easy1 0.05 93.88 93.17 56.54 33.49 93.59 Easy2 0.15 90.11 60.61 31.039 34.69 88.43
Easy1 0.10 95.46 93.26 63.82 52.69 95.46 Easy2 0.20 82.93 61.1 36.048 32.57 80.31
Easy1 0.15 94.25 67.09 51.79 30.17 93.67 Difficult1 0.05 92.76 85.81 36.041 33.53 92.9
Easy1 0.20 93.23 76.33 56.90 35.10 93.09 Difficult1 0.10 91.95 72.02 32.318 33.33 91.01
Easy1 0.25 92.04 68.56 56.81 43.71 91.81 Difficult1 0.15 83.38 63.81 36.834 35.97 81.72
Easy1 0.30 87.55 67.69 53.02 40.79 88.77 Difficult1 0.20 72.25 61.93 38.506 31.62 68.81
Easy1 0.35 83.87 72.4 49.08 34.79 85.71 Difficult2 0.05 93.90 67.75 33.135 34.91 94.20
Easy1 0.40 81.78 63.71 50.81 35.39 79.0 Difficult2 0.10 90.62 64.93 49.206 34.92 90.04
Easy2 0.05 95.89 62.39 31.96 32.40 95.74 Difficult2 0.15 80.88 64.24 64.82 32.26 78.77
Easy2 0.10 93.11 61.43 36.36 33.87 93.18 Difficult2 0.20 72.10 65.52 57.36 34.7 72.67

4.3.1 Evaluation of BNN and PBNN for Feature Vector Classification

We employ a PBNN as a feature vector classifier in our designed spike sorting system.

In order to evaluate the performance of the spike sorting system, we employ the widely used

WaveClus datasets [89]. The WaveClus datasets consist of 20 simulations of neural recordings

with four levels of difficulty, Easy1, Easy2, Difficult1, and Difficult2. The difficulty level denotes

the similarity of the spike waveforms between three single units present in the recording. The

simulated recordings have varying levels of noise with a standard deviation between 0.05 and

0.40 relative to the amplitude of the spikes. Figs. 4.2(a) and (b) show the similarity of the spike

waveforms for different classes in the Easy1 and Difficult1 datasets, respectively. One can see

that the Difficult1 classes are harder to distinguish compared to the Easy1 dataset.

(a) (b)

Figure 4.2. The mean spike waveforms for the (a) Easy1 and (b) Difficult1 WaveClus datasets.
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First, DD-2Ex feature vectors are extracted from detected spike waveforms. The em-

ployed network consists of four input units, one per feature, three hidden layer neurons, and three

output layer neurons, one per spike class. The chosen network topology of 4–3–3 provided the

highest classification accuracy over different datasets and noise levels and increasing the number

and size of the hidden layers yielded a negligible increase in classification accuracy. The 4–3–3

network topology allows the PBNN to sort the spikes of up to three neurons using a one-hot

encoded output. Clustering was performed first offline on a subset of the feature vectors using

the k-medoids algorithm. The resulting clusters were then assigned identifiers 1–3, matching

the spike classes present in the dataset. The PBNN is then trained to learn the mapping between

feature vectors and spike classes defined by the k-medoids algorithm. Because the PBNN learns

the mappings produced by the k-medoids algorithms, the performance of the clustering algorithm

should be verified prior to training. After the initial clustering, the PBNN was trained on feature

vectors extracted from the spike waveforms given in the WaveClus dataset using the Python

Larq framework [90] extension for Tensorflow. For optimizing the weight and bias parameters,

we employ the RMSProp algorithm and a modified version of L2 regularization [112], which

encourages the binarized weights toward values of -1 and +1. Layers of a PBNN that are not

fully binarized employ normal L2 regularization rather than the modified L2. We train for 250

epochs, and use early stopping on the validation loss (mean squared error) to prevent overfitting

of the model to the training set. Additionally, we utilize ten-fold cross-validation to estimate the

performance of the model accurately. The data is split in ratios of 80%, 10%, 10% for training,

validation, and testing sets, respectively. For example, the Easy 0.10 dataset consists of 3522

spike waveforms, where the training, validation, and testing subsets are comprised of 2818, 352,

and 352 feature vectors, respectively.

Table 4.1 gives the classification accuracy of the neural network utilizing the WaveClus

datasets and four quantization modes. The k-Med column indicates the performance of the

k-medoids algorithm by assigning the test subset features to the nearest cluster centroid. It is

apparent that Mode 00 consistently outperforms other quantization modes. Another commonly
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employed metric for quantifying the performance of a classifier is the F-Score F = 2T P
2T P+FP+FN ,

where T P denotes the number of true positive classifications, FP denotes the number of false

positive classifications, and FN denotes the number of false negative classifications. Over all

Wave Clus datasets and noise levels, our model achieves a median F-Score of 0.91, ranging

from 0.95 to 0.71 with the standard deviation of 0.072. The median F-Score is computed using

the testing data subsets, which the model has not observed during training, for each of the ten

cross-validation sets. Using the k-medoids clustering and the trained network, the performance

of the BNN classifying spike waveforms is verified over the Wave Clus datasets. The median

classification accuracy over the low SNR datasets Easy1 0.30, Easy1 0.35, and Easy1 0.40

was 0.86, 0.78, and 0.67, respectively. Based on the results given in Table 4.1, the PBNN

classification of feature vectors offers more robust accuracy for low SNR data.

While the weight values for Mode 00 were not constrained to +1 or -1 with the binarization

kernel, we found that representing the output layer’s weights with only 4 bits (2 bits for each of

the integer and fractional parts) has a negligible impact of less than 0.9% on the classification

accuracy. This implies the robustness of the PBNN for classifying feature vectors compared to

the classification of spike waveforms using a BNN. Moreover, when classifying feature vectors,

applying the binarization kernel to a layer’s output imposes a greater degradation than binarizing

only the weight values. For example, one can note a significant performance degradation from

Mode 00 to Mode 10. Thus, when sorting feature vectors, we employ the Mode 00 PBNN over

the BNN (Mode 11). Note that all following analyses are performed using a PBNN in Mode 00.

While the results in Table 4.1 show that the PBNN performs well for classifying the

activity of three neurons, it is often not known how many neurons’ spikes are present in the

neural signal apriori. To study the effect of MUAs, the PBNN is trained to sort spikes of up to 20

different neurons [94]. The dataset of synthetic spikes is generated similarly to the WaveClus

dataset, but provides information about the number of neurons that can be distinguished. Fig. 4.3

shows the classification accuracy of the PBNN for increasing number of neurons in the neural

recording. It can be seen that the PBNN can provide relatively accurate sorting for up to 7 units
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with 73% accuracy. Beyond this, it may be beneficial to increase the number of hidden units to

allow the network more degrees of freedom for mapping features to cluster.
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Figure 4.3. The classification accuracy of the PBNN over varying number of neurons.

4.3.2 Evaluation of BNN and PBNN-based Sorting Over Real Datasets

The ground truth information of the synthetic datasets offers a common benchmark for

various sorting algorithms. Unfortunately, real neural recordings do not offer such ground truth

information. We employ a two step approach for evaluating the performance of the spike sorting

systems using real recorded data. Following spike detection, DD-2Ex features are extracted

and a subset of them (80%) are clustered using the k-means algorithm. Since no ground truth

information is available, we use the k-means cluster centroids as reference clusters, and assess

the BNN and PBNN’s performance by how well these networks classify spikes to match to

their reference clusters. As given in Table 4.1, the conventional BNN does not perform well for

classifying feature vectors.

To evaluate the BNN- and PBNN-based sorting schemes, we use a total of four neural

recordings from two pigtail macaques (two each), aliases J and K, at the Washington National

Primate Research Center. For training the BNN and PBNN, the same approach described in
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(a)

(b)

Figure 4.4. (a) Example cluster waveforms of the J23 macaque recording and (b) the classifica-
tion performance of the BNN and PBNN-based clustering over four macaque recordings.

Section 4.3.B is employed. The performance of the BNN and PBNN was assessed using the 20%

testing subset. Fig. 4.4 (a) shows an example of the mean k-means cluster waveforms and (b)

shows the performance that the classification performance of the PBNN outperforms that of the

BNN over four macaque recordings.
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4.4 Hardware Architecture and Implementation of the
PBNN-based Classifier

In our designed and implemented PBNN-based spike sorting system, the spike waveforms

are first detected using the non-linear energy operator (NEO) algorithm [38] and aligned to

the maximum amplitude, as described in our earlier work in [62] and [63]. In our design, we

implement the NEO unit using log-based approximate multipliers to conserve circuit area and

power [48], which we refer to approximated NEO. To estimate a spike detection threshold, the

noise of the approximated NEO signal is computed using the root-mean square (RMS) method

[40]. The spike detection threshold is then set to a scaled value of the estimated noise, given as

4σe, where σe denotes the RMS of the estimated noise. The hardware implementation details are

given in [113]. Once a detected spike is aligned, the waveform is sent serially to the FE module

designed based on the DD-2Ex algorithm, as shown in Fig. 4.5. The FE module consists of a

– RR>> {    }
FVO

– RR>>

s[n]

s3[n]

s7[n]

Figure 4.5. The block diagram of the DD-2Ex-based FE module.

7-word shift register for the scaling factors δ = 3 and δ = 7, and four sets of comparators and

registers for finding the minimum and the maximum samples of DDδ=3[n] and DDδ=7[n]. The

registers R are updated only when the current value of the spike waveform is larger or smaller

than the value currently stored in R for the maximum and the minimum features, respectively.

After 64 clock cycles, the FE module will have computed the maximum and the minimum values

of the DDδ=3 and DDδ=7 waveforms. These values are concatenated and passed on to the PBNN
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module via the FVO feature vector output port.

The top-level block diagram of the designed PBNN is shown in Fig. 4.6. The datapath

classifies feature vectors into their corresponding spike IDs. It consists of parallel-input serial-

output PISO shift registers, hidden-layer processing units HPUs, the output layer processing units

OPUs, and the SRAM-based memory units. The 4-word feature vector outputs FVOs from the

FE module are passed on to the PBNN datapath, which are then stored in the 4-word PISO shift

registers. Each word in the PISO is passed on to the HPUs serially to compute the hidden layer

outputs. The Binary Weight SRAM stores the binarized weights of the hidden layer and consists

of four words of three bits, one word per input feature. The output of the HPUs is stored in the

3-word PISO for serial processing by the OPUs. Because the binarization kernel is not applied to

the output layer weights, they are represented in a 10-bit signed fixed-point format with 4 and 6

bits for the integer and the fractional parts, respectively.

The HPUs and OPUs shown in Figs. 4.7(a) and 4.7(b), respectively, are similar modules

which compute the accumulated input activity of the previous layer. The HPUs accept the

binarized weight values, which are used as the select lines of the multiplexers to choose either

the sample of the feature vectors or its negated value in two’s complement format. Because

the binarization kernel is not applied to the output of the hidden layer, the HPUs accumulate

the weighted input feature vectors using 19-bit accumulators. Each OPU accepts 10-bit signed

weights and computes the product of the weights and the HPUs’ outputs. To represent the accu-

mulated input activity of the HPUs with sufficient resolution, the OPUs use 32-bit accumulators.

The accumulated value is then passed on to the Qsigmoid activation function and is compared

against the bias values for each AN stored in the Output Weight SRAM shown in Fig. 4.6. The

Qsigmoid function will then generate spike IDs.

We have implemented the PBNN-based spike sorting system in a standard 180-nm

CMOS process. The chip layout, shown in Fig. 4.8, is estimated to consume 2.5 µW of power

from a 1.8-V supply while operating at 24 kHz and to occupy 0.34 mm2 of silicon area. The

NEO and RMS-based spike detection unit occupies 0.16 mm2 of silicon area and consists of
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Figure 4.6. The block diagram of the PBNN.
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Figure 4.7. The block diagram of (a) the hidden layer processing units (HPUs) and (b) the output
layer processing units (OPUs).

the approximated NEO unit, the adaptive RMS noise estimation unit, and the spike waveform

alignment unit. The DD-2Ex feature extraction unit occupies 0.02 mm2 of silicon area. The

PBNN classifier occupies 0.15 mm2 and consists of the Qsigmoid activation function for the

output layer, an SRAM unit SRAMFP, which stores the output layer’s weights in the fixed-point

format, and the SRAM unit SRAMB, which stores the binarized weights for the input layer. The

spike sorting system was described using Verilog HDL and the synthesis was performed using
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Synopsys DC Compiler. After synthesis, the placement and routing was done with Cadence

Innovus. For estimating the power consumption, the post place and route synthesized netlist was

used and the switching activity of the ASIC was modeled using the WaveClus datasets. Table

4.2 gives the power consumption of the various ASIC modules, assuming a mean spike firing

rate of 10 Hz. The frequency column denotes the rate at which the power is dissipated, i.e., for

the spike detection it is dissipated on each input sample and for the subsequent units the power

is dissipated on every spike event. It can be seen that the spike detection and noise estimation

circuitries dissipate the most power and energy. It is also clear that the DD-2Ex feature extraction

provides a very power and energy efficient operation. The energy shown in Table 4.2 is over one

second of operation, and the total energy consumption is approximately 683.66 nJ.

Table 4.2. The power consumption of each ASIC module

Module Power Frequency (Hz) Energy
(µW) (nJ)

Spike Detection 0.68 24000 672
Spike Alignment 0.26

∼10
8.77

Feature Extraction 0.02 0.52
PBNN Classifier 0.57 2.37

Spike
Detector/
Alignment

DD-2Ex 
FE

PBNN

 

590

 
59

0

µm

Figure 4.8. The layout of the designed PBNN-based spike sorting system.

Based on the results given in Table 4.1, although the performance of the k-medoids
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clustering is similar to that of the PBNN in Mode 00, to compare their hardware efficiency, we

consider their computational complexities and their memory requirements based on three design

parameters: the wordlength of the feature vectors wk, the wordlength of the PBNN output layer

parameters wo, and the number of clusters N. The computational complexity of the PBNN and

k-medoids can be compared based on the number of their operations. Given N clusters and four

samples per feature vector, computing the Euclidean distance metric η =

√
∑

4
i=1
[
xi− yi

]2 in

the k-medoids algorithm, where x and y denote the template feature vector and the new feature

vector, respectively, requires 7N additions and 4N multiplications, not considering the square root,

which is unnecessary for comparisons. Comparing N values to one another would also require

N(N− 1)/2 comparisons, not accounting for the priority logic required to assign the feature

vectors to only one cluster. Assuming that the complexity of an addition and a multiplication can

be estimated as 2 and 4 times of a comparison, respectively [43], the computational complexity of

the k-medoids algorithm is 30N+N(N−1)/2 operations. For the PBNN, the multiplication with

-1 at the input layer is realized using a two’s complement operation, which requires 21 additions.

The output layer’s multiplication of a (1×3) vector and a (3×N) weight matrix requires 3N

multiplications and 2N additions. The QSigmoid function also requires N comparisons. The

normalized computational complexity of the PBNN is thus 17N +42, which makes the PBNN

algorithm computationally more efficient N > 3 clusters. The parameter memory stores the

cluster centroids and weight matrices for the k-medoids and the PBNN algorithms, respectively.

For the k-medoids algorithm, N template feature vectors are stored for comparison with the newly

detected spike feature vectors, requiring a total of 4Nwk bits. For the PBNN of size 4×3×N, the

binarized input layer requires 12 bits and the output layer in Mode 00 requires (N +1)wo bits, a

total of (N +1)wo +12 bits. Thus, the k-medoids algorithm will be more memory-efficient only

if wk < (wo(N +1)+12)/4N. Given that the analog-to-digital converters in BMIs are typically

10 to 16 bits and wo ranges between 4 and 10 bits, the PBNN is also more memory-efficient than

k-medoids.

Table 4.3 gives the ASIC characteristics and implementation results of various state-
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Table 4.3. The ASIC characteristics and implementation results of various spike sorting systems

Design Ours [64] [102] [63] [62] [65] [66] [67] [68] [23] [69] [24] [22]
Algorithm PBNN ANN BNN OSort TM FE OSort OSort FE FE TM FE FE

Median accuracy 0.91 0.98 0.91 0.87 0.90 0.77 0.75 0.93 0.84 0.85 0.93 0.86 0.92
Data rate reduction 2000× 1866× 2000× 1600× 3200× 11× 240× 278× 240× – – 257× –

Adaptive spike detection Y N N N N N Y N Y Y N N N
Supervised Y Y Y N Y Y N N N Y N N N

Technology (nm) 180 32 180 32 45 90 65 45 45 130 40 65 65
Core voltage (V) 1.8 0.7 1.8 1.16 0.25 0.55 0.27 – 1.1 1.2 1.1 0.54 1
Frequency (kHz) 24 20 24 24 24 4000 480 56 960 160 500 3200 30

Norm. area/ch (mm2)† 0.34 0.36 0.33 102.8 5.7 0.396 0.84 1.33 51.3 0.066 0.473 0.036 1.08
Norm. power/ch (µW)† 2.5 7.81 2.02 4.57 1.35 27.67 152.4 – 41.33 0.96 42.92 2.49 0.54
Norm. energy/ch (pJ) † ‡ 104.16 468.6 84.16 190.41 56.25 1152.9 6350 – 1722 40 1788 103.7 22.5

† Scaled to a 180-nm process with a 1.8 V supply voltage, as described in [47].
‡ Normalized to a clock frequency of 24 kHz.

of-the-art spike sorting systems. In [64] we implemented an ANN-based spike sorting system

composed of one hidden layer neuron and three output layer neurons utilizing the ReLU acti-

vation function. In [102] we implemented a BNN-based spike sorting system to classify spike

waveforms in a standard 180-nm CMOS process. In [63] we designed and implemented an

OSort-based spike sorting system in a standard 32-nm CMOS process. In [62] we designed

and implemented a TM-based spike sorting ASIC in a 45-nm CMOS process. The work in

[65] performs the NEO-based spike detection, aligns detected spikes to maximum derivative,

and implements FE via discrete derivatives. Their design consists of four 16-channel modules

which produce either aligned spikes or feature vectors, but does not perform real-time sorting.

The work in [66] uses the absolute value detection scheme and implements the OSort clustering

algorithm for 16 channels. In [67], spikes are first detected using a voltage threshold and aligned

to maximum absolute amplitude clustered using OSort. The work in [68] performs spike sorting

using NEO-based detection, maximum amplitude alignment, and FE using discrete derivatives.

It supports an unsupervised learning process, similar to the OSort-based systems. The work

in [23] presents a multi-channel spike sorting ASIC based on the Haar wavelet FE algorithm.

The design in [69] presents a multi-channel TM-based spike sorting ASIC with a built-in OSort

learning system. The work in [24] presents a multi-channel spike sorting processor based on

the integer coefficient FE and clustering. Since the ASIC designs in [65, 66, 23, 69, 24] are

multi-channel systems, for a fair comparison, their equivalent area and power consumption
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results for the single-channel sorting are given in Table 4.3. Finally, the work in [22] presents the

ASIC implementation of a dictionary learning-based FE unit, in which the dictionary values are

constrained to -1, 0, or 1 and no multiplications are used. However, the ASIC implementation

is for the FE module only. We have also reported the normalized power consumption and area

of the designs listed in Table 4.3 to 180-nm technology with a 1.8 V supply voltage, following

the scheme presented in [47]. The spike sorting systems, which employ unsupervised learning,

support real-time classification of detected spike waveforms. However, the TM-based and the

neural network-based spike sorting systems that require pre-processing of the neural recordings

in order to generate the template waveforms and synaptic weights, respectively, need a signif-

icantly smaller storage with a lower computational complexity, while providing comparable

classification accuracy. Compared to the TM-based sorting, in which a distance metric is used to

quantify the similarity between two spike waveforms, the neural network-based schemes can

offer a more robust classification due to the non-linearity of the network model. Note that the

work in [23] presents the most compact design, however, its median classification accuracy is

relatively low at about 70% for low SNR neural data, while that of the PBNN-based classifier

is 83%. It is shown that the designed PBNN-based spike sorting system not only offers similar

accuracy to those of the state-of-the-art systems, also as opposed to the other designs for which

performance degrades with increasing noise levels, it provides a robust classification accuracy

over various noise levels and datasets.

Among the neural network-based architectures, one can see the advantage of reducing

the computational complexity of the PBNN. Compared to our ANN classifier in [64], our BNN

classifier in [102] reduced the area slightly, from 0.36 mm2 to 0.33 mm2, but reduces the power

consumption by over two-fold. By employing a PBNN classifier, the size of the network and

the number of parameters can be reduced. At the cost of slightly increased area (only 0.01 mm2

larger than our BNN ASIC in [102]), the power of the classifier is reduced by a factor of 3.42.

Assuming a 24 kHz sample rate with 10 bits per sample, the input rate 240 kbps. With an average

neuron spiking rate of 40 spikes per second [96], representing the PBNN’s classified outputs
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with three bits reduces the data rate to 120 bps. This results in a 99.9% reduction in the output

data rate compared to the input sampling rate. Since the energy required to transmit one bit of

data is approximately 3 nJ [97], the power consumption for the wireless transmission of the

spike IDs is about 360 nW. The total power dissipation of our synthesized ASIC design is thus

2.8 µW with the power density of 8.23 µW/mm2, which satisfies the tissue-safe requirement

for the brain implantable devices [98].

4.5 Conclusion

This chapter presented the efficient hardware design and implementation of a spike

sorting system utilizing a partially binarized neural network (PBNN) classifier. Among various

efficient feature extraction algorithms for hardware realization, the discrete derivatives-based

feature extraction algorithm was chosen and employed to reduce the dimensionality of neural

spike waveforms and decrease the memory requirement of the neural network. It was shown

that the designed spike sorting system not only offers similar accuracy to those of the state-

of-the-art systems, also as opposed to the other designs for which performance degrades with

increasing noise levels, it provides a robust classification accuracy over various noise levels. The

implemented PBNN-based spike sorting system meets the strict power dissipation constraints of

implantable devices, making it applicable in brain-machine interface systems.

4.6 Publications

The following article was published as an outcome of the research conducted in this

chapter: D. Valencia and A. Alimohammad, “Partially binarized neural networks for efficient

spike sorting,” Biomedical Engineering Letters, vol. 13, pp. 73 – 83, February 2023.
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Chapter 5

Efficient In Vivo Neural Signal Compres-
sion Using an Autoencoder-based Neural
Network
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5.1 Introduction

The field of intra-cortical brain-computer interfaces (BCIs) has been rapidly evolving over

the past decade. BCIs effectively translate (decode) recorded neural signals into a quantifiable

representation for augmenting or enhancing the user’s working experience. The input to a

neural decoding algorithm is a specific representation of the neural activity and the output is

either a continuous variable or a discrete selection. For example, the former can represent the

kinematic variables to control a computer cursor or a robotic limb [114, 115], while the latter

may represent the particular mental state of a user (e.g., sleeping or alert) [116] or the end-goal

of a planned movement [117, 118]. The application of novel machine learning (ML)-based

decoding algorithms has enabled increasingly complex BCI applications, such as thought-to-text

[11] and thought-to-speech synthesis [119].

Intracortical neural recording systems have continuously advanced from the widely-

employed Utah Array [120], supporting up to a hundred recording sites, to high-density recording

electrodes, such as Neuralink [8] and Neuropixels [9], supporting hundreds of recording sites per

implantable recording shank and hence, thousands of recording channels. An increasing number

of recording channels will inevitably impose a higher data rate requirement. For example,

a neural recording system with 1000 recording electrodes, sampled at 20 kS/s with 16-bit

resolution, would require a data rate of 320 Mbps. The state-of-the-art wireless transmission of

neural data has a mean energy dissipation of 6.7 pJ/bit [121, 122, 123, 124, 125], which would

imply 2.14 mW of power for wireless transmission alone. In accordance with the the Food and

Drug Administration [126], considering neural tissue-specific absorption rate, the limit for a

safe wireless power transfer is 7.7 mW. Thus, transmitting raw neural signals would consume

over 27% of the available power budget. By employing in vivo neural signal processing and

compression, the data rate requirement can be drastically reduced. For example, as shown in

Fig. 5.1, if in vivo compression is able to reduce the data rate by a factor of 20, the wireless

transmission requires only 0.1 mW of power, i.e., approximately 1.4% of the available power

73



budget. Therefore, efficient realization of in vivo signal compression becomes crucial for BCIs

employing high-density microelectrode arrays (MEAs).

MEA Tx

Signal
Conditioning
+ Acquisition

Raw 

signals

Neural

Signals Signal 
Compression

8.2 Mb/s

Compressed

LFPs

163 Mb/s

MEA Tx

Signal
Conditioning
+ Acquisition

Raw 

signals

Neural

Signals Signal 
Compression

8.2 Mb/s

Compressed

LFPs

163 Mb/s

Figure 5.1. Intracortical recording and wireless transmission of compressed neural signals,
employing 1000 recording channels.

Compression schemes are generally divided into two categories. Lossless methods

involve reducing the dynamic range of the neural signals and encoding the signals as variable bit-

rate data streams [127, 128, 129]. One of the commonly-employed lossless compression methods

for LFPs is to exploit the temporal redundancy and spatial correlation of LFPs. The temporal

difference xd[n] = x[n]− x[n−1] reduces the dynamic range of the signals and consequently, the

required number of bits per sample to about a half [127]. With a reduced numerical range, neural

signals can then be represented using Huffman coding [130], which encodes more commonly

occurring samples using fewer bits. The combination of temporal difference and Huffman coding

is considered as a lossless compression scheme, which generally offers a compression rate on

the order of 2 to 5 [127, 128, 129].

While lossless methods provide perfect reconstruction, lossy methods can significantly

increase the data compression rate by employing spatial downsampling. The underlying principle

for employing lossy methods in the context of neural signals is the relatively large amount

of spatial correlation among neural recording channels. Considering that the state-of-the-art

neural decoding algorithms are relatively robust to noise and signal perturbations [131, 132], by

tolerating relatively small signal errors, employing a lossy compression scheme might be a more
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viable approach for BCI applications. Sources of noise include instrumentation perturbations

due to electrode micro-motions, bit errors during wireless transmission, and quantization noise

caused by finite numerical resolutions. Compressed sensing (CS) [133] is a lossy scheme used

for neural signals [134, 135, 136], where signal x ∈ Rn is multiplied with a sensing matrix

Φ ∈ Rm×n to produce y ∈ Rm, effectively compressing the signal by a factor of m/n. A variety

of CS-based algorithms are employed in silico to reconstruct the original signal x from the

compressed (encoded) signal y [134, 135, 136].

In this chapter, we propose the novel application of a ML-based compression scheme

based on autoencoders (AEs). Compared to the state-of-the-art neural signal compression circuits,

the designed AE-based compression scheme offers a greater compression rate, higher signal-

to-noise and distortion ratio, smallest silicon area, and lowest power consumption. The rest of

this chapter is organized as follows. Section 5.2 discusses the motivation toward employing

the local field potentials over neural action potentials. Section 5.3 discusses the algorithm and

performance of the designed autoencoder-based compression scheme. For an efficient realization

of the in vivo autoencoder, various algorithmic and architectural optimization techniques are

employed and presented in Section 5.4. The architecture of the designed compression hardware

is presented and discussed in Section 5.5 and its implementation characteristics are compared

against the relevant compression circuits. Finally, Section 5.6 makes some concluding remarks.

5.2 Local Field Potential-based BCIs

Compared to the non-invasive electro-encephalography (EEG), the invasive intra-cortical

recording modality offers the highest temporal and spatial resolutions in which the neural activity

can be represented, as either the excitation of individual neurons, called single-unit activities

(SUAs), or an ensemble of neurons, called multi-unit activities (MUAs). Applications employing

SUAs or MUAs conventionally perform in vivo spike detection [113] to reduce the wireless data

rate requirements. Neurons are known to fire relatively infrequently with respect to the sampling
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rate, on the order of 40 Hz [137]. Additionally, due to the physiological refractory period

of neurons, spiking activity is usually represented at the millisecond level with the required

bandwidth of at most one kHz per channel. SUAs can be obtained by spike sorting, which can

be viewed as a clustering process where spikes fired from the same neurons are grouped together

[138]. Some BCIs employ in vivo circuitry to classify spike waveforms and transmit only 2 –

3 bits per spike class [62, 63, 102, 139], while others avoid in vivo spike sorting and instead

transmit the MUA spike waveforms, which requires about 2 to 3 milliseconds of data per spike

waveforms. By transmitting only spiking activity, BCIs employing in vivo spike classification

have a compression rate of 1000 – 6000 [62, 63, 102, 139] at the expense of spike sorting

computations, while BCIs that transmit the entire spike waveforms have compression rates of 2

– 44 [140] at the cost of greater data transmissions. Compared to the SUA-based neural signal

processing, MUA-based decoding, however, does not require computationally-intensive spike

sorting [62, 63, 102, 139]. It has been shown that the overall decoding performance degradation

is negligible when employing MUAs [141]. In addition, transmitting only MUA events (e.g.,

spike counts) drastically reduces wireless transmission rates. For example, if neural signals are

sampled at 10 – 30 kS/s with a 10 – 16 bit resolution, the required wireless data rate is 100 – 480

Kbps per recording channel. With a 96-channel Utah Array, the staggering transmission rate

is 9.6 – 46 Mbps. However, MUA features are commonly represented as spike counts over an

interval of 1 – 25 milliseconds. Most implementations of spike detection impose a biologically

plausible spike refractory period of one millisecond [131, 1] and hence, one millisecond spike

bins would require the data rate of only one Kbps per recording channel, yielding a data rate of

at most 96 Kbps for a 96-channel Utah Array, resulting in at least a 100 times data rate reduction.

Therefore, MUAs have been widely employed in both clinical trials and therapeutic applications

of BCIs.

Neural activities can alternatively be represented by the local field potentials (LFPs),

which are formed by the aggregate synaptic activities of populations of neurons. Compared to the

SUAs and MUAs, LFPs represent slower variations in the neural signal’s voltage and have lower
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spatial resolutions (LFPs: 0.5 mm, MUAs: 0.1 mm, and SUAs: 0.05 mm) [142, 29, 143]. Due to

recording variations and instabilities, such as electrode drift and neuron drop-out [144], as well

as potential scarring between the electrode-tissue interface over a relatively long period of time

[145], LFPs are considered more stable compared to the SUAs and MUAs. While many of the

MUA-based BCIs focus on decoding the neural activity in the motor cortex, LFP-based BCIs

decode neural activities of the cognitive regions of the brain, such as the posterior parietal cortex,

which allows higher-level cognitive decoding than that of the lower-level continuous motor

control [146, 118]. Various, studies have shown that reliable neural decoding can be performed

using LFP signals [147, 146, 118]. A study reported in [147] found that various movement

intentions, such as the imagined end-point, kinematic trajectory, and type of movement, can be

predicted reliably from the LFP signals.

From the perspective of implantable integrated circuits for neural recording, the acquisi-

tion and processing of LFPs offers an opportunity for significantly reducing the in vivo power

consumption. For example, neural signals are often sampled at a rate of 10 – 30 kS/s to provide

the necessary temporal resolution for detecting action potentials (spikes) [131]. The acquisition

of neural signals consists of low-noise amplifiers and analog-to-digital converters (ADCs), most

of which employ 10 – 16 bit resolutions and have a nominal power consumption of 0.25 µW –

7.3 µW per recording channel. Because the LFP frequencies of interest are often up to a few

hundred hertz (i.e., 0.1 – 300 Hz), the sampling rate can be reduced significantly compared to

that required for spike-based processing, typically between 1 – 2 kS/s. A five fold reduction

in the sampling rate and signal bandwidth would reduce the power consumption of the in vivo

signal acquisition and conditioning [131]. Also, to extract SUAs or MUAs from the recorded

neural signals, additional in vivo neural signal processing, such as adaptive threshold estimation

and spike detection, which consumes between 0.6 and 1.78 µW of power per recording channel,

is required [132, 148]. Thus, a reasonable estimate for processing MUAs is approximately 8

µW of power per channel. LFPs require no threshold estimation or additional processing aside

from signal filtering to discard signal components above 300 Hz. While the in vivo neural signal
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processing for LFPs is more power efficient than that for SUAs/MUAs, the data rate requirements,

however, are considerably higher. For example, considering LFPs sampled at 2 kS/s with a 16-bit

resolution, its wireless transmission would require 32 Kbps/channel, while the spike counts over

one millisecond bins would require only one Kbps/channel. Therefore, the direct transmission

of continuous LFPs would require over 3 Mbps for a 96-channel electrode array. The data rate

would increase as higher density electrodes are implanted for emerging BCI applications.

In practical systems, various algorithmic and architectural-level schemes can be employed

to efficiently manage the in vivo BCI power consumption. For instance, in an asynchronous

(self-paced) BCI paradigm, the user’s desire to engage in the BCI task can be detected with an

intention estimation logic. When the user is not actively involved in the BCI task, a significant

portion of signal acquisition and processing can be powered down, leading to substantial power

savings [132]. While the topic of user’s intention estimation is beyond the scope of this work, its

potential to effectively disable the majority of in vivo circuitry, along with the designed signal

compression scheme, could significantly reduce the energy dissipation of LFP-based BCIs.

5.3 Autoencoder-based Compression

LFPs are formed by the accumulated synaptic activity of populations of neurons and

hence, they can be readily detected by recording channels that are relatively close to one another.

Fig. 5.2 shows the inter-channel correlation over 30 seconds of a neural recording from a non-

human primate performing self-paced reaching tasks [149]. One can see that various sub-regions

within the recording array are highly correlated. Most lossy compression methods aim to exploit

this inherent spatial correlation to perform a spatial downsampling of the LFPs. By exploiting

the spatial correlation, the LFPs can be represented using either a subset of the channels or a

linear transformation of the original signal.

An autoencoder (AE) is a neural network, consisting of an encoder network, which

reduces the spatial dimension of the input data, and a decoder network, which is trained to
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Figure 5.2. The inter-channel correlation over 30 seconds of a neural recording.

reconstruct the original input. Conventional AEs employ mirrored network architectures such

that the encoder and decoder have the same number and type of layers, but in the reverse order.

Due to their data-driven approach to learn an optimal low-dimensional representation of the input

signal, AEs have been previously employed for spike waveform feature extraction [150, 151]

and for compressing spike waveforms [140].

The block diagram of the designed and implemented AE-based compression architecture

is shown in Fig. 5.3. The LFPs are derived from the recorded neural signals using a second-order

Butterworth low-pass filter with a cutoff frequency at 300 Hz. The encoder network is relatively

small and is feasible to be realized as an implantable circuit in vivo for compressing filtered neural

signals before wireless transmission, while the decoder is implemented in silico to reconstruct

the neural signals for subsequent processing. The encoder network consists of a single dense

layer DLE and the decoder consists of a recurrent layer RLD and a dense layer DLD. The encoder

layer reduces the input dimension from N to F , where N denotes the number of channels in

the recorded signal and F denotes the number of units in the dense layer. The recurrent layer

RLD accepts the F-dimensional outputs of the encoder, learns temporal information within the

encoded signals, and provides an R-dimensional spatially upsampled output. The decoder’s dense

layer DLD performs the final spatial upsampling of R to N and reconstructs the input signals. The
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units in the DLE employ Tanh activation functions, while the DLD performs a linear regression to

reconstruct the channel activity. The compression rate of the designed model is CR = Nwi/Fwe,

where wi and we denote the resolution of the input data and the output resolution of the DLD,

respectively. For example, for a 96-channel Utah Array with F = 10 units, 16-bit data samples

and 10-bit outputs, the compression rate is 15.36. Note that conventional digital acquisition

(DAQ) systems typically employ 16 bits of resolution for sampling neural signals. In practice,

the lower-order bits of the digitized neural signals may be discarded if they fall below the noise

floor of the amplifier [129]. For instance, with a given signal amplifier featuring V1 µVRMS

input referred noise and an ADC resolution of V2 µV per bit, the least significant log2(V1/V2)

bits can be discarded. It is important to note that our analyses do not involve such resolution

reduction, as the focus is on the design and implementation of a parameterizable auto-encoder-

based compression scheme that can be synthesized onto a custom resolution, independent of the

specification of the employed DAQ system.
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Figure 5.3. The block diagram of the designed autoencoder-based compression scheme.

The designed AE-based network is trained with the Python Tensorflow framework using

two publicly available datasets. Dataset I [149] consists of neural recordings from a Macaque

monkey while performing a self-paced point-to-point reaching task. Dataset II [152] consists of

neural recordings from two monkeys K and L while performing an object reach and grasp task.

Dataset I is sampled at fs = 24.4 kS/s and is filtered using an anti-aliasing low-pass filter at 7.5

kHz, built into the recording system. Dataset II is sampled at fs = 30 kS/s and is filtered using a

high-pass filter at 0.3 Hz and a low-pass filter at 7.5 kHz. Dataset I consists of 30 recordings

80



acquired over 7 months and Dataset II consists of two recordings (one for each monkey) during a

single recording session. Both datasets are downsampled to 2 kS/s by applying a low-pass filter

with the cutoff frequency at 1 kHz followed by decimation. The model was trained using the

Adam optimizer and the mean absolute error between the input signals and the reconstructed

signals was considered as the loss function.
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Figure 5.4. The mean and standard deviation of (a) R2 scores and (b) SNDRs for the recon-
structed LFP signals analyzed over various numbers of DLE units F .

Lossy compression methods often report reconstruction error using the signal-to-noise

and distortion ratio (SNDR) metric, defined as SNDR = 20log10
||x||2
||x−x̂||2 , where x and x̂ denote the

original and reconstructed neural signals, respectively, and || · ||2 denotes the L2-norm [153]. The

performance of the designed model was evaluated using the R2 score by analyzing the similarity

between the true and reconstructed LFPs. The R2 score describes the ability of the reconstruction

model to capture the variance present in the data and is given as R2= 1− ∑i(ŷi−ȳ)2

∑i(yi−ȳ)2 , where ŷi and
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Figure 5.5. The mean of the (a) R2 scores and (b) SNDRs of the original, re-trained, and
calibrated models over all recordings of Dataset I, respectively.

yi denote the i-th reconstructed and true outputs, respectively, and ȳ denotes the mean. While the

compression rate increases with a smaller F , the increased spatial downsampling may adversely

impact the reconstruction quality. Using the first recording from Dataset I and both recordings

from Dataset II, the model was trained by varying F between 16 and 1 and R between 256 and

64 with 16 evenly spaced intervals of 13. This approach was employed to ensure compensation

between smaller values of F and larger values of R in the decoder. As the recordings of the two

datasets are from three different animals (Dataset I with one animal, and Dataset II with two

different animals), the model was trained separately on each dataset. The training was performed

on the first 80% of each recording session, with the next 10% used for validation and the final

10% for testing. The training, validation, and testing sets were then split into time spans of 160

ms, which corresponds to 320 time steps with fs = 2 kS/s. The training was performed for up to

1000 epochs using early stopping on the validation set to prevent overfitting. Fig. 5.4(a) shows
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the mean R2 scores over various number of units F for the first recording session of Dataset I

and both recordings of Dataset II, and the shaded areas show the standard deviation across the

recording channels. It was found that the model with F = 8 and R = 128 provides a median

R2 score of 0.852± 0.04 trained on each of the 30 recordings in Dataset I, 0.72± 0.23 and

0.93±0.09 over the Monkey K and L recordings of Dataset II, respectively. It was found that

the encoder dimensionality F has a stronger impact on the overall performance of the model

compared to that of the decoder dimensionality R. While the decoder dimensionality could be

further increased, values of R beyond 128 did not yield considerable performance gains. Fig.

5.4(b) shows the mean of SNDR. Similarly to those of the R2 score, an increasing number of

units F shows a small increase in SNDR. The median SNDR over each of the 30 recordings in

Dataset I was 22.79±2.19, and 21.19±2.89 and 28.89±2.66 over the Monkey K and Monkey

L recordings, respectively.

As shown in Fig. 5.4, the performance of the model is data-dependent, as is in general

for the ML-based algorithms. One important characteristic of the ML-based compression models

is their ability to generalize to future data. Fortunately, Dataset I contains several months of

recordings, which allowed the generalization of the baseline model trained on the first recording

session to be tested on all subsequent recordings. Figs. 5.5(a) and (b) show that the designed

model provides a variable performance, with the R2 scores between 0.5 and 0.73 and the SNDR

between 5.26 and 22.93, which is due to the changes in the statistics of the neural signals per

recording channel. For a relatively steady performance, the original model is either re-trained or

calibrated using a small amount of new data. Figs. 5.5(a) and (b) show a negligible difference

between the re-trained model and the calibrated version of the original model, however, the

calibrated model only requires 10% of the new data whereas the re-trained model requires 80%

of the new data for training. Additionally, the calibrated model retains the weights of the encoder

network and only adjusts the weights of the decoder. In addition to the R2 score, SNDR is a

more commonly employed metric to quantify the performance of lossy compression algorithms.

The range of acceptable R2 scores depends on the underlying application (i.e., neural decoding,
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which is outside the scope of this work). However, modern ML-based decoding algorithms for

spike-based BCIs are robust to about 10% of input spiking errors [132, 131]. Although the signal

modality of our design is LFPs, it can be inferred that relatively high R2 scores, where the model

can account for at least 70% of the variance of the LFP signals, may be sufficient for reliable

neural decoding.

One important consideration is that the employed calibration requires the acquisition

of uncompressed LFP signals to create the new ground truth data. Implantable BCI systems

generally operate in one of the two modes. In the “active” state, the compression circuitry is

enabled to reduce the transmitted data rate while the user is engaged in the BCI task. In the

“training” state, there is no need for real-time transmission of compressed neural signals. During

the “training” state, raw LFP waveforms can be recorded and transmitted for the calibration

or re-training of the AE decoder network. Recently employed BCIs, such as NeuraLink [8]

and miniaturized implantable recording motes [154, 155, 156], utilize near-field communication

technology to establish communication with in silico microprocessors. This allows for higher

communication bandwidths and long-term data storage during the “training” phase.

5.4 In Vivo Encoder Optimizations

Because the encoder network will be realized in vivo, it is imperative to investigate

potential architectural optimizations for reducing the memory requirements, computational

complexity, and data resolution of the encoder output. Since the DLE requires one weight value

per output node per input channel, the total memory for the DLE is F(N + 1). One method

for lowering the total number of parameters is to reduce F , however, as discussed in Section

5.3, this will result in degraded reconstruction quality. An alternative is to lower the number

of input channels N, however, instead of selecting a subset of channels to process, the spatial

correlation among the channels is exploited to reduce the input dimension of the network. For an

efficient signal conditioning, we propose the staggered spatio-temporal downsampling (SSTD)
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recording configuration, as shown in Fig. 6. Conventional analog front-end (AFE) circuitry for

neural recording typically employs a shared ADC among various recording sites along with

low-noise amplifiers (LNAs) [157]. To accurately sample each signal, the switching frequency

of the multiplexer fc is toggled at the rate of N fs, where N denotes the number of recording

sites sharing the ADC, and fs denotes the sampling rate of the underlying neural signal. Due

to the relatively high inter-channel correlation within recorded neural signals, each channel

is temporally downsampled by a factor α . This downsampling is achieved by reducing the

switching frequency fc by a factor α , providing a temporally downsampled data stream for each

recording site. Lowering the input dimension of the network by a folding factor of α reduces the

total memory requirement to F(N/α +1). The decoder network is still trained to reproduce the

original input dimension N and predicts the samples in between the temporally downsampled

data along each input channel, i.e., the samples for times 2∆s to (α−1)∆s for each channel.
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Figure 5.6. The analog front-end configuration for realizing staggered spatio-temporal down-
sampling (SSTD).

Figs. 5.7(a) and (b) shows the mean R2 scores for the recording session I of Dataset I

and the two recordings of Dataset II. It can be seen that both the R2 performance and SNDR
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are data dependent. Further, the selection of α depends on the dataset for achieving a particular

range of performance metrics. It should be noted, however, that the variation of performance

metrics with respect to α is relatively minor, and the dataset itself has a larger impact on the

performance variation. Since the performance of the ML-based algorithms is generally data

dependent, employing the SSTD configuration introduces a larger statistical variation on Dataset

I compared to that of Dataset II, and the change is relatively linear with respect to the folding

factor. We chose to employ a folding factor of α = 12, which reduces the memory requirement

of the in vivo encoder from 776 to only 72 parameters, a 90% reduction. Lowering the input

dimension of the network by a folding factor α = 12 also reduces the computational complexity

of the model. The original input consists of a multiplication of an input vector x ∈ R1×N and

a weight matrix W ∈ RN×F , requiring F×N multiplications and F× (N−1) additions, while

lowering the input dimension by a factor of 12, the total number of multiplications and additions

will be dropped to F×N/12 and F× (N/12−1), respectively.

Another opportunity for optimizing the in vivo encoder is the realization of the Tanh

activation function, defined as:

y =
e−z− ez

e−z + ez , (5.1)

where z denotes the accumulated weighted input to the activation function. To avoid imple-

menting the exponential and division operators directly, the piecewise linear approximation is

commonly employed [85]. An alternative approach that does not require linear approximation

parameters is employing the HardTanh function, defined as:

y =


−1 if z≤−1,

z if −1 < z < 1,

1 if z≥ 1.

(5.2)

, where z denotes the weighted input to the activation function, and requires only two comparators

to determine whether the output of the function should saturate at +1 or -1.

86



1 6 12 20 28 36 48
0.5

0.6

0.7

0.8

0.9

1

R
2 

sc
o

re

Dataset I
Dataset II (K)
Dataset II (L)

1 6 12 20 28 36 48
SSTD factor ( )

20

22

24

26

28

30

S
N

D
R

 (
d

B
)

Dataset I
Dataset II (K)
Dataset II (L)

(a)

(b)

Figure 5.7. The variations of (a) R2 scores and (b) SNDR for the first recording of Dataset I,
the Monkey K recording of Dataset II, and the Monkey L recording of Dataset II, over various
SSTD factors. The dashed lines show the metrics for raw data, while the marked-up lines depict
the trend.

Another consideration for efficient in vivo hardware realization is that the encoder

network parameters and activations are represented in the fixed-point format. The baseline model

is first trained employing the SSTD configuration and the HardTanh activation function. After an

initial training, the encoder and decoder networks are split into two separate networks. During

the initial training, the encoder network’s parameters are constrained to [-1, 1) and hence, are

represented in the fixed-point format Q(1.WFK), where 1 and WFK denote the number of integer

and fraction bits, respectively. The output of the HardTanh function is quantized into Q(2.WFA)

format. The decoder network is then re-trained to account for the slight variations introduced by
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the encoder quantization. Fig. 5.8 shows the variations in the R2 score and SNDR over values of

WFK and WFA for Datasets I and both recordings of Dataset II. It can be seen that the HardTanh

output resolution WFA has a stronger impact on the performance variation compared to that of

the encoder paramter resolution WFK. It was found that WFK=4 and WFA=8 results in a 6.9%

variation in the median of the R2 score values for Dataset I, a negligible 0.03% variation for the

Monkey K recording of Dataset II, and a 0.4% variation for the Monkey L recording of Dataset

II compared to the SSTD model with α = 12. Thus, the chosen numerical quantization have a

negligible impact on the reconstruction quality of the model. It’s worth noting that, as shown in

Fig. 5.8, smaller values for WFA and WFK result in a relatively lower performance variation, but

these values may be viable when primarily focusing on a single dataset and might be unviable

for a generalized realization.

2 4 6 8

2

4

6

8

10

12

A
ct

iv
at

io
n

 (
W

F
A

)

2 4 6 8

2

4

6

8

10

12
2 4 6 8

2

4

6

8

10

12 0

20

40

60

80

100

R
2 

va
ri

at
io

n
 (

%
)

2 4 6 8
Encoder (WFK)

2

4

6

8

10

12

A
ct

iv
at

io
n

 (
W

F
A

)

2 4 6 8
Encoder (WFK)

2

4

6

8

10

12
2 4 6 8

Encoder (WFK)

2

4

6

8

10

12 0

20

40

60

80

100
S

N
D

R
 v

ar
ia

ti
o

n
 (

%
)

(a) (b) (c)

(d) (e) (f)

Figure 5.8. The variations of the R2 score for (a) Dataset I, (b) Dataset II (K), and (c) Dataset II
(L), along with the variations of the SNDR for (d) Dataset I, (e) Dataset II (K), and (f) Dataset II
(L) over different encoder resolutions WFK and HardTanh output resolutions WFA.

Figs. 5.9(a) and (b) shows the mean of the R2 score and SNDR values, respectively, of
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the original model, the re-trained model, and the calibrated model, over the 30 recordings of

Dataset I with the encoder quantization and SSTD. The performance of the SSTD configuration

without quantization is also shown. It is shown that the calibration with 10% of the training data

achieves a performance comparable to that of the re-trained model as well as that of the model

without employing quantization. One can see that the employed in vivo optimizations have a

negligible impact on the performance degradation of the model.
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Figure 5.9. The mean (a) R2 scores and (b) SNDR of the original, re-trained, and calibrated
models using encoder quantization and SSTD over all recordings of Dataset I, respectively. The
performance of the calibrated SSTD configuration without quantization is also shown.

5.5 Hardware Architecture and Implementation Results

Fig. 5.10 shows the top-level block diagram of the designed and implemented in vivo

encoder network. It consists of an array of normalization units, multipliers, adder trees, and

HardTanh activation function units. The normalization units are used to normalize the input
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data based on the training set. The number of normalization units D defines the number of input

channels to process simultaneously and is equal to the number of electrode channels divided

by the folding factor α . Each input channel requires a set of normalization parameters min and

range prior to applying the DLE weights, where min and range denote the channel’s minimum and

the range of amplitude values stored in the normalization parameter memory nRAM, respectively.

The model parameters are stored in the weight parameter memory wRAM. Each bank of weight

multipliers and its associated adder tree computes the accumulation of the weighted inputs. The

weighted sums are biased with the adders and then the HardTanh activation function is applied.
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Figure 5.10. The top-level block diagram of the designed encoder network.

The multiplier unfolding factor parameter MUF denotes the number of weighted sums

computed per clock cycle. For example, with MUF = 1, it would take eight clock cycles to

compute the eight outputs of the in vivo encoder. For a throughput equal to the sampling rate fs,

a clock frequency equal to 8 fs is required. To find an optimal value for MUF , the encoder network

is synthesized with α=12 for the MUF values of 1, 2, 4, and 8. The logic synthesis was performed

using Synopsys Design Compiler and the place and route was performed with Cadence Innovus

in a standard 180-nm CMOS process. To estimate the power consumption of the design, the

post-routed netlist was simulated using Synopsys Verilog Compiler Simulator (VCS) by applying
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a testing subset of the Dataset I to the post-routed netlist. Table 5.1 gives the dynamic power

consumption and area utilization of the designed in vivo encoder over various values of MUF .

Reducing the operating frequency to fs would naturally reduce the dynamic power consumption,

however, it was found that MUF = 4 consumes the least power due to requiring half the number

of adder trees and hardware of those for MUF = 8. The ASIC layout of the synthesized in vivo

encoder with MUF = 4 is shown in Fig. 10.10 and is estimated to occupy 1.94 mm2 of silicon

area in a standard 180-nm CMOS process.

Table 5.1. The ASIC characteristics of the designed and synthesized in vivo encoder over various
values of MUF

MUF Freq. (kHz) Area (mm2) Power (µW)
1 16 1.25 10
2 8 1.37 7.6
4 4 1.94 7.35
8 2 2.11 10.4
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Figure 5.11. The 1.94 mm2 ASIC layout of the synthesized in vivo encoder in a standard 180-nm
CMOS process.

Table 5.2 gives the ASIC characteristics and implementation results of various previously

published intra-cortical neural signal compression designs. Both lossless and lossy compression

modalities have been reported. Since the main focus is on the efficient design and implementation
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Table 5.2. The characteristics and implementation results of in vivo neural signal compression
ASICs

Work Algorithm Tech. (nm) Supply (V) Area/ch. (mm2)† Power/ch. (µW)† CR SNDR (dB)

[127]
DRR,

180 1.8 0.039 3.57 4.58 –Huffman coding
(Lossless)

[128] DRR 130 1.2 0.008 15.8 2 –(Lossless)
[135] CS (Lossy) 180 1.2 0.008 3.55 4 ' 14
[158] CS (Lossy) 130 1.2 0.087 31.003 10 –
[159] CS (Lossy) 180 – – 4.8 8 9.78

Ours AE (Lossy) 180 1.8 0.002 0.076 19.2 Dataset I: 15±3
Dataset II: 19±3

† Normalized to a 180-nm CMOS process with a 1.8 V supply as described in [47], accounting only
for the in vivo digital compression circuitry.

of the compression circuits, the ASIC characteristics and implementation results provided in

Table II exclusively take into account the silicon area and power consumption of the in vivo

compression circuits to ensure a fair comparison. While there are several techniques for lossless

compression, the most commonly employed methods for compressing neural signals involves

the dynamic range reduction (DRR) and variable wordlength encoding. In [127], the spatial

and temporal correlation of neural signals were exploited to reduce the dynamic range of LFPs.

First, a temporal difference was applied to the signal followed by removing the spatial average

of groups of 16 recording channels. Then, Huffman encoding was applied to compress the LFPs

to 2 or 3 bits prior to transmission. With the input LFPs represented using 11 bits, this resulted

in an average compression rate of 4.58. The reported design compressed temporally-sparse

spike waveforms by performing spike detection and transmitting only spike events rather than

the continuous waveforms. For a fair comparison, our design is compared with the digital LFP

compression hardware, which was reported to consume 3.59 µW of power per channel from a

1.8 V supply operating at 2 kHz. A similar lossless compression scheme was reported in [128]

where the dynamic range of the signals was reduced by applying common-average referencing

and subtracting this baseline from all channels prior to transmission. However, rather than

encoding the signals, the baseline was transmitted for in silico reconstruction, resulting in an

average compression rate of 2. The compression circuit was estimated to consume 6.4 µW of

92



power per channel from a 1.2 V supply when operating at 400 kHz. In [135], an analog-based

realization of a CS-based compression scheme was reported. The sensing matrix consists of

samples uniformly selected from the Bernoulli distribution and achieves a compression rate of up

to 16. The design was implemented in a 180-nm technology operating at 4 kHz and consuming

0.95 µW of power from a 1.2 V supply. In [158], another CS-based compression ASIC was

presented, employing a novel Manhattan distance cluster-based sensing matrix for compressing

multi-channel neural signals, achieving the compression rate of 10. The design was implemented

in a 130-nm CMOS process and the simulated power consumption was 12.5 µW per channel

from a 1.2 supply voltage. The CS-based compression system-on-chip reported in [159] was

estimated to consume 4.8 µW per channel and to achieve a compression rate of 8.

As given in Table 5.2, the designed and implemented autoencoder-based compression

scheme consumes the lowest power per channel, while achieving a significantly higher compres-

sion rate than the previously reported designs. Compared to the compressed sensing methods for

spatial dimensionality reduction, the designed and implemented autoencoder-based compression

scheme offers reduction in power due to the spatio-temporal downsampling that drastically

reduces the complexity of the encoder network. Additionally, the units in the encoder network

learn to share parameters among different input channels, which has a small impact on its

reconstruction quality, as was shown in Section 5.4. For practical BCI applications in which

subsequent decoding and processing may tolerate reconstruction and wireless transmission errors

reasonably well, the lossy methods with a greater compression ratio offer a more viable approach.

Nevertheless, even though the lossless methods do not achieve relatively high compression ratios,

their true signal reconstruction capability is a valuable attribute for carefully analyzing neural

signals in silico.

Table 5.3 gives the power consumption of various neural signal processing ASICs

employing alternative signal modalities. In [113] MUAs were obtained by performing spike

detection. In [102] the data rate was further reduced by obtaining SUAs using spike detection and

in vivo spike sorting. In [140] SUAs were obtained by compressing detected spike waveforms
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using an in vivo AE. Waveform reconstruction and spike sorting were performed in silico.

Evidently, employing more in vivo neural signal processing would consume more power per

recording channel. The analog front end (AFE) of the neural recording circuitry, which consists

of low-noise amplifiers and analog-to-digital converters, typically consume an average of 7.4

µW of power per channel [160]. The power consumption of the LNAs depend on various factors,

such as the acceptable input-referred noise and whether chopper-stabilization is required to

mitigate dominant flicker noise [161]. Additionally, the power consumption of the amplifier is

also proportional to the width of the frequency band of interest [131], which for LFPs is about five

times smaller than that of spikes. Conventional AFEs often employ successive approximation

register (SAR) ADCs, whose power consumption is relatively linearly proportional to the

sampling rate fs [162, 163]. Therefore, it is reasonable to assume that reducing both the amplifier

bandwidth and ADC sampling rate by a factor of five would yield a similar reduction in power

consumption, approximately 7.4/5 = 1.5 µW per channel. Therefore, the compression of LFPs

would provide a more scalable recording scheme for BCIs employing high-density MEAs.

Table 5.3. The power consumption of the in vivo neural signal processing ASICs employing
MUA, SUA, and LFP neural signals

Work
Neural

Method
Power/ch. (µW)† Power/ch. (µW)

signal in vivo digital AFE
signal processing

[113] MUAs Spike 0.64

7.4

detection

[102]
SUAs 2.02Spike

sorting
[140] 4.09

Ours LFPs AE-based 0.076 1.4‡
compression

† Normalized to a 180-nm CMOS process with a 1.8 V supply.
‡ Assuming the reduced sample rate and bandwidth requirements for LFPs over spike-based recordings [131],
accounting only for the in vivo digital signal processing circuitry.

Intracortical BCIs must operate within strict low-power constraints to prevent heating of

the brain tissues beyond 1◦ C, as outlined by the Food and Drug Administration. A maximum

power budget of 7.7 mW has been reported for neural implants with wireless power transfer,
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based on 15-mm receiving antennas implanted on the cortical surface of the brain with an

RF operating frequency of 2.02 GHz. Further analyses of different antenna sizes at various

brain depths and their maximum power budgets are discussed in [126]. Fig. 5.12(a) shows

the total power consumption for detecting MUAs and compressing LFPs with the designed

AE-based digital circuit (including that of the AFE and wireless transmission), and the implant’s

power budget. Given a wireless transmission power of 158 pJ/bit [15], it becomes evident that

the proposed compression would enable simultaneous recording from over 3000 channels, a

significant increased compared to spike-based counterparts. Fig. 5.12(b) shows the supported

data rates for transmitting MUAs, LFPs, and compressed LFPs over various number of channels.

Considering the highest Bluetooth data rate of 2 Mbps, it can be seen that the transmission

of raw LFPs is only feasible for fewer than 100 recording channels. The proposed AE-based

compression scheme would make it possible to significantly increase the number of recording

channels, approaching that of MUAs. Accounting for both the 7.7 mW implant’s power budget

and also the maximum data rate of 2 Mbps, the maximum number of channels to transmit

raw LFPs is only 62, whereas that for MUAs with one millisecond bins is 878. By employing

the designed AE-based compression, however, the maximum number of recording channels

can be increased to 1152, an 18 times improvement over that for raw LFPs and a 1.3 times

improvement over that for MUAs. In the above comparison, we assumed the conventional

independent processing of multi-channel signals. To enhanced the overall density of intracortical

electrodes, modern realizations of recording ICs decrease the electrode pitch by suppressing

the sensitivity around the recording electrodes to avoid multiple detections of the same action

potential. This isolation effectively reduces the overall processing of the neuronal data and in

vivo power consumption. [148, 164].
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Figure 5.12. (a) The total power consumption for detecting MUAs and compressed LFPs
(including that of the AFE and wireless transmission) and (b) the supported data rate for MUAs,
raw LFPs, and compressed LFPs over various number of channels.

5.6 Conclusion

This chapter presents the design and implementation of an autoencoder-based compres-

sion scheme for in vivo compression of neural signals. Various optimization schemes were

employed for the efficient hardware realization of the designed circuits. Using two widely-

employed neural datasets, we discussed and composed the reconstruction performance of the

designed compression scheme against other state-of-the-art designs. We presented an application-

specific integrated circuit of the designed in vivo encoder in a standard 180-nm CMOS process,

estimated to occupy 0.02 mm2 per channel and consume 0.076 µW of power per channel from a
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1.8 V supply. Compared to the recently reported compression integrated circuits, the designed

and synthesized compression architecture occupies the least silicon area, consumes the least

power, offers the highest compression rate of over 19 times, and achieves a mean reconstruction

quality of 17 dB over two datasets.

5.7 Publications

The following article was published as an outcome of the research conducted in this

chapter: D. Valencia, P. P. Mercier, and A. Alimohammad, “Efficient In Vivo Neural Signal

Compression Using an Autoencoder-based Neural Network,” IEEE Transactions on Biomedical

Circuits and Systems, vol. 18, pp. 691 – 701, January 2024.
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Chapter 6

Towards In Vivo Neural Decoding
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6.1 Introduction

Patients suffering from various neurological disorders and amputations may lose their

ability to control some of their normal bodily functions or to take care of themselves entirely. A

brain-machine interface (BMI) creates a link between the brain’s neural activity and the control

of an external assistive device by bypassing dysfunctional neural pathways. Invasive BMIs record

neural signals directly from the motor cortex using brain-implanted electrodes. By understanding

how brain activity relates to behavior, the encoded motor intentions in the recorded neural signals

can potentially be decoded into meaningful control commands to restore a patients’ ability to

interact with their surroundings, via improved communication or actuating an assistive device

such as computers and prostheses.

Conventional acquisition systems employ multi-electrode arrays (MEAs), which allow

simultaneous recording of hundreds of channels. The wireless transmission of a large amount of

recorded data can impose high power consumption and long delays, which restricts real-time and

in vivo operation of BMIs. For example, the data rate for a Utah Array [165] with 100 recording

channels sampled at 20 kHz with a 10-bit resolution is 20 Mbps. For this transmission rate, an

implantable chip requires several hours of continuous operation and a few hours for recharging

the battery [166]. The commonly employed acquisition systems are unable to precisely place

electrodes to individually record from a single neuron. Hence, each electrode records the

neuronal activities of a region, where generally tens of neurons are present and thus, providing

the acquisition of multi-unit activity (MUA). Moreover, the fixed geometry of the conventional

MEAs, such as the Utah Array, constrains the populations of neurons that can be accessed. They

are made from rigid metals or semiconductors, which can limit their application and longevity.

It has been shown that complex brain processes are reflected by the activity of large neural

populations and that the study of a few neurons provide relatively limited information. Therefore,

advances in BMI systems rely on the ability to record from large populations of neurons in the

order of thousands. Recent high-density micro-electrode array (HD-MEA) technology developed
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by Neuralink [8] use flexible polymer probes to provide greater bio-compatibility and longevity,

as well as an unprecedented high-bandwidth and spatio-temporal resolution for long-term intra-

cellular neural recording. An array of up to 3,072 electrodes can be implanted individually by a

neurosurgical robot offering single-neuron (single unit) resolution. Neural recording MEAs with

neuron-level precision open a fascinating opportunity to investigate how large cell populations

encode sensory behavior and motor function. Biological neurons communicate by means of

firing electric pulses, called action potentials (APs) or spikes. Neural activity is usually sparse,

and since the firing rates of neurons, which is the number of spikes emitted by a neuron over a

given time interval, rarely exceeds 10 Hz, the data transmission rate will be reduced drastically

by detecting spikes on an implanted chip and only transmitting the spiking information. For

example, employing a MEA with 100 channels sampling at 20 kHz with a resolution of 10

bits per sample, would require 20 Mbps for transmitting raw signals. If only spiking activity is

transmitted, the data transmission rate can be reduced to only 2 to 3 kbps, assuming that each

electrode records the activity of two to three neurons firing at an average rate of 10 Hz.

Researchers often require single-neuron activity for the study of how neurons are cor-

related with each other for specific stimulus or for decoding motor intentions. Since in a

conventional extracellular recording an implanted electrode can record the neural activity of

neurons from a distance of up to about 140 micrometers [32], the neural signal recorded by

an electrode consists of the cumulative neural activities of multiple adjacent neurons and the

neural activity of relatively far away neurons contaminated by noise and technical artifacts, such

as electrode drift, tissue-electrode noise, and electronics noise. Neurons in a local area often

fire spikes of similar shape and amplitude, however, relative to the distance of an electrode to a

neuron, the shape of spike waveforms will differ for various neurons [167]. This key fact allows

the spiking activity of individual neurons to be distinguished and separated through a process,

called spike sorting [138], which may assist neural decoding for certain applications. Spike

sorting is the process of grouping detected spikes into clusters based on the similarity of their

shapes. The resulting clusters thus correspond to the spiking activity of different putative neurons.
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Transmitting detected spike waveform shapes, assuming a spike waveform is represented by

only 48 samples and that the recording channel detects two to three neurons firing at a rate of 10

Hz, would require data rates between 960 Kbps and 1.44 Mbps. Increases in channel counts,

spiking frequency, or the number of neurons in the vicinity of the electrode can raise this data

rate dramatically. An alternative approach is to perform neural signal processing in vivo and only

transmitting decoded neural activity directly to an external assistive device. Neural decoding

aims to translate the neural activity of the brain into quantifiable commands for controlling or

communicating with an external device. When decoding neural activity into a discrete set of

commands, the output data rate of decoding can be given as Rd =
dlog2(Nc)e

∆tN∆
, where d·e denotes

the ceiling operator, Nc denotes the number of discrete commands, ∆t denotes the time bin

size over which spikes are counted, and N∆ denotes the number of time bins collected prior to

performing decoding. For example, simple cursor control can be decomposed into a discrete

set of movements {left, right, up, down, none}. If detected spikes are binned every 10 ms

and 10 bins are collected prior to decoding, the output data rate is Rd = 30 bps. Controlling

a prosthetic arm with multiple degrees of freedom (DOF) increases the data rate due to the

numerical resolution of kinematic variables. The output data rate can be given as Rd = VbNv
∆tN∆

,

where Vb denotes the number of variables and Nv denotes the total number of variables. For

example, consider a robotic arm with seven DOF (i.e., α , β , and γ endpoint; x, y, and z angles;

and grip velocity) with 8 bits of resolution per variable. If spikes are binned every 10 ms and

10 bins are collected prior to decoding, the output data rate is Rd = 560 bps. Note that this

is considerably less than that for transmitting raw data, spike events only, or spike waveform

outputs [64]. Moreover, in vivo decoding decreases the time required to transmit data and the

offline processing time. Minimizing the processing latency between biological signal generation

and intended motor function is important. It has been shown that in non-human primate trials, a

maximum latency of about 150 ms between signal generation and the robotic arm movement

results in natural-looking and smooth motion [168].

In this chapter, we discuss the feasibility of realizing in vivo neural decoding with and
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without spike sorting. More specifically, in Section 6.2, we first discuss how much information

is contained in the two alternative spike train analysis methods. Section 6.3 discusses the impact

of spike sorting on decoding performance. The design and training of a temporal convolutional

neural network decoder is presented. Section 6.4 presents the design and implementation of a

programmable neural network-based decoding processor. Various challenges for realizing in

vivo neural decoding are discussed. Section 6.5 makes some concluding remarks.

6.2 Estimating Information in Neural Spike Trains

Cortical neurons use spike trains to communicate with other neurons. The output spike

train of each neuron is a stochastic function of its input signals from other neurons. Understanding

what information is encoded in its output spike train and what information is discarded, as well as

quantifying how much information a single neuron transfers (or loses) from the input it receives

(i.e., a sensory stimuli) to the activity of neuron (i.e., the neural code), are important for efficient

decoding of the brain activity.

It is generally assumed that all the information contained in the spike train can be

represented by the spike times. The simplest representation of a neuron’s response can be given

by its firing rate. In addition to the firing rate of neurons, the relative timing between spikes also

encodes information, which may be useful for decoding. Rate coding and temporal coding are

two techniques for quantifying the information encoded in a neural spike train [169, 170]. Rate

coding implies that the firing rate of a neuron represents the information encoded in the spike

train, while temporal coding implies that the information is not only based on the firing rate, but

also the relative timing of spikes. Rate coding can be divided into two categories: neuron rate

coding and population rate coding. Population or ensemble rate coding is a measure of the firing

rate of an ensemble of neurons rather than individual neurons.

A visual representation of the two rate coding methods over a two second snippet of a

neural spike train is shown in Figs. 6.1(a) and (b). Fig. 6.1(a) shows the grey boxes horizontally,
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Figure 6.1. (a) Neuron rate coding and (b) ensemble rate coding.

which represents the firing rate over the time interval T as a temporal average. Fig. 6.1(b)

shows the grey boxes vertically, representing the firing rate as a spatial average over all neurons

over a time window T . Neuron firing rates are computed by counting the number of spike

events occurring during a time window T , while ensemble firing rates are computed by counting

the number of spike events occurring across an ensemble of neurons during a time window T .

Both measures are then normalized by T , which results in units of Hz. It has been shown that

the ensemble rate coding more closely resembles the brain’s natural coding scheme, by which

ensembles of neurons communicate their accumulated activity with other neural populations [1].

This can be considered as a spatial average of the neural activity, whereas the neuron firing rates

represent a temporal average over a longer time.

The entropy S =−∑i
[
Pilog2Pi

]
, where Pi denotes the probability of a particular pattern

of spike events, such as firing rate, denotes the average amount of “information” or “uncertainty”

inherent to the random variable. Random variables with a more uniform distribution have a

higher entropy, while distributions with a more localized peak have lower entropy. In other

words, if a probability distribution is more biased toward specific outcomes, then there is less
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information encoded in the random variable compared to the one with higher entropy [171]. A

coding scheme with a higher entropy can be interpreted as having a more uniform distribution and

hence, a greater amount of information regarding the stimulus that caused the neural response.

Table 6.1. The entropy rates for different neurons

Neuron Entropy rate Neuron Entropy rate
index (bits/sec) index (bits/sec)

1 18.17 10 17.12
2 10.97 11 27.01
3 45.41 12 42.98
4 44.92 13 41.01
5 33.32 14 35.41
6 30.96 15 42.83
7 35.51 16 43.68
8 34.69 Ensemble
9 38.94 Rate 38.25

For a spike train, we employ an estimation of entropy, in which the random variable

is represented by the spike counts over small bins of ∆τ seconds over time windows of size

T [172]. An intuitive interpretation of spike train entropy is that if a spike train is completely

deterministic, it will have low variability in the time between spike events and by implication, its

firing rates. This implies that a deterministic neuron encodes less information than a randomly

firing neuron. To compare the entropy between the two rate coding schemes, we utilize the

publicly available hc-2 dataset from the collaborative research on computational neuroscience

[60]. The dataset consists of neural recordings from the CA1 region of the hippocampus of

freely moving rodents over various experiments. The rodents were provided with water or food

as a reward at random locations throughout a platform. For the recording session ec013.527,

the entropy of the spike train and the calculated ensemble rate are given in Table 6.1. One can

see that some neurons have low entropy, while others have relatively high entropy compared to

the ensemble rate. The ensemble rate has a relatively high entropy and is not far from the mean

entropy of all the neurons, (i.e., 33.93 bits/sec). Therefore, it can be assumed that using single

unit firing rates would yield more information for decoding. In order to test this hypothesis, we
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divide the data into 125 ms intervals, which is equivalent to 5 samples of video frames to align

the rodent positions to the physiology. A feed-forward neural network (FNN)-based decoder is

trained to map firing rates (rate and ensemble coding) to rodent positions. The testing dataset

contains 7797 samples, 80% of which are utilized for training, while the remaining 20% are used

for validation and testing. Each sample in the dataset consists of binned neural data over 1.28

seconds with bins of size 25.6 ms, i.e., 50 time steps. The employed FNN has three hidden layers

with tanh activation functions. The input dimension for the neuron-rate coding was 16, while

the input dimension for the population-rate coding was one. The FNN was trained using the

TensorFlow machine learning framework for Python for up to 1000 epochs, using early stopping

to avoid overfitting to training data. The Adam optimizer with default parameters lr = 0.001,

β1 = 0.9, β2 = 0.999, and ε = 1e−07 was used for training. The input to the neural network

was scaled (z-scored) as xz = (x− x̃)/(xσ ), where x denotes the training data and x̃ and xσ denote

the mean and standard deviation of the training data, respectively, to have a zero-mean and unit

variance distribution, which is useful for training. Additional statistical enhancements can be

made by applying temporal smoothing of the input spike firing rates. One of the commonly

employed methods is the Gaussian smoothing kernel [173], which convolves the input spike

counts with a Gaussian curve of a pre-defined width. Applying Gaussian smoothing makes the

distribution of the input data resemble a normal distribution more closely, which makes it easier

to apply machine-learning algorithms to the data. The training dataset denotes the subset of the

data used for optimizing the parameters of the network, while the validation dataset is used to

assess the performance of the model during training. The testing dataset is used to evaluate the

performance of the network, as it contains examples not observed during training.

Fig. 6.2 shows the training and validation losses for the neuron and ensemble rate coding

schemes. The testing loss for the neuron rate coding was 42.8 while the population rate loss

was 43.29. The y-axis is plotted on a log scale to view the differences between the two rate

coding schemes more easily. One can see that the neuron rate coding outperforms the ensemble

rate decoding slightly due to the higher entropy for certain neurons and also due to the higher
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Figure 6.2. The training and validation loss for neuron rate coding and ensemble rate coding
over various training epochs.

dimensional space to learn from compared to the single dimensional input of the ensemble rate

coding scheme. Thus, we conclude that in the context of neural decoding, neuron-rate coding

may outperform the population-rate coding.

6.3 Neural Decoding and Spike Sorting
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Figure 6.3. The in vivo neural decoding paradigms.
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6.3.1 Investigating Sorted and Unsorted Decoding Paradigms

Spike sorting has been employed to extract the activity of individual single units influ-

encing an electrode from the recorded MUA. Conventionally, spike sorting consists of several

processing steps. First, spikes are detected from the background noise. Common detection

techniques involve estimating the noise in the recorded and filtered signal and comparing it with

a threshold. From detected spike waveforms, specific features are then extracted. These extracted

features are then clustered into distinct groups, in which similar features and thus, similar spikes,

are grouped together. A commonly employed clustering algorithm is k-means clustering [174],

in which the feature vectors are clustered into k distinct groups, indicating up to k different single

units found in the neural recording.

A desirable approach toward in vivo decoding could be avoiding spike sorting altogether,

thus reducing the amount of in vivo computation and/or wireless data transmission. Without

spike sorting, all threshold crossings of the voltage waveform on an electrode are treated as firing

from one putative neuron. While this approach ignores the kinematic information provided by

individual neurons recorded on the same electrode, this loss of information can potentially be

avoided due to the significant enhancement in the recording technologies at the single neuron

level [8]. We thus explore two possible decoding paradigms: (i) unsorted decoding and (ii)

sorted decoding, as shown in Fig. 6.3. First, spikes are detected from the neural signals recorded

by an implanted MEA. The unsorted decoding paradigm will consider detected spikes from all

neurons recorded by each of the electrodes to create a multi-unit spike train (MUST). The sorted

decoding paradigm employs spike sorting to cluster the activities of individual neurons detected

by the spike detection unit and create a single-unit spike train (SUST). The raster plots in Fig.

6.3 are created based on the detected spikes from each electrode and sorted spikes, respectively,

where the x and y axes represent time and the spiking activity of different neurons, respectively.

The spike train in the unsorted decoding paradigm shows the spikes detected on each of the N

recording electrodes. The spike train in the sorted decoding paradigm shows the sorted spiking
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activity of M single units. The MUST or SUST is then passed to the decoding unit, which can

employ a variety of decoding algorithms. Traditionally, the decoding models of interest are

FNNs and recurrent neural networks (RNNs). RNNs can encode temporal information in their

hidden layers [175] while FNNs cannot due to the lack of temporal memory. We propose to

use the temporal convolutional network (TCN) [176]. The TCN, shown in Fig. 6.4 (a), encodes

temporal information in the input sequence with dilated convolutions at deeper layers and thus

spanning the entire input sequence. The distinct network architecture of the TCN addresses

many of the limitations of RNNs with learning temporal features, as the TCN does not propagate

gradients over time, but rather through convolutional layers. The output of the TCN is connected

to a layer to linearly map TCN outputs to the rodent positions. The convolutions are causal,

which means that the TCN is appropriate for real-time neural decoding.

Temporal
Conv. Layer

Input Spike 
Train

Output
Layer

Decoded
Output

d = 1

d = 2

d = 4

(a)

(b)

Figure 6.4. (a) The block diagram of a TCN layer and (b) the TCN-based decoder.

Accurate spike sorting to retrieve the individual neuronal activities from multi-unit

activity involves computationally- and memory-intensive algorithms and is often performed

offline. Moreover, the requirement to sort spikes becomes more imposing with increasing the

number of implanted recording electrodes, especially for spike sorting in vivo. Interestingly,
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some earlier work reported that decoding the spike detector’s outputs directly will make the

system more robust for long-term use [177]. Also, several studies have suggested recently

that spike sorting might not be critical for estimating intended movements in the motor BMI

applications [178, 51]. In those ensemble decoding studies, the rate at which the filtered neural

electrical signals crossed a pre-determined voltage threshold provided nearly an equivalent

amount of information about the discrete direction of intended movements as did the spike rates

of isolated, single neurons, irrespective of whether the threshold crossings detected on each

electrode came from one or multiple neurons. Threshold crossing rates have successfully been

used for real-time neural control in animals and humans, even years after the implantation of

micro electrode arrays. Finally, the application of HD-MEA with neuron-level precision may

eliminate the need for spike sorting altogether.

To study the effect of spike sorting on the performance of neural decoding, we utilize the

publicly available hc-2 dataset [60]. The aim is to predict the location of the rodent based on

the spiking activity of neurons in the hippocampus, which is the region of the brain responsible

for cognitive processes related to spatial navigation and memory. For recording neural signals,

four and eight channel tetrodes were used to improve spike sorting performance. The tip of

each recording shank, which are the channels with the highest signal amplitude, were used

for detecting spikes. A 32-sample waveform was created from each same-shank tetrode and

hence, each spike is represented by an 8×32 dimensional matrix. Dimensionality reduction was

performed with discrete derivatives [110] to reduce the dimensionality to 8×3=24 samples per

waveform. k-means clustering was then performed to group feature vectors into 16 clusters, as

done in [60].

Fig. 6.5(a) shows the mean absolute error of the training of the unsorted and sorted TCN-

based decoding paradigms using the training and validation sets over 100 training epochs. An

important observation is that the sorted decoding paradigm has the advantage of a relatively faster

convergence. However, as shown in Fig. 6.5(b), both models converge to close R2 scores for the

validation set. Moreover, both paradigm perform well for the testing set, with the mean R2 = 0.9
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Figure 6.5. (a) The training performance and (b) the R2 score of the TCN-based decoder for
both decoding paradigms.

and R2 = 0.9 for the sorted and unsorted paradigms, respectively. The unsorted paradigm reduces

the dimension of the model’s input from the number of neurons to the number of recording shanks.

While increasing the input’s dimension may increase the amount of information provided to the

model, it has been shown that constraining the overall number of parameters in a model reduces

overfitting [179]. We found that the TCN-based decoder offers robust decoding performance

across a variety of spike detection algorithms, with the mean R2 = 0.97 for both sorted and
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unsorted paradigms. Similarly, for this particular decoding task, it was found that a temporal

sequence length of 75 time steps was optimal for time-series neural decoding with the mean

R2 = 0.98, compared to the feed-forward network with 50 time steps. Therefore, we employ the

unsorted decoding paradigm for the real-time in vivo BMI realization.

6.3.2 Training and Calibration

The training and calibration time of the neural decoder must be reasonable for a satisfying

user experience. For example, it has been shown that for motor decoding applications, individual

neurons often encode a preferred direction or movement [168]. Additionally, for single unit

recordings, the same single units may not be present in the recorded neural signals across

different sessions over multiple days or weeks. The process of re-training, or calibrating, neural

network-based algorithms involves re-training a pre-trained model on a subset of the original

training data in addition to the new data [180]. A common problem in network calibration, so

called catastrophic forgetting [181], is that the model forgets data observations from earlier

training sessions. In addition to retaining some of the previous data used for training, specific

layers of the model may fix their weight values, similar to a transfer learning approach [182].

While the size of the updated training dataset or the total number of weight updates may be

significantly smaller than the first training session, the time it takes to train the model remains

relevant. A decoder for neural-controlled robotic arms reported in [183] has a calibration phase

performed as follows. First, the subject is asked to carefully observe the automated movement

of the arm for a given task. This is due to the modulation of neural firing patterns given the

observation of the intended motion. The spike trains recorded during this process are then used

to train the decoder. The observation-based decoder is then calibrated by allowing the subject to

control the robotic arm with some amount of automated movement aid. The aid is intended to

reinforce the subject to modulate their neural firing patterns that best correspond to the desired

movement. Over several training sessions, the amount of automated movement aid is reduced

and the subject learns to control the robotic arm on their own. The TCN-based decoder, for
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example, is better suited for real-time decoding and calibration due to the fact that there is no

internal hidden state to compute over time. This allows TCNs to be trained significantly faster

than RNN-based models of similar size. In our tests on a Desktop PC with an 8-core processor

and 16 GB of RAM, we found that the TCN-based decoder took 25 minutes to train, while RNN

models took over three hours to train. The training and calibration process could take longer

if they are performed on a mobile device, which has considerably more processing limitations

compared to a high-performance computer.

6.4 Towards an Implantable Decoding Processor

While relatively small decoding architectures and algorithms can be employed for high

levels of decoding performance, conventional BMIs still require an external device for processing

neural signals. This imposes some major limitations: (i) for wireless BMIs, the amount and speed

of data transfer are limited by the bandwidth of the communication medium; (ii) for wired BMIs,

cables may limit the patient’s mobility and cause a poor user experience; (iii) the requirement

of an external computing device means that the user must rely on additional devices for proper

decoding operation. These limitations motivate the design and implementation of an in vivo

machine learning-based decoding processor.

Fig. 6.6 (a) shows the conventional approach for wireless BMIs. Neural signals are

recorded and processed by a spike count unit, which detects spikes from ambient noise and

stores the spike count over a predefined amount of time before transmitting it to an external

computing device. For example, the NeuraLink BMI transmits spike counts to a mobile device

or a computer in 25 millisecond time bins for cursor control tasks [184]. Fig. 6.6 (b) shows the

proposed approach for a fully-implantable wireless BMI. An in vivo processor would be able to

directly process input spike trains and perform a variety of decoding tasks, such as controlling a

prosthetic limb. An implantable processor is first programmed using a computer or mobile device.

The processor is then able to interact directly with the external assistive device by performing
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Figure 6.7. The top-level block diagram of the designed and implemented neural network
processor.

neural decoding in vivo.

Due to the rapid advances in the field of machine learning, the processor would need

to be programmable such that alternative decoding algorithms can be readily deployed using

the same hardware. To this end, we have designed and implemented a custom neural network

processor architecture for implementing arbitrary network operations. Our previously designed

embedded processor architecture in [85] is enhanced to support arbitrary network operations,

such as matrix multiplication, convolution, as well as the instructions required for implementing
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both feed-forward and temporal neural network architectures. The top-level datapath of the

processor is shown in Fig. 6.7. The processor is a single-cycle reduced instruction-set computer

(RISC) that executes an instruction over one clock cycle. Note that the relatively slow speed of

biological signal generation and processing alleviates the need for high-speed and large-scale

vector processing units that are typically found in conventional neural network accelerators.

The designed processor has three memory units: the instruction memory Instr. Mem. used to

store the program to execute; the register file Reg. File used to store program variables and

memory addresses; and the data memory Data Mem., which is used to store neural network input

data, weight parameters, and any necessary intermediate network computation results. The Instr.

Mem. has a single address port that supports asynchronous read and synchronous write. The

Reg. File is a dual-port memory unit with asynchronous read and synchronous write. The two

outputs of the Reg. File, rf rd1 and rf rd2, are used to address the Data Mem., which is also a

two-port memory unit with asynchronous read and synchronous write. Since the Data Mem. is

addressed by values stored in the Reg. File, the write address of the Data Mem. is also addressed

by rf rd1. The computations of a decoding algorithm are performed in a sequential manner

by the arithmetic logic unit ALU, which supports integer computations, as well as fixed-point

operations. The ALU also has a dedicated activation function unit that implements the sigmoid,

hyperbolic tangent (tanh), and rectified linear (ReLU) functions for hidden units of a neural

network. The detailed implementation of the activation function unit is given in [85].

The instruction set for the designed neural network processor is given in Table 6.2.

Each instruction is 29 bits long, with an instruction operation code (opcode) of 5 bits, and the

remaining 24 bits are dedicated for defining register addresses or immediate values. For example,

for the add r instruction, three 8-bit fields denote the register source for the two ALU inputs

as well as the write address to store the result in the register file. The instruction set consists

of four types of instructions: integer computation, fixed-point computations, setup, and control

instructions. The integer computations are mainly used to define program variables, such as loop

counters. The fixed-point computations are used to perform neural network computations, such
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Table 6.2. The instruction set of the designed neural network processor.

Instruction type Instruction Function

Integer computation
add r $s1 $s2 $dst RF[$dst] = RF[$s1] + RF[$s2]
sub r $s1 $s2 $dst RF[$dst] = RF[$s1] - RF[$s2]
mult r $s1 $s2 $dst RF[$dst] = RF[$s1] × RF[$s2]
addi r $s1 Simm $dst RF[$dst] = RF[$s1] + SignExt[imm]
subi r $s1 Simm $dst RF[$dst] = RF[$s1] - SignExt[imm]
muli r $s1 Simm $dst RF[$dst] = RF[$s1] × SignExt[imm]

Fixed-point computation
add e $s1 $s2 DM[$s1] + DM[$s2]
sub e $s1 $s2 DM[$s1] - DM[$s2]
mult e $s1 $s2 DM[$s1] × DM[$s2]
addi e $s1 $s2 DM[$s1] + FPSignExt[imm]
subi e $s1 $s2 DM[$s1] - FPSignExt[imm]
muli e $s1 $s2 DM[$s1] × FPSignExt[imm]
wr alu $s1 DM[$s1] = alu result

wr acf1 $s1 $s2 DM[$s1] = DM[$s1] = ACF(alu result, DM[$s2])
wr acf2 $s1 $s2 DM[$s1] = DM[$s1] = ACF(acc result, DM[$s2])
wr acc $s1 $s2 DM[$s1] = DM[$s1] = acc result

rst acc Reset ALU accumulator to zero

Setup
iset acf code Set activation function to sigmoid, tanh, or ReLU

sw imm Swap ALU inputs
done Assert processor done flag for 1 clock cycle

rd dm $s1 Read DM[$s1] and write to processor output port

Control
beq $s1 $s2 offset Branch to PC+offset if RF[$s1] == RF[$s2]
bneq $s1 $s2 offset Branch to PC+offset if RF[$s1] != RF[$s2]
jump jump address PC = jump address

jump reg $s1 RA = PC+1; PC = RF[$s1]
jump return PC = RA

nop No operation
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as matrix multiplication, element-wise addition/multiplication, and convolution. The fixed-point

format consists of 16 bits for the integer part and 16 bits for the fractional part. Note that due

to the relatively large amount of data required for neural networks, the Data Mem. is addressed

by values stored within the register file. For example, the mult e instruction performs the

fixed-point multiplication of the value stored in the Data Mem. as indexed by the value stored in

the register file at address $s1. For immediate instructions, the secondary input source to the

ALU is either an 8-bit sign-extended immediate (SignExt[imm]) for integer computations, or

a sign-extended and zero-padded 8-bit immediate, denoted as FPSignExt[imm]. The ALU

has an internal accumulation unit that is enabled during fixed-point operations, which is useful

for performing matrix multiplication, dot products, and convolutions. The setup instructions are

used for miscellaneous operations, such as defining which activation function to use, swapping

the order of ALU inputs, asserting the processor’s flag done, and reading values from Data

Mem. to the processor’s output port. The control instructions are used for implementing loop

constructs. Fig. 6.8 shows the program snippet for computing the dilated convolution. This code

segment is used iteratively for implementing the filter convolution operations.

Figure 6.8. The program snippet for computing the dilated convolution.

The synthesized ASIC layout of the designed neural network processor in a standard

180-nm CMOS process is shown in Fig. 6.9. Synthesis was performed with Synopsys Design

Compiler, while place-and-route was performed with Cadence Innovus. The ASIC was syn-
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Figure 6.9. The ASIC layout of the designed and implemented neural network processor.

thesized with a maximum data memory depth of 4096 elements. The ASIC is estimated to

occupy 49 mm2 of silicon area and consumes 12 mW of power while operating at 500 kHz.

The power density of the ASIC is 24.4 mW
cm2 , which is within the tissue-safe limitation of about

40 mW
cm2 [17]. The operating speed of the ASIC and the spike count bin size directly limit the

size and complexity of models that can be implemented for real-time decoding. Consider the

processor operating at f Hz, and the spike counts are accumulated over time bins of size ∆t

seconds. The number of clock cycles λ for which to complete one time step of the real-time

decoding can be given as λ < ∆t× f . For example, given ∆t = 25 ms, the model should complete

computations within 12,500 clock cycles with an ASIC operating at 500 kHz. Table 6.3 gives

an estimated number of clock cycles required for different types of network operations. As an

example, consider that spike counts are generated for 96 input channels and the decoded output

dimension is 2 (e.g., x and y coordinates of a computer cursor). For a TCN model with 3 layers,

8 filters per layer, and a temporal filter length of 3, the TCN requires 16,408 instructions. One

can note that the constraint λ < ∆t× f may not be needed for non-continuous decoding schemes

for which processing time is not vital. For example, if an output is only required after the entire

temporal sequence is given, the processor can begin operating only when the final input spike
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Table 6.3. The estimated number of instructions for various network operations

Operation Matrix 1 size Matrix 2 size Number of
instructions

Matrix Mults. M1×N1 N1×N2 (M1N2)×
(3N1 +2)

Convolutions M×N 4(MN)+1
Element-wise +/–/× M×N 6MN

counts are received. Alternatively, meeting the constraint for λ will result in significantly faster

inference time, as each temporal iteration of the decoder is computed immediately after the set

of spike counts for the current time step is received.

6.5 Conclusion

This chapter explored the feasibility of the in vivo neural decoding with and without

employing spike sorting. It was found that the neuron-rate coding outperforms the population-

rate coding, both in terms of the amount of entropy inherent to the coding scheme as well as

the decoding performance. It was shown that the temporal convolutional network (TCN)-based

decoder provides relatively accurate decoding while being trained and calibrated faster than

alternative machine learning-based models. Moreover, it was also found that the TCN-based

decoder provides robust decoding without the need for spike sorting, thus reducing the computa-

tional and memory requirements for the in vivo processing. The design and implementation of a

programmable decoder processor with a custom instruction set architecture for executing neural

network operations in a standard 180-nm CMOS process was presented. The ASIC layout was

estimated to consume 49 mm2 of silicon area and to dissipate 12 mW of power from a 1.8 V

supply, which is within the tissue-safe limitation of 40 mW/cm2.

6.6 Publications

The following article was published as an outcome of the research conducted in this

chapter: D. Valencia and A. Alimohammad, “Towards in vivo neural decoding,” Biomedical

Engineering Letters, vol. 12, pp. 185 – 195, May 2022.
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7.1 Introduction

In the United States alone, over 17000 cases of spinal cord injury (SCI) or other neuro-

degenerative diseases (NDDs) are reported per year [185]. SCI and NDDs can affect the ability

of biological brains to communicate and/or interface with other parts of the body. Brain-machine

interfaces (BMIs) have become a viable solution for creating alternative communication pathways

between the human brain and external devices, such as a prosthetic arm or a computer.

Over the past decade, artificial neural networks (ANNs) have been employed in a wide

range of applications. Feed-forward neural networks (FNNs) and multi-layer perceptrons

(MLPs) process data in a single direction from input to output, while recurrent neural networks

(RNNs) utilize feedback connections among artificial neurons (ANs) to learn about the temporal

information within the input data. Convolutional neural networks (CNNs) are primarily used in

image and video processing. They can decompose images with a variety of filter kernels and can

be combined with FNNs to perform accurate image classification, segmentation, and recognition

tasks, such as detecting and segmenting medical images to assist with disease diagnosis [186].

Temporal convolutional networks (TCNs) employ causal convolutions and strided dilations to

adapt to sequential data with a receptive field larger than conventional RNNs [176]. Transformer

neural networks [187] employ a self-attention mechanism to weigh the relevance of particular

points in sequential data. The mechanism of self-attention has proven invaluable for natural

language processing tasks, such as machine translation [188].

The early study of neural networks led to the development of more biologically-plausible

neural networks. Spiking neural networks (SNNs) [189], often referred to as the third generation

of neural networks, employ more accurate mathematical models for describing the behavior

of brain neurons. The neurons in SNNs are connected to one another using synapses, and the

weights associated with the synapses model the impact of one neuron’s spike on its post-synaptic

neighboring neurons. The values of the synaptic weights are obtained through the training

process, in which weights are fine tuned so that the employed SNN can mimic desired spiking
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behaviors, such as responding to input stimuli at specific times. While neurons in an ANN

communicate by sending discrete values to one another, spiking neurons communicate with

one another via exhibiting spiking behavior, similar to those of a biological brain, through the

emulation of the membrane potentials of the neuron.

Due to their biological plausibility, which is not inherent in the relatively simple mathe-

matical models of neurons in the conventional ANNs, SNNs have become the prime candidate

for interfacing with living biological brain neurons [190, 191]. Various experiments have shown

that interfacing a SNN for stimulating the main respiratory muscles, such as the diaphragm, has

helped patients regain ventilatory control [192]. Recently, it has been shown that information

transfer from SNNs to biological neural networks is possible [193], and hence SNNs can po-

tentially be realized as replacement neural micro-circuits. For example, in [194], one hundred

synthetic spiking neurons’ parameters are tuned to match the behavior of biological neurons for

restoring communication between two neuronal populations separated by a focal lesion. Another

effort has shown that SNNs can potentially be used as replacements for damaged biological

networks in the hippocampus of behaving rats to restore and improve memory functionality

[195, 196].

The real-time operation of the SNNs, however, imposes strict limitations on the feasible

computational complexity of the mathematical models for SNNs and hence, on the silicon area,

power consumption, and latency of the realized hardware circuits. Various neuron models have

been proposed, ranging from the simple integrate and fire (I&F) model [197] to the relatively

complex Hodgkin and Huxley (HH) model [198]. The Izhikevich neuron model [199], however,

can reproduce the spiking dynamics of cortical neurons reliably while also being computationally

more efficient than the other state-of-the-art SNN models [200].

This chapter focuses on the area- and power-efficient design and implementation of a

generalized hardware architecture for moderately-sized SNNs, in the range of tens of thousands

of neurons, based on the Izhikevich neuron model. While most of the previously-published work

have elaborated on fixed dedicated hardware architectures, supporting a predefined number of
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neurons and synaptic interconnect topologies [201, 202, 203, 204], the proposed architecture

aims to exploit the reconfigurable nature of the field-programmable gate arrays (FPGAs) to

support an arbitrary number of spiking neurons and diverse network interconnect structures,

while offering an adjustable time resolution. In addition to FPGA [201, 202, 203, 204, 205, 206]

and programmable processor [207] realizations of SNNs, application-specific integrated circuit

(ASIC) implementations of SNNs have also been reported [208, 209, 210, 211, 212, 213]. While

FPGA and processor realizations offer greater flexibility in realizing diverse SNNs, ASIC

implementations can consume significantly lower power and can be implemented in a smaller

form factor and hence, are practical for the in-vivo brain implantations. In this work, we

propose to implement a tightly integrated SNN core with embedded memory and computational

elements. In contrast to the state-of-the-art ASIC realizations, our design’s power consumption

and real-time processing are not affected by the spiking rate of the emulated SNN. Our design

supports various spiking rates based on the number of neurons and allows an adjustable degree

of parallelism and time step resolution. State-of-the-art ASIC implementations, such as Loihi

[213], SpiNNaker [207], and Tianjic [214], aim for high-performance computing by exploiting

massively-parallel architectures or distributing computations over a large amount of processing

cores. While our approach is that of a generalized real-time SNN, our goal is to integrate all of

the required elements of the SNN core, such as processing elements and memory, into a single

unified chip. The relatively small silicon area and low power consumption of the implemented

generalized SNN hardware architecture make it suitable for single-chip realizations, while

emulating SNNs with various sizes and interconnect topologies in real-time. Our proposed

design is scalable and additional cores can be readily utilized at the expense of increased silicon

area.

The rest of this chapter is organized as follows. Section 7.2 briefly reviews the main

computational requirements of the Izhikevich-based SNN model. Section 7.3 provides a detailed

explanation of the designed generalized hardware architecture for SNNs. A memory partitioning

scheme for parallel computation of the membrane potentials is presented. Section 7.4 discusses
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the limitations of the real-time SNN realizations, quantifies the implementation characteristics of

the proposed design, and provides comparisons between the FPGA and ASIC implementation

results of our generalized SNN architecture and those of the state-of-the-art work. Finally,

Section 7.5 makes some concluding remarks.

7.2 A Computationally-Efficient SNN Model

Izhikevich’s neuron model iteratively reproduces the spiking dynamics of biological

neurons using the following mathematical expressions [199]:

v′ = (t · (0.04v2 +5v+140−u+ I))+ v, (7.1)

u′ = a(bv′−u), (7.2)

if v′ ≥ 35 mV,

 v← c

u← u′+d
, (7.3)

where v denotes the membrane potential in terms of mV, u denotes the recovery variable,

I denotes the accumulated input activity to the neuron, and t denotes the resolution of the time

step. The spiking dynamics of the neurons can be controlled by the parameters a–d, where a

denotes the decay rate of the recovery variable u, b denotes the coupling between v and u, which

can result in sub-spiking oscillations, c denotes the value of the membrane potential after a spike,

and d denotes the reset of the recovery variable u after a spike. Given a unit-step input current,

Fig. 7.1 shows the membrane potential voltages for four different types of neurons. The regular

spiking (RS) neurons exhibits the spiking behavior shown in Fig. 7.1(a) with parameters a= 0.02,

b = 0.2, c =−65, and d = 8, and are the most common type of neurons in the mammalian cortex

[215]. The parameters a = 0.02, b = 0.2, c =−50, and d = 2 define the chattering (CH) neurons,
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which fire bursts of spikes following an excitation, as shown in Fig. 7.1(b). Fig. 7.1(c) shows a

low-threshold spiking (LTS) neuron, which can fire high-frequency spikes with adaptation (i.e.,

slowing down of firing rate) using a = 0.02, b = 0.25, c =−65, and d = 2. Fig. 7.1(d) shows a

fast-spiking (FS) neuron, which can fire rapid spikes without adaptation, with a = 0.1, b = 0.2,

c =−65, and d = 2. Both RS and CH neurons are examples of excitatory cells, while the LTS

and FS neurons are inhibitory cells.
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Figure 7.1. Membrane potential waveforms for (a) regular spiking, (b) chattering, (c) low-
threshold spiking, and (d) fast-spiking neurons.

An iteration of the Izhikevich-based SNNs using the neuron state Equations (7.1) – (7.3)

can be executed in three steps: (i) receiving network inputs; (ii) performing synaptic weight

accumulation; and (iii) computing the membrane potentials. In the first step, the network inputs

are buffered. The second step poses the main computational bottleneck for realizing the SNN

model. In traditional ANNs, the neuron’s communicate by passing discrete values to one another;

however, SNNs operate differently. The output of a spiking neuron is the excitation or lack

thereof and hence, can be represented as a binary value, denoting whether the neuron emitted

(fired) a spike. A neuron fires a spike if the membrane potential crosses a predefined threshold of
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35 mV, which results in resetting the membrane potential v to the predefined neuron’s potential

value c. After a neuron fires a spike, the neuron cannot fire another spike for a period of time,

known as the refractory period. When a neuron fires, the synaptic weights of all pre-synaptic

firing neurons are accumulated and added to the current input stimuli for every connected

post-synaptic neuron. Note that since Equation (7.1) is on the millisecond scale, more precise

spike timings can be modeled using finer temporal resolutions. This requires more iterative

computations of Equation (7.1) to complete one millisecond of emulation. For example, if the

time resolution t = 0.5 ms, the membrane potential v′ has to be computed twice (with v = v′ for

the second iteration). The third and final step is to update the membrane potentials using the

neuron state Equations (7.1) – (7.3).

The biologically-inspired models attempt to replicate the behavior of biological neural

systems, but not necessarily in a biologically-plausible manner. For example, the I&F model

employs a relatively simple biologically-inspired spiking neuron model. Even though this model

is less biologically realistic, it produces enough behavioral resemblance to the biological neurons

to be useful in spiking neural systems. The leaky I&F model adds a leak term to the simple I&F

model, which causes the potential on a neuron to decay over time. The leaky I&F model updates

the membrane potential v as:

v′ = I +a−bv,

if v′ ≥ vthresh :v← c,

where I denotes the input current to the neuron and a, b, c, and vthresh are the neuron parameters.

Because the I&F model has only a single variable, it cannot exhibit all 20 neuro-computational

features and hence, is not considered a biologically-plausible neuron model. An alteration

to the I&F model decreases the frequency of spiking and is referred to as spike-frequency

adaption. An extension to this model was the Adaptive Exponential (AdExp) model which

changes the input current injection to conductance-based injection. These extensions represent
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a better reflection of the changes seen by cortical neurons. The biologically-plausible models,

however, explicitly model the types of behavior that are seen in biological neural systems.

The most popular biologically-plausible neuron model is the HH model, which is relatively

computationally-intensive and takes 1200 floating-point operations to evaluate one millisecond

of time, which can be limiting for real-time SNN emulation. The Izhikevich spiking neuron

model (IZH) was developed to produce similar bursting and spiking behaviors as can be elicited

from the HH model, but do so with a much simpler computation.

7.3 A Generalized Reconfigurable Hardware Architecture
for SNNs

For network topologies which follow the classical, layer-based structure, network inputs

are only applied to the input layer. However, for realizing a generalized hardware architecture,

the inputs are given to every neuron in the network. The designed scalable architecture utilizes

the degree of parallelism parameter PDeg, which controls the number of input accumulations to

be computed in parallel. Utilizing folding transformations [216], computations can be reduced to

PDeg SNs at a time, resulting in a hybrid sequential-parallel hardware architecture. By effectively

folding the computations down to PDeg neurons at a time, the overall resource utilization can be

significantly reduced. This in effect allows more complex systems to be integrated onto a single

chip or logic resources can be allocated for additional neural signal processing or computational

functions.

For example, the brain-computer interface in [101] employs spike sorting in conjunction

with emulated spiking neural networks to manipulate a prosthetic device. While their system

utilizes multiple CPU cores for real-time SNN emulation, our proposed hardware architecture

can accommodate several neural signal processing modules onto a single chip for emulation of

the real-time moderately-sized SNNs. By updating PDeg SNs at a time, the hardware architecture

can be readily scaled such that a millisecond of SNN emulation is completed within a predefined
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number of clock cycles. Compared to the software realizations, the total number of neurons N,

and the degree of parallelism PDeg, supported by our hardware architecture are limited by the

number of reconfigurable resources available on the target FPGA device or the silicon area and

power consumption of the ASIC implementation.

Network
Input

Spiking
Output

Parameter
Mem.

Input
Accumulator

Neuron
State

Updater

SNN Core

Master
Controller

Spiking
Mem.

Weights
Mem.

Voltage
Mem.

Recovery
Mem.

Input
Mem.

Figure 7.2. The top-level block diagram of the designed and implemented SNN core.

7.3.1 SNN Core Memory

The top-level block diagram of the designed SNN core is shown in Fig. 7.2. The SNN

architecture consists of several memory units for storage of: (i) the network’s inputs Input Mem.;

(ii) the neurons’ membrane potential voltage values Voltage Mem.; (iii) the neurons’ recovery

variables Recovery. Mem., (iv) the SN’s outputs Spiking Mem.; (v) the synaptic weights Weights

Mem.; (vi) and the parameter memory Parameter Mem. to store the Izhikevich parameters a – d per

neuron. In order to support an arbitrary interconnect structure among the SNs, the Weights Mem.

stores N2 synaptic weights. By changing the synaptic weights stored in the Weights Mem., various

SNN configurations can be realized. The memory units shown in Fig. 7.2 are implemented

using the FPGA’s block RAM (BRAM) resources. The BRAMs are specialized on-chip storage
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resources on an FPGA, where their maximum width and depth varies among different device

families. For example, the Xilinx Artix-7 FPGAs can store up to 36 kB of data in BRAMs, with

the BRAMs’ width being programmable up to 72 bits.

In order to process PDeg neuron computations per clock cycle, all memory units are

partitioned in such a way that there are no conflicting data accesses. This avoids implementing a

queue for managing memory read/write requests. Each row of the designed partitioned memory

modules stores the indices of PDeg SNs, and thus, N/PDeg rows are required to store all neurons’

indeces. The neuron’s index stored at row i and column j of the partitioned memory module is

given as i+( j×N/PDeg). The synaptic weight memory has N2/PDeg rows and each row stores

PDeg weights, each of which is denoted with a unique identifier λρ , representing the synaptic

weight from neuron λ to neuron ρ . Moreover, a bitwise OR operation is performed on the read

data from the SN output memory. When all of the PDeg bits in a row of the spiking output

memory are zeros, unnecessary accumulations from the neurons represented by that row to all

other post-synaptic neighboring neurons are avoided, which in turn saves a significant number of

clock cycles, memory read operations, and redundant accumulations.

7.3.2 Neuron Input Accumulation

Due to the generalized architecture, each neuron can have a large fanout of N, where

N denotes the number of total neurons supported by the target device. The synaptic input

accumulation thus poses the largest computational bottleneck of the proposed design. Fig. 7.3

shows the datapath of the Input Accumulator module. The network inputs Net. Input for the

current emulation time are passed to the accumulation register R through the 2-to-1 multiplexers.

The iRST control signal enables the accumulation registers to be enabled, thus resetting the

accumulated input to the first Net. Input value. The synaptic weights Syn. Weight and Spiking

Output are read from the Weights Mem. and Spiking Mem., respectively. If a Spiking Output bit is

high, then the register is enabled, and the synaptic weight from that source neuron is added to

the net input of the neuron.
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Figure 7.3. The datapath of the input accumulator module.
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Figure 7.5. The block diagram of the membrane voltage updater (MVU).

7.3.3 Neuron State Computation

The module Neuron State Updater performs the main SNN computations described by the

neuron state Equations (7.1) – (7.3). Fig. 7.4 shows the high-level block diagram of the neuron

state updater. The datapath consists of two pipelined units, the membrane voltage updater MVU

and the recovery variable updater RVU, which are responsible for computing the neuron state

Equations (7.1) and (7.2–7.3), respectively. The datapath of the MVU unit, shown in Fig. 7.5,
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consists of the voltage updater units (VUUs), pipeline latency compensation shift registers PLC

Shift Registers, and ∆V scaling units. The seven-stage pipelined VUUs compute the changes to

the neuron voltage values, denoted as ∆V. While accurate representation of 0.04 in the fixed-point

numerical format would require a relatively large number of fractional bits, we instead utilize a

shift-and-add approximation as 1
32 +

1
128 +

1
1024 = 0.040039≈ 0.04. The rest of Equation (7.1),

in which the input value v is added to the scaled ∆V, is performed by the ∆V scaling units. The

inputs to the ∆V scaling units include the change in voltage for each neuron, the original voltage

input to the neuron, and the time scale. The original input value v is shifted through the PLC

Shift Registers. The time scale is implemented using the arithmetic right shift of input values by

−1× (log2 t) bit positions, where t denotes the resolution of the time step used in Equation (7.1).

For t = 0.0625 ms, this corresponds to a 16-bit arithmetic right shift.

The number of iterations used by the VUUs is equal to the shift position used by the

∆V scaling units. The multiplexers at the inputs to the VUUs and the PLC Shift Registers can

select either the input ports to read voltage, recovery, and network inputs for the VUUs, or to

accept the outputs of the VUUs for subsequent iterations. The select line feedbackEN asserted by

the control unit is responsible for enabling the feedback into the VUUs. For cases in which the

number of inputs streaming to the VUUs exceeds the pipeline depth of VUUs, additional output

shift registers are added to the output of the ∆V scaling units and to the output of the PLC Shift

Registers. The number of inputs that will propagate through the VUUs is equal to the number of

rows in the voltage, recovery variable, and input memories, which is N/PDeg.

Fig. 7.6 shows the datapath of the designed RVU Pipeline module. It consists of the

Recovery Voltage Units (RVUs), pipeline latency compensation shift registers PLC Shift Registers,

a bank of comparators, a bank of resetable adders, and output resetting/spiking multiplexers.

The four-stage pipelined RVU computes the output recovery variable, as given in Equation (7.2).

The outputs Volt. Outputs and Rec. Outputs of the MVU are passed to the Recovery Pipeline unit,

shown as MVU Outputs. The desired spiking dynamics of neurons, denoted by the Izhikevich

parameters a – d, are passed through the input port Neuron Params.. The PLC Shift Registers are
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Figure 7.6. The block diagram of the Recovery Variable Updater (RVU).

used to compensate for the latency of the RVU and to propagate the parameters c and d, and

voltage v values. If the shifted Volt. Inputs values are greater than or equal to the value of the

spike threshold in Equation (7.3), a spike is emitted. The output of the comparators are used as

the select lines of the multiplexers, which will either pass the original Volt. Inputs values to the

output if a spike did not occur, or they will pass the shifted reset value c, given the occurrence of

a spike. Similarly, the output of the RVUs, the updated recovery variables, will be passed to the

output port Rec. Outputs if a spike did not occur; otherwise, the updated recovery variables will

be added to the shifted parameters d for resetting the recovery variables, as given in Equation

(7.3).

The operations of the designed architecture can be briefly explained by the following

example. For simplicity, assume three RS neurons, each of which has a synaptic weight of 10

mV to the other two neurons. Also, assume that the current values for the membrane voltage

and the recovery variables are v = [−45,−45,−23] and u = [−13,12,10], respectively, and

t = 0.5. Finally, assume that the next external inputs to each neuron are equal to I = [5,0,12].

First, the neuron input accumulation unit will read input data from the Input Mem.. Initially, the

accumulated network inputs for each neuron are equal to the values read from the memory, i.e.,

Iacc = [5,0,12]. Next, the Spiking Mem. is read and its output value is 100, which indicates that the
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first neuron emitted a spike during the last millisecond of operation. Thus, the synaptic weight

value of 10 mV is added to the accumulated network input of neurons ‘2’ and ‘3’ and hence,

Iacc = [5,10,22]. Once the external inputs and synaptic weights are accumulated, the Neuron

State Updater computes the updated values of v′ = [−25,−52,98] and u′ = [0.15,−0.45,0.19].

Since the membrane potential of neuron ‘3’ exceeds the threshold of 35 mV, the membrane

potential and the recovery variable for neuron ‘3’ is updated as v′ = [−25,−52,−65] and

u′ = [0.15,−0.45,8.19]. The spiking outputs of the neurons, 001, are then written into the

Spiking Mem., which indicates that neuron ‘3’ has fired a spike. This process is repeated for each

millisecond of the SNN operation.

7.4 SNN Emulation and Implementation Results

The brain’s neural activity is recorded using either non-invasive or invasive techniques,

the latter of which generally provides greater spatial resolutions and decoding accuracy. The raw

recorded signals are then amplified and digitized using an analog-to-digital converter (ADC),

and filtered to the frequency bands of interest. In order to provide real-time interfacing between

biological neurons and a SNN, we must verify that the SNN can operate predefined time

constraints.

7.4.1 Real-time SNN Emulation

A typical sampling frequency of 10 kHz [217] requires the SNN processing to be

completed within 0.1 ms for real-time operation. Therefore, the number of iterations of Equation

(7.1) must be either 8 (t = 0.125 ms) or 16 (t = 0.0625 ms). Fig. 7.7(a) shows the maximum

clock cycle latency for the input accumulation when all 1000 neurons in the network have fired.

Fig. 7.7(b) shows the number of spiking neurons for a SNN with 1000 fully-connected neurons.

One can see that the maximum spiking rate is only 5.1% of all neurons in the network and hence,

it is unlikely that all neurons of the network will fire simultaneously. The average spiking rate is
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Figure 7.7. (a) The maximum clock latency of the input accumulation module for varying
degrees of parallelism, and (b) the number of spiking neurons for a SNN with 1000 fully-
connected neurons over one second of emulation.

even significantly smaller, at 0.7413%. The accumulation latency can be given as:

((2N/PDeg)2 +20)+SG(N +(PDeg2−PDeg)), (7.4)
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where SG denotes the number of SN groups in which at least one SN fired. The maximum

number of SN groups N/PDeg gives a maximum latency of 129,020 clock cycles for a network

with N = 1000 and PDeg = 10.

Fig. 7.8 shows the latency, based on the number of clock cycles, for updating the neurons’

v and u values, with the time resolutions t = 0.125 ms and t = 0.0625 ms, for a SNN with

N = 1000 neurons over varying degrees of parallelism. The number of clock cycles required

to complete the neuron state updating process can be given as
( N

PDeg(VIter + 1)
)
+ 7, where

VIter = 1/t denotes the number of iterations required by the membrane voltage updater for

the desired time resolution t. Because the designed architecture utilizes shifting operation to

implement the required time scaling in Equation (7.1), the time resolution t must be a negative

integer power of 2 and hence, the degree of parallelism PDeg must be an even divisor of N.

According to Fig. 7.8, FPGAs that can accommodate storage and computational resources

for about one-fifth of the number of neurons N in a SNN yield approximately two degrees

of magnitude lower accumulation latency than emulating a SNN with a single processing

element (e.g., traditional in-order execution with PDeg = 1). This is also the case for the input

accumulation process. To quantify the time available for the real-time operation (i.e., completing

one iteration of computations within one millisecond), we can determine the number of SN

groups to estimate the maximum clock cycle budget of the input accumulation module for each

SN group. As shown in Fig. 7.9, for N = 1000 and PDeg = 10, the maximum number of SN

groups is 44, which corresponds to an input accumulation clock cycle budget of 67,980. This

clock cycle budget can be added to the clock latency of the MVU, which is 1707 for VIter = 16.

As a result, the total clock cycle budget for the real-time SNN operation is 69,687.

7.4.2 Hardware Implementation Results

We have implemented the designed generalized reconfigurable hardware architecture

for a SNN with 1000 fully-connected neurons with PDeg = 10 on a Xilinx Artix-7 XC7A200T

FPGA. It utilizes 12700 (9.49%) lookup tables (LUTs), 11139 (4.16%) flip-flops (FFs), 14.50
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Figure 7.8. The clock cycle budget for computing the neuron state equations with varying
degrees of parallelism for a network with N = 1000 neurons over 1000 emulation time steps.

(3.97%) block RAMs (BRAMs), and 110 (14.86%) dedicated multiplication units (DSP48s).

This network size is comparable to those of the other single FPGA implementations, for a

fair comparison. The iterative computation of the membrane potentials via the MVU with

the folded hardware architecture requires a relatively small number of configurable FPGA

resources. The clock cycle budget for the real-time operation of the implemented SNN can be

determined as 92 MHz× 1 ms = 92000 cycles, where 92 MHz is the operating frequency of

the SNN implemented on the FPGA and one millisecond is required for completing the SNN

computations before the next set of neural samples are available based on a 10 kHz sampling

rate. The inference speed of the network depends on the degree of parallelism, the time step

resolution, and the number of emulated spiking neurons. For example, given an FPGA operating

frequency of 92 MHz, degree of parallelism PDeg = 10, emulating 1000 spiking neurons with a

0.5 ms time step resolution, each computation time step takes 0.49 ms. Note that the size of the

networks that can be implemented is directly limited by the number of computational resources
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Figure 7.9. The number of SN groups for N = 1000 neurons, PDeg = 10, over 1000 emulation
time steps.

and memory elements available on the target device.

7.4.3 Design Verification

To test the designed and implemented SNN architecture, we have developed a custom

MATLAB-based graphical user interface (GUI), shown in Fig. 7.10. The GUI interacts with

the FPGA through a serial port. The baud-rate and the parameters of the synthesized and

implemented SNN on the FPGA device are specified under the FPGA Settings panel. The Options

panel allows the user to randomly generate network parameters and synaptic weights, load

previously generated network parameters and synaptic weights from a file, view the network

parameters and synaptic weights currently loaded onto the FPGA, and upload the network

parameters and synaptic weights onto the FPGA. The SNN is trained using our custom-developed
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scripts in Python. The neuron parameters a – d and the synaptic matrix values derived by the

training are then loaded onto the SNN hardware through the GUI for functional verification.

Once the connection to the FPGA is established, the GUI displays the Apply Network Stimuli

panel, which allows the user to apply network inputs to the SNN hardware implemented on the

FPGA. The scatter plot Emulation output then shows the spiking activity of each neuron for each

emulation time step. As shown in Fig. 7.10, the emulation output of the implemented SNN

utilizing 1000 fully-connected neurons with PDeg = 10. A neuron has a connection to another

neuron in the network through a randomly initialized weight value. Weight values of zero imply

that there is no connection between a pre- and post-synaptic pair of neurons. In this specific

model, neurons have no self-recurrent connections. Although the SNs are randomly coupled

and no synaptic training was employed, the occasional dark vertical lines indicate synchronized

firing events across the majority of neurons. This behavior is akin to the mammalian neo-cortex

behavior during an awake state and is an indication that the Izhikevich model reproduces the

behavior of biological neurons and their spiking dynamics.

In order to evaluate the SNN and Izhikevich model for a practical application, we evaluate

our design using the MNIST digit recognition dataset [218]. The dataset consists of 28×28

pixel grayscale handwritten digits with values between 0 and 255. The images are converted

into poisson-firing spike trains following the approach in [219]. The firing rate of a pixel is

proportional to the pixel intensity, with a maximum firing rate of 350 Hz. Each set of image

spike trains are presented for 50 milliseconds, with another 50 millisecond of no input to allow

the network to settle before presenting the next image. The weights from input spike trains to

spiking neurons are derived through spike-time dependent plasticity (STDP) using a supervised

training scheme described in [220]. The weight change rule is given by:

∆wi j(t) = µ ·ξ j(t)
t

∑
t̂=t−ε

si(t̂), (7.5)

where wi j(t) denotes the weight from input i to neuron j, µ denotes the learning rate, ξ j(t)
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Figure 7.10. The developed graphical user interface for emulating and testing SNNs on FPGAs.

denotes the STDP-based learning rule for neuron j, ε denotes the STDP window in milliseconds,

and ∑
t
t̂=t−ε

si(t̂) denotes the number of spikes fired by input i during the time interval [t− ε , t].

The learning rule ξ j(t) is given by:

ξ j(t) =


+1 z j(t) = 1,r j 6= 1 ∈ [t− ε, t],

−1 z j(t) = 0,r j = 1 ∈ [t− ε, t],

0 otherwise,

where z j(t) denotes the target spike train for neuron j and r j denotes whether neuron j has

fired a spike within the STDP window. The above equations can thus be interpreted as local

STDP-based rules, whereby neurons that should fire have their input weights strengthened and

neurons that should not fire have their weights weakened. If a neuron fires within the STDP time

window ε , the neuron is performing as desired and no weight change is required.

While the STDP-based learning rules are suitable for on-chip learning, our proposed
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custom architecture is not intended to support it. On-chip training needs additional hardware,

such as storing a history of spiking activity over a STDP window. Also, for training the synaptic

weights from external spiking activity, an additional memory unit would be required to store

input spiking history. Combining STDP-based learning rules with stimuli-dependent teaching

signal requires an additional memory unit to define which neuron populations should respond to

specific stimuli.

In our network, the 100 spiking neurons are divided into ten groups of equal size, where

each group is assigned to an input digit class. The target spike trains have a firing rate of β Hz.

The spike trains are active during the first 50 milliseconds of image spike train presentation.

Table 7.1 gives the neuron model and learning parameters used during our experiments. We use

a subset of the MNIST dataset consisting of 60000 images, with 42000 used for training and

18000 used for testing. The training set is presented to the network six times and weights are

tuned with the learning rule given in Equation (7.5). After training, the network’s prediction is

given by the digit group that fires the most spikes.

Table 7.1. The neuron model and learning parameters for Izhikevich-based SNN digit recognition

Neuron parameters Learning parameters
Parameter Value Parameter Value

a 0.02 µ 0.0001
b -0.1 ε 10 ms
c -55 β 300 Hz
d 6

Even though the input digits are represented using Poisson-distributed spike trains, the

weight values shown in Fig. 7.11 demonstrate that the trained synaptic weights form digit-specific

representations of the inputs. For example, it can be seen that the weights for the digit group 0 and

3 resemble handwritten 0s and 3s. The confusion matrix of the network’s classification is shown

in Fig. 7.12. It is noted that the network is able to accurately classify the handwritten digits with

the classification accuracy of 89.8%. Several previously published works have used supervised

spike-based methods for training SNNs using the MNIST dataset. A restricted boltzmann
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machine (RBM) was realized using the leaky I&F neurons in [221] and achieved a classification

accuracy of 91.9%. In [222], a spiking convolutional network was implemented using the

leaky I&F neurons and achieved a 91.3% classification accuracy. In [223], the Izhikevich

neurons were used to implement two layers of visual system neurons (V1 and V2) followed by

a classification layer. In total, the network architecture consists of over 71,000 neurons with

over 130 million synapses and achieved a classification accuracy of 91.6%. In [224], a two-layer

network of stimuli-selective leaky I&F neurons were used to make predictions regarding the

particular stimulus presented, and achieved a 96.5% classification accuracy. Unfortunately, the

state-of-the-art SNN-based MNIST classifiers offer a lower classification accuracy compared to

the non-spiking convolutional neural network models [225]. The accuracy might be improved

by employing more layers, increasing the amount of abstract features that can be learned,

incorporating conductance-based dynamics into the synaptic weights, and employing additional

pre-processing layers that perform edge-detecting [224] and orientation-detecting [222, 223].
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Figure 7.11. Weight matrices of the trained Izhikevich SNN

After obtaining input weights, trained weights can be sent to the network by performing
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the weighted sums of spike inputs with their respective weight parameter. For the MNIST

digit recognition task, for a given time step, the weights from inputs that spike at time t can be

accumulated into a single external input I, based on Equation (7.1), thus providing weighted

spike train input to the network.
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Figure 7.12. Confusion matrix for the SNN-based MNIST digit recognition task

Table 7.2. The characteristics and FPGA implementation results for various SNN realizations

Work Neuron FPGA Number of Synapses Time Regs. (%) LUTs (%) BRAMs (%) DSP48s (%) Freq.
model device neurons per neuron resolution (ms) (MHz)

[201] IZH Virtex-5 1024 1024 0.01 32420 (15) 19397 (9) 264 (81.5) 16 (8.3) 133
[202] IZH Virtex-4 117 117 1 970 (2) 1598 (3.3) 8 (2.5) 1 (0.19) 84
[203] IZH Virtex-6 1440 1440 0.1 48502 (16) 55884 (37) 392 (94) 408 (53) –
[205] HH Kintex-7 500 500 0.00002 2360 (0.57) 5551 (2.7) – 28 (3.33) 100
[206] HH Artix-7 4096 4096 0.0078 25430 (9) 46045 (34) 20 (5.4) 280 (37) 58.8
Ours IZH Artix-7 1000 1000 0.0625 – 0.5 11139 (4.1) 12700 (9.49) 14.5 (3.9) 110 (14.8) 92

7.4.4 Comparison

The implementation of a hardware dedicated to emulating SNNs has been of interest in

recent years. There are two overarching implementation platforms in use today: (i) programmable

devices, including FPGAs and CPUs; and (ii) ASICs. Below, we discuss several state of the art

implementations for the two implementation platforms.
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Programmable Devices

FPGAs offer extensive flexibility to emulate SNNs with various network topologies and

spiking behaviors. Table 7.2 gives the characteristics and FPGA implementation results of various

state-of-the-art Izhikevich-based SNN hardware architectures. The SpiNNaker project [207]

utilizes general-purpose processors to implement SNNs using a distributed computing approach,

where a processing node incorporates 18 ARM968 processors and a combination of processing

nodes are used concurrently for simulating SNNs. SNNs are first simulated in software using

the PyNN [226] or Nengo [227] frameworks, and then mapped to the SpiNNaker nodes. The

distributed computing approach is ideal for simulating large-scale SNNs. While utilizing an

array of programmable processors offers a high degree of flexibility, the time resolution scales

down to only one ms, which makes it impractical for real-time operation. Moreover, while up to

1000 SNs can be simulated per node, the level of connectivity among neurons is not realistic,

with a fan-out of only 100 outputs per neuron. The work in [204] presents NeuroFlow, a scalable

distributed computing SNN emulation platform using FPGA-based processors. A NeuroFlow

system using six FPGAs can simulate SNNs of up to 600K neurons. The time resolution of

one millisecond can be achieved for SNNs of up to 400K neurons. While it is reasonable to

compare NeuroFlow and SpiNNaker platforms, as both are targeting large-scale SNNs, our

design primarily focuses on a generalized hardware architecture for moderately-sized SNNs with

arbitrary interconnect structures and with programmable time resolutions for real-time operation.

Dedicated reconfigurable hardware realization of SNNs has also received interest [201,

202, 203, 204, 205, 206], many of which have focused on accelerating the emulation of large-

scale SNNs. The work in [201] presents an FPGA-based implementation of an Izhikevich-based

SNN, which supports a fully-connected network of 1024 neurons with over one million synapses.

The design uses 16 dedicated synaptic accumulation units, each of which can perform the

accumulation of four synapses. The network operations are performed using either single- or

double-precision floating-point units and their design operates at 133 MHz with the reported tim-
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ing resolution of 10 µs. The FPGA implementation of fully-connected SNNs in [202] supports

relatively small networks with only 117 neurons, operating at 84 MHz, while achieving a one mil-

lisecond time resolution. The work in [203] presents an Izhikevich-based SNN implementation

on a Kintex-7 FPGA, capable of simulating over 1000 neurons with a time resolution of 0.1 ms.

The work in [205] implements HH-based neurons in a set of tightly integrated cores, supporting

up to 500 neurons each, on a Kintex-7 FPGA. Unfortunately, the total memory utilization in

terms of number of BRAMs was not reported, which may explain their relatively low register and

LUT usage. The work in [206] also presents a core-based approach for implementing HH-based

neurons on an Artix-7 FPGA. Rather than supporting a fully-connected network, their work

focuses on randomly connected networks, where the connectivity among neurons is generated

off-line on a workstation and encoded into an initial seed vector. The seed vector is then used to

generate the connectivity matrix on-the-fly instead of storing the full-connectivity on the FPGA.

As given in Table 7.2, our SNN hardware architecture is among the most resource efficient

designs when implementing similarly sized SNNs, yet being able to realize a range of time

resolutions and hence, provides a viable FPGA-based real-time emulation platform. Utilizing

a relatively small percentage of on-chip reconfigurable resources along with scalability of the

designed hardware architecture makes it suitable for emulating moderately-sized SNNs on a

single FPGA.

While the implemented design is more area efficient than the state-of-the-art FPGA-based

SNNs, its general-purpose architecture also offers several important design trade-offs. In addition

to supporting a “variable” number of neurons (in the order of tens of thousands), it also allows

an efficient realization of an “arbitrary” interconnect structure between neurons in the network,

which normally requires a relatively large synaptic weight memory. Current FPGA-based SNNs

manage the size of the weight memory by only realizing a particular subset of interconnections for

a specific application. Another tradeoff is that the designed and implemented SNN architecture

supports a wide range of temporal resolutions for added flexibility, while current SNNs designs

would support optimized computation of membrane voltages using a fixed time resolution.
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ASIC Realizations

ASIC realizations of SNNs include mixed-signal neuromorphic chips [228, 229, 208],

which mimic biologically-plausible electrical behavior of neurons [230], and programmable

digital SNN implementations [211, 212, 213]. The former designs generally offer lower power

consumption and require smaller silicon area [231], whereas the latter designs can leverage the

programmability of processors for increased flexibility. To compare our proposed generalized

SNN hardware architecture with the state-of-the-art ASIC realizations, our designed SNN

architecture is implemented in a standard 32-nm CMOS technology. The CMOS layout of the

implemented ASIC is shown in Fig. 7.13, which is estimated to occupy 3.6 mm2 of silicon area.

Post-layout synthesis and simulation results show that the ASIC chip will dissipate 3.6 mW from

a 1.16 V supply while operating at 34.7 MHz frequency.
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Figure 7.13. Layout of the implemented SNN hardware architecture in a standard 32-nm CMOS
process.

Table 7.3 gives the characteristics and ASIC implementation results of various SNN

designs. The work in [208] presents a mixed-signal SNN implementation in a standard 180-nm

CMOS technology, supporting up to 256 neurons with 16K synapses. The spiking neurons are

realized based on the AdExp neuron model [232]. The digital neuron implementation, often

referred to as silicon neurons, mimic the behavior of the AdExp neuron with analog circuits.
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Table 7.3. The characteristics and ASIC implementation results for various SNN realizations

Work [208] [209] [210] [211] [212] [213] Ours
Circuit Mixed-Signal Mixed-Signal Digital Digital Digital Digital Digital

CMOS process (nm) 180 180 45 28 28 14 32
No. spiking dynamics 201 201 3 20 11 6 20

Neurons per core 256 256 256 256 256 1024 256
Synapses per core 16K 128K 64K 64K 64K 1M – 114K 64K

Weight storage 12-bit CAM Capacitor 1-bit SRAM 3-bit SRAM + 1-bit SRAM (1-9)-bit SRAM 16-bit SRAM +
1-bit SRAM Izh. Param.

Voltage (V) 1.3 – 1.8 1.8 0.53 – 1.0 0.55 – 1.0 0.7 – 1.05 0.5 – 1.25 1.16
Die area 9.6 51.4 4.2 0.086 0.095 0.4 3.6

per core (mm2)
Power 0.2 - 2.7 4 0.5 0.4 64 4 3.6

consumption (mW)
Scaled 0.24 1.28 2.9 0.12 0.13 – 3.6

area per core (mm2)2

Scaled power 0.17–0.85 1.25 0.62–1.88 0.50–1.95 73–312 – 3.6
consumption (mW)
1The AdExp neuron has not yet been proven to exhibit all 20 spiking dynamics.
2Scaled to a 32-nm CMOS process utilizing a 1.16V supply voltage following the scheme in [47].

While the AdExp neuron model can exhibit various spiking dynamics, it has not yet been shown

to reproduce all of the 20 spiking behaviors modeled by Izhikevich’s description [233]. The

processing units store the address of the post-synaptic spike in a 10-bit content addressable

memory (CAM) and the parameters for the desired dynamics are stored in a 2-bit SRAM. The

SNN presented in [209] also implements the AdExp model with silicon neurons in a standard

180-nm CMOS technology. The synaptic weights are stored in on-chip capacitors in the array of

synapses. The work in [210] implements a SNN consisting of 256 neurons, based on the I&F

neuron model, and 64K synapses in a standard 45-nm CMOS technology. As opposed to the

previous approaches in which a neuron’s operations are performed using analog circuits, the

computations in [210] are performed digitally. The binary synaptic weights are stored in an

array of SRAM cells within the cross-bar structure of synapses. The work in [211] presents a

digital 256-neuron, 64K-synapse neuromorphic processor. It is implemented in a 28-nm CMOS

technology and employs the time-multiplexing technique to emulate the cross-bar structure of

synapses. IBM’s TrueNorth [212] and Intel’s Loihi [213] are also two digital implementations

of SNNs. TrueNorth is a multi-core progammable processor implemented in a 28-nm CMOS

technology, where each core contains 256 spiking neurons and 64K synapses. Loihi is also a

multi-core programmable processor, implemented in a 14-nm CMOS technology, where each
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core supports 1024 neurons with up to one million synapses.

While commercial SNN processors and distributed computing solutions in [204] and

[207] focus on very large-scale SNNs, our architecture and those in [208, 211, 209, 210] are

single-chip realizations for a moderate network size. Even though the operating frequency of our

design is relatively slow, it is sufficient for real-time emulation of SNNs. For a fair comparison,

we have scaled the silicon area and power consumption to a 32−nm CMOS process utilizing a

1.16-V supply voltage as presented in [47]. We can see that the digital implementations presented

in [211, 212, 213] occupy smaller silicon areas than ours, since our design naturally requires

more storage elements to define the spiking dynamics on a per-neuron basis. The Izhikevich

parameters a and b are stored in 12-bit SRAM units, the c values are stored in 32-bit SRAM

units, and the d values are stored in 16-bit SRAM units. While the discussed SNN designs utilize

a cross-bar synaptic structure for communication among neurons, the accumulation of synaptic

weights in our design is performed in a hybrid sequential-parallel approach with an adjustable

degree of parallelism. The synaptic weights are stored in 16-bit SRAM units and for a realistic

level of interconnection, the synaptic weight memory may occupy a relatively large silicon

area. Note that while our generalized design allows storing the Izhikevich parameters for each

individual neuron, to substantially reduce the memory requirement, the Izhikevich parameters a –

d can be constrained to specific values for a group or all of the neurons in the employed SNN.

Similarly, in [199], seven types of neurons are specified, each with a predefined set of parameter

values for a – d. Our approach differs in that we aim to provide a robust and flexible platform

for emulating diverse SNNs.

While it is shown that our digital SNN architecture consumes acceptable power, recent

analog implementations offer a potential alternative candidate. As discussed in Section 7.3, one

of the challenges for the efficient realization of spiking neural networks (SNNs) is the process of

accumulating synaptic weights. Neuromorphic architectures employ crossbar interconnects to

accumulate weighted inputs through current flow. Also, instead of storing weight parameters in

SRAM cells, they utilize memristor-based memory, which has a higher density and lower power
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consumption [234]. They are also suitable passive elements for modeling neuronal synapses with

biological learning rules, such as spike-time dependent plasticity [235, 236, 237, 238]. Therefore,

in terms of area, power consumption, as well as scalability, the neuromorphic architecture could

offer a viable alternative. However, while analog processing provides higher speed than digital

processing, unfortunately, noise and inaccuracies accumulate in analog systems. Digital systems

can reliably process data and tolerate noise and inaccuracies during neural signal processing. For

brain-computer interfaces where the speed of neural signal recording and processing is far less

than the speed of digital integrated circuits, low-power realization of spiking neural networks in

the digital domain is a feasible alternative candidate.

7.5 Conclusion

This chapter presented an area- and power-efficient scalable reconfigurable hardware

architecture for real-time emulation of spiking neural networks (SNNs). We presented the char-

acteristics and implementation results of our designed generalized SNN hardware architecture

on both field-programmable gate arrays (FPGAs) and on application-specific integrated circuit

(ASIC). Compared to the similarly-sized SNNs implemented on a single FPGA, our design is

capable of emulating moderately-sized SNNs in real time while utilizing significantly fewer

reconfigurable resources. We also verified the performance of the proposed SNN on the MNIST

digit recognition task and showed that it can accurately classify handwritten digits with 89%

accuracy. Compared to the state-of-the-art ASIC realizations of SNNs, our design consumes less

power utilizing a hybrid parallel-sequential scheme. Moreover, as opposed to the state-of-the-art

ASIC realizations, our design’s power consumption and real-time processing are not affected by

the spiking rate of the emulated SNN. Our design supports various spiking rates based on the

number of neurons and allows an adjustable degree of parallelism and time step resolution. The

silicon area and low power consumption of the realized generalized SNN hardware architecture

make it suitable for single-chip SNN realizations while emulating SNNs of various sizes and
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interconnect topologies in real-time.

7.6 Publications

The following article was published as an outcome of the research conducted in this

chapter: D. Valencia and A. Alimohammad, “A generalized hardware architecture for real-time

spiking neural networks,” Neural Computing and Applications, vol. 35, pp. 17821 – 17835,

August 2023.
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Chapter 8

Power-Efficient In Vivo Brain-Machine
Interfaces via Brain-State Estimation
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8.1 Introduction

Over the past decade, researchers have studied the activities of individual neurons with

respect to their neighboring neurons and their response to various stimuli [239, 240]. Neurons

communicate by means of firing electric pulses, called action potentials (APs) or spikes. The

electrical activity of neurons can be measured and recorded by multi-electrode arrays (MEAs) in

which each intracortical electrode implanted in the motor cortex record cellular electrical activity

from a small population of neurons within a few hundred micrometers of the neuron closest to

the tip of the electrode [167], with added ambient noise and technical artifacts, such as electrode

micro-motion or instrumentation noise. The measured electrical activity inside the gray matter of

the brain can be used for muscle control, and also sensory perception, such as seeing and hearing,

speech, decision making, and self-control. In a brain-machine interface (BMI) system, spikes

are first detected from the background noise by comparing the recorded and filtered voltage

waveforms with a threshold, which is commonly estimated as the scaled value of background

noise. Neighboring neurons often fire spikes of similar shape and amplitude, however, relative to

their distances to an electrode’s tip, the shape of spike waveforms may differ among neurons.

This fact allows the spiking activity of individual neurons to be separated through the spike

sorting process [138]. It has already been verified that robust BMIs can also be implemented

without employing spike sorting [141, 241, 242, 39, 11]. In this case, all threshold crossings

(TCs) of the recorded and filtered voltage waveforms associated with an electrode (channel) are

treated as spikes from one putative neuron. By considering the number of spikes over a given

time (spike count) as the feature of interest, the transmission data rate is significantly reduced

compared to transmitting the spike waveforms [64]. Three types of signals can be obtained

by intracortical recordings: (i) local field potentials (LFPs), which are extracted by low-pass

filtering (<300 Hz) of the neural activity in the vicinity of an electrode tip; (ii) multi-unit activity

(MUA), which is obtained by high-pass filtering of the recorded neural activity and detecting

action potentials from the ambient noise; and (iii) single-unit activity (SUA), which are the
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detected MUA action potentials clustered into different groups associated with putative neurons.

Wireless transmission of LFPs requires substantially more data rate, as LFPs are continuous

signals whereas SUA and MUA measure the instances of single or an ensemble of spikes and

hence, can be represented as discrete events. For brevity, the subsequent references to spikes

refers to MUA spikes rather than sorted SUAs. For example, consider a 1000 channel neural

recording system operating at 20 kS/s with 12 bits per sample. Transmitting filtered neural

signals would require a data rate of 240 Mbps, while transmitting only spike counts, assuming up

to one spike per millisecond per recording channel, would reduce the data rate to only one Mbps.

The data rate can be even further reduced by spike binning, i.e., transmitting spike counts over

a larger time intervals in the order of tens of milliseconds. Assuming a wireless transmission

energy of 8.5 pJ/bit [121], the former requires 2 mW of power while the latter requires only 8.5

µW, over 99% reduction.

In synchronous BMIs the user’s neural activity is processed within a predefined time

frame, while in asynchronous or self-paced BMIs, the user can interact with the BMI at their

leisure, which is more convenient in practical applications. When the user is not actively engaged

in a BMI task, the power consumption of the in vivo interface can be reduced to extend the

operational lifespan of implanted devices. Transitioning the BMI from a “standby” state back to

the “active” state requires the BMI to estimate and differentiate between different mental states.

In a two state “brain-switch” approach [243, 116, 244], the brain-switch module continuously

monitors neural signal features to detect whether the user would like to engage in the underlying

BMI activity and hence, only processing neural signals during the “active” state.

Both non-invasive recordings, such as electro-encephalography (EEG) and near-infrared

spectroscopy (NIRS), and invasive recordings, such as electro-corticography (ECoG) and intra-

cortical MEAs, have been employed for the brain-switch scheme. The non-invasive methods

are more relaxed compared to the invasive methods as they do not impose stringent constraints

on power consumption. In all the recordings, neural response patterns are used to differentiate

between the “standby” and “active” mental states. In some cases, the neural signals are user
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Table 8.2. The energy dissipation of three alternative wireless BMI configurations. Configuration
I constantly detects and transmits MUAs for all recording channels; Configuration II.a transmits
and detects MUAs for a subset of channels for realizing a brain-switch algorithm on an external
device; Configuration II.b detects MUAs for a subset of channels and realizes a brain-switch
algorithm in vivo. Configurations II.a and II.b enable processing on all channels when the
brain-switch algorithm denotes an “active” mental state.

BMI Configuration I II.a II.b
“Active” detection power (mW) / energy (J) 30 / 2592 30 / 108
“Standby” detection power (mW) / energy (J) N/A 3 / 248.4
“Active” / “Standby” transmission energy (J) 0.73/ N/A 0.03 / 0.07 0.03 / 0
Total energy (J) 2622.73 389.50 389.43
Detection energy savings (%) N/A 86
Transmission energy savings (%) N/A 86 96
Total energy savings (%) N/A 85.14 85.15

Table 8.1. The in vivo BMI states and the in silico signal processing of the designed brain-switch
scheme.

BMI states User’s activities Behavioral In silico
example signal processing

“Standby” Non-BMI activities
Sleeping Intention

Eating estimation

“Active”
Only BMI activity Prosthesis

control Neural
BMI activity + Prosthesis decoding

Non-BMI activities and eating

modulated, such as the imagined motor movements in the EEG-based studies [245, 246], while

in others the response is driven by specific stimuli, such as the event-related desynchronization

in ECoG-based studies [243]. For intracortical recordings, changes in both the spike firing rates

and the spectral power of the LFPs have been used for mental state estimation [116], however, no

practical in vivo realization of the brain-switch scheme has been reported. Moreover, modulation

of neural activity unrelated to the BMI application can be ignored to avoid spurious decoding

outputs.

Table 8.1 lists the two considered BMI states, the example of the user’s activities in

each state, and in silico signal processing operation. The “standby” state is related to when the
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user activity is not related to the underlying BMI application, such as sleeping or for example,

if the BMI task is cursor control but the user is eating. The “active” state is related to the

user-modulated neural activity for either only the underlying BMI application or also consisting

of unrelated activities, such as the user controlling a robotic prosthesis for eating. During the

“standby” mode, the in vivo BMI monitors a subset of recording channels and the in silico signal

processing executes the intention-estimation algorithm. During the “active” mode, the BMI

processes all recording channels using an in silico neural decoding. While the transition from the

“standby” to “active” mode is estimated using the designed brain-switch scheme, the transition

from “active” to “standby” can be estimated using the outputs of the neural decoder.

For example, consider a 1000-channel implanted wireless BMI used to control assistive

devices with three possible configurations. In Configuration I, the device is continuously detecting

and transmitting the binned spike counts from all channels, analogous to a synchronous BMI

system, which processes all recorded signals within a predefined time frame. Configurations II.a

and II.b both realize an asynchronous BMI, in which a relatively small subset of channels are

used to realize the designed brain-switch scheme. When the brain-switch algorithm detects BMI

activities, the BMI transitions from “standby” to “active” state and all channels are enabled for

spike detection and processing. Configuration II.a realizes the brain-switch algorithm in silico

on a computer or a portable computational device by processing the received neural signals,

however, Configuration II.b realizes the brain-switch algorithm in vivo, which reduces the power

consumption of the wireless transmission during the “standby” mode, at the cost of the power

consumption and silicon area of the in vivo brain-switch circuitry.

Table 8.2 gives the energy dissipation and savings of the three alternative configurations.

Assuming that the power consumption of the analog front end (AFE) for amplifying and digitizing

the recorded neural signals are the same for both configurations, the power consumption of

the in vivo spike detection and wireless transmission are compared. Employing an analog-

to-digital converter with 12 – 16 bits resolution and sampling between 10 kHz – 30 kHz

[247, 248, 249, 250], the nominal power consumption for the AFE circuitry ranges between 0.75
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µW and 7.3 µW per channel. Assuming that detecting spikes from 1000 channels requires 0.03

mW of power per channel [251], the power consumption of detecting spikes for the implanted

BMI interface is approximately 30 mW, for each of the three configurations. If the in vivo BMI

interface transmits the spike counts in one millisecond intervals to represent the brain’s neural

activities, the data rate is reduced to one Mbps with the transmission energy of 8.5 pJ/bit [121].

For configurations II.a and II.b, let’s assume that 10% of the channels are sufficient to detect the

user’s intention and that they are engaged with the BMI for an average of one hour per day. Energy

dissipated during “active”/“standby” BMI operation is given as P×∆t × 3.6 J/mW, where P

denotes the power consumption (in mW), and ∆t denotes the amount of time (in hours) over

which the power is consumed. Data transmission energy dissipation during “active”/“standby”

BMI operation is given as η× fb×∆t ×3600 J/W, where η denotes the transmission energy

of 8.5 pJ/bit [121], and fb denotes the output data rate for a 1000-channel system (1000 kbps).

It can be noted that Configuration II.b offers the highest potential energy savings. Moreover,

it can be seen that for the TC-based BMIs, the main source of power consumption is spike

detection. Given that the mean detection power of Configuration I is 30 mW, if an SAFT

LS14250 battery [252], which has a nominal capacity of 4.32 Watt-hours, is used, the battery

life for spike detection is 144 hours. By applying spike detection to a smaller subset of channels

during “standby” periods, the mean detection power of Configurations II.a and II.b are reduced

to 16.5 mW, a 45% decrease, extending the battery life to 261 hours, an 81% increase. Note that

Table 8.2 does not account for the power consumption of the brain-state estimation circuitry in

Configuration II.b. Since the power consumption difference between Configurations II.a and II.b

is negligible, we propose to realize Configuration II.a for the BMI system and to estimate the

user’s intention in silico (i.e., in software running on a personal computing device).

This chapter presents the power-efficient realization of the in vivo interface for asyn-

chronous BMIs using a neural network-based brain-switch scheme. The rest of this chapter is

organized as follows. Section 8.2 discusses the signal processing and alternative brain-switch

algorithms for detecting the user’s mental states. The details of the designed asynchronous
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spike detection module in hardware is discussed in Section 8.3. The estimated silicon area and

power consumption of the spike detection application-specific integrated circuit (ASIC) is also

presented. As a proof-of-concept, a system-level realization of the designed asynchronous BMI

utilizing the designed brain-switch scheme and the in silico neural decoding is presented in

Section 8.4. Finally, Section 8.5 makes some concluding remarks.

8.2 Neural Signals and Brain-Switches

To drastically reduce wireless data transmission between the in vivo implanted circuitry

and offline software processing, various compression techniques have been used, from relatively

simple methods, such as difference encoding [253], to more complex techniques, such as

compressed sensing [254, 255]. Wireless data transmission can be further reduced by transmitting

neural information only when the user is intending to engage in a BMI-related action. The data

rate can further be reduced by only transmitting the neural information for a subset of channels

for estimating when the user wants to engage with a BMI task, as shown in Fig. 8.1.

in vivo

MEA

Receiver

Less correlated
Highly correlated

Neural Signals

Spike
Detection

Transmitter

Kinematic
Intention

Mode

Figure 8.1. The block diagram of the designed intention-aware in vivo BMI.

Implementing a brain-switch effectively involves the detection of a mental state transition

from “standby” to “active” modes, which controls the in vivo processing and wireless transmis-

sion of neural signals. Three mental state estimation schemes have been previously investigated

[244]. The simplest method is a threshold-based approach, in which a specific neural signal

or signal feature crossing a threshold is interpreted as a mental state transition. The threshold
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Figure 8.2. The probability distributions of correlation coefficients between recording channels
and the state transitions over the trials in Datasets I and II.

value is derived from the training data. The second approach is a classifier-based thresholding

technique, in which the neural signals or features are passed to a classification algorithm to

produce a continuous output signal, such as the probability of transition, which is then compared

to a pre-defined threshold, as in the first scheme. Finally, in a classifier-only-based approach,

the output of a classification algorithm is used directly. The output of the classifier may indicate

a discrete mental state, such as “idle”, “planning”, and “movement”, which can be used to

directly enable or disable further processing based on the predicted mental state. All brain-switch

algorithms assume that neural signals exhibit different behavior during mental state transitions.

For example, EEG-based brain-switches may detect an increase in the 1 Hz – 4 Hz frequency

band power [245, 246], while ECoG-based brain-switches may detect a change in the power of

the mu and beta frequency bands for motor execution/imagery [243]. For spike-based signals, the

number of SUA spikes during a time window [256] as well as changes in the firing rates [116]
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have been considered as the features for the brain-switch algorithms. Therefore, we assume

that a subset of channels will exhibit enough variations in MUAs that will allow a classification

algorithm to relatively reliably detect mental state transitions. We employ two publicly available

neural datasets. Datasets I (I140703) and II (L101210) [152], which contain raw recordings

from the motor cortex (M1 region) of two Rhesus macaque monkeys employing a 96-channel

Utah Array. The recordings were sampled at 30 KHz and then downsampled to 10 KHz. The

monkeys performed a cued reach and grasp task to displace an object. During the experiments,

the monkeys were presented with a series of cues to indicate that a trial was beginning and to

specify one of four combinations of grip and displacement forces to use. After the cues were

given, the monkeys released a switch on the table to reach for the object. Upon a successful reach,

grasp, and displacement, the monkeys were rewarded. For the active brain-state estimation,

the switch release time is considered as the ground-truth intention time. To identify which

channels exhibit greater changes during a state transition, a correlation analysis is performed.

More specifically, following spike detection, the correlation between the spike counts and a

known transition response (i.e., a signal that transitions from zero to one at a pre-defined time)

is calculated. Then, the correlation between the spike counts for all channels and the transition

from a go cue and the switch release event are calculated. Dataset I and II consist of 153 and

149 trials, respectively. A training subset consisting of the first 70% of the trials are used to

analyze the correlation coefficients between the spike counts for each recording channel and the

state transition. The mean correlation coefficient over Dataset I and II were 0.15 (σ = 0.13) and

0.15 (σ = 0.11), respectively. The probability distributions of correlation coefficients between

recording channels and the state transitions over the trials in Datasets I and II are shown in Fig.

8.2. It can be seen that correlation values equal to or greater than 0.30 and 0.25 for Datasets I

and II, respectively, constitute the top 15% percent and are considered highly correlated to the

“active” brain-state.

After calculating the correlation coefficients for each channel and trial, the mean correla-

tion for the N highest correlated subset of channels is calculated. Since the state transition event
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is of interest, the response of the correlated channels during this transition time is considered. To

represent the activity of the correlated channels, the sum of the correlated channels is computed

per time step. The centering via Z-scoring is applied followed by the Gaussian kernel smoothing

to estimate the spike density function [257]. The described process is shown in Fig. 8.3, where

the correlated spike counts refer to the accumulated spike counts of only the N highest correlated

channels and the smoothed spike counts represents the estimated spike density function after

applying the centering and smoothing.

To reduce the power consumption of the in vivo signal processing, it is preferable to

enable as few correlated channels as possible. As shown in Fig. 8.4(a), since the centering and

smoothing operations perform a normalization of the signal, the response of a smaller number of

correlated channels will be similar to that of a higher number of correlated channels. As shown

in Fig. 8.4(a), the behavior of the estimated spike density for the correlated channels begins to

deviate from the baseline during the switch release event. Note that the activity of the correlated

channels during the BMI and non-BMI operation may impact the decoding performance, however,

the brain-switch algorithm is only operating during the non-BMI operations. Fig. 8.4(b) shows

the boxplot of the estimated spike density for different number of correlated channels. While

the mean variability is similar over different number of channels, it can be seen that the overall

variability spread for eight channels is smaller than that of a higher channel counts. Thus, eight

highest correlated channels are selected for the brain-switch algorithm. For Dataset I, the mean

correlation of the eight highest correlated channels is 0.38 (std. 0.017) for the BMI period,

and 0.25 (std. 0.016) during the non-BMI period, a 34% decrease. For Dataset II, the mean

correlation is 0.28 (std. 0.02) for the BMI period, and 0.20 (std. 0.005) during the non-BMI

period, a 28% decrease.

8.2.1 Brain-switch Algorithms

For estimating the user’s intention, three alternative models are considered: the hidden

Markov model (HMM) [258], a feed-forward neural network (FNN), and a recurrent neural
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(a)

(b)

Figure 8.4. (a) A sample from Dataset I of the smoothed spike counts during the trials and (b)
the smoothed spike count variability during the non-BMI periods over both datasets.

network (RNN). The HMM is a stochastic model that estimates the probability of being in a

particular state based on the input data and the current state. The mental state can be modeled

as a two-state HMM, where one is for the “standby” state while the other indicates that the

user is in an “active” state. The forward algorithm [258] then calculates the likelihood of being

in a Markov state Xi after a sequence of n observations O0(t0 = 0),O1(t1 = 1), ...,On(tn = n)

as Pi(tn) = ∑
M
j=1
[
Pj(tn−1)Ai jBi j

]
, where M denotes the total number of Markov states, i and

j denote the indices of Markov states, and Pi(tn) denotes the probability of being in state Pi

at time t = tn. We also consider machine learning (ML)-based methods using feed-forward

neural networks (FNNs) and recurrent neural networks (RNNs) for brain-state estimation. Both

FNNs and RNNs use artificial neurons that each compute an output y = f (z), where z denotes an

accumulated weighted input and f (·) denotes a non-linear activation function. The weighted
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input z is computed by multiplying the inputs with a weight matrix Wx that is obtained during

training. While FNNs process data in a forward direction from the input layer to the output layer,

RNNs employ a self-recurrent connection which attempts to learn from temporal features in

the data. As a result, RNNs employ additional weight matrices WR, denoting the self-recurrent

weights, in addition to the input weight matrix Wx. Both the FNN and RNNs use the rectified

linear unit (ReLU) activation function at the output of the artificial neurons. The RNN also

employs the ReLU function in its recurrent connections. The employed FNN and RNN models

for mental state estimation have eight artificial neurons in a single hidden layer, with one unit at

the output. To quantify the accuracy of the employed brain-state estimation schemes, the F-score

and the Pearson CC metric are assessed. The CC is given as:

CC =
∑i(ti− t̄)(t̂i− ¯̂t)√

∑i(ti− t̄)
√

∑i(t̂i− ¯̂t)
,

where t and t̂ denote the actual and estimated intention time, respectively, t̄ and ¯̂t denote the

mean of the actual and estimated intention time, accumulated over i estimations, are assessed.

The F-score and the CC metrics can be interpreted as a measure of the accuracy of detecting the

intention and as the precision of detection, respectively. Note that in the context of BMIs, an

algorithm with a higher F-Score and an acceptable CC is preferable over an algorithm with a

relatively low F-Score and a high CC. A highly precise intention estimator, i.e., high CC, will be

of no use when the intention is not detected. Previous studies among BCI users have shown that

the overall system’s reliability is far more important than it’s speed [259].

For training the intention detectors, two-second snippets of smoothed spike counts over

various animal reaches are extracted from the Datasets I and II. For the intention-positive

snippets, the switch release time was aligned at one second. The outputs of the models were

a zero, indicating no intention, or one, indicating the BMI-related intention. The FNN has no

temporal state and the two-second reach data was divided into sequences of three consecutive,
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non-overlapping smoothed spike counts. The RNN accepts one input per time step per training

sample, while the FNN accepts three inputs per training sample. Both the RNN and FNN models

were trained using Python’s Tensorflow framework and to avoid overfitting to training data, early

stopping was used to monitor the mean squared error metric and stop training when the validation

error was no longer reduced. To evaluate the performance of the models after training, a 0.5

threshold was applied to the ReLU outputs to generate the predicted state, e.g., an output greater

than or equal to 0.5 was interpreted as an “active” state and as a “standby” state otherwise. Table

8.3 gives the performance of the three developed brain-state estimation schemes over Datasets I

and II. It is shown that both of the ML-based models outperform the HMM in detecting the state

transitions. The performance of the RNN is consistent over both datasets while the FNN drops

in performance has a considerable drop in performance over Dataset I. Thus, for estimating the

brain-state, the RNN model is employed.

Table 8.3. The performance of alternative brain-state estimation methods over two datasets.

Dataset Method F-Score (std.) CC (std.)

I

HMM 0.47 (0.08) 0.83 (0.09)
FNN 0.72 (0.31) 0.93 (0.04)
RNN 0.83 (0.04) 0.89 (0.05)

II

HMM 0.40 (0.02) 0.83 (0.12)
FNN 0.92 (0.02) 0.98 (0.02)
RNN 0.95 (0.03) 0.91 (0.05)

8.3 Hardware Implementation of the Designed Intention-
Aware BMI

To detect the spikes of the individual neurons near the tip of an electrode, the contribution

of the LFPs is first removed using a band-pass filter. A more computationally-efficient approach

to remove the low-frequency components of the signal is employed by subtracting the moving

average of the signal, computed over a reasonably short timing window, i.e., x̃[n] = x[n]−

x[n], where x[n] denotes the neural signal, k denotes the length of the timing window and
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Figure 8.6. The top-level block diagram of the designed intention-aware in vivo BMI.
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x[n] = 1
k ∑

n−k
n x[n] [21]. The mean subtraction filter does not require multiplications, which is a

significant saving as in vivo spike detection is a continuous operation. It was found that removing

the mean of the neural signal over a relatively small timing window of 800 µs is sufficient

for removing the LFPs. With a sampling rate of fs = 10 kHz, this corresponds to computing

the average of eight samples, which requires eight additions and one right shift operation per

input sample per channel. Fig. 8.5 shows an example of the conventional bandpass filter and

the filtered recording using the mean subtraction filter. It can be seen that the employed filter

preserves the spikes in the bandpass filtered signal while the low-frequency oscillations are

eliminated.
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After applying the mean subtraction filter, spikes are first emphasized by applying the

absolute value operation to the filtered signal. Then spikes are detected by comparing the

emphasized signal with a threshold value, which is computed dynamically as a scaled value of

the estimated background noise. The noise is estimated as the mean of the emphasized signal

over a one-second time window. The accuracy of the detection unit was measured using the

F-score metric as F = 2TP/(2TP +FN +FP) [260], which accounts for true positives (TP), false

positives (FP), and false negatives (FN) spikes over the widely used Wave Clus datasets [37].

Compared to the energy-based methods, such as the non-linear energy operator (NEO) and the

root-mean-square (RMS) noise estimation with an F-Score of 0.94 [113], the employed method

shows a comparable F-Score of 0.92 while being less computationally-complex.

The top-level block diagram of the designed asynchronous in vivo BMI is shown in Fig.

8.6. The raw neural signals recorded by the MEA are amplified, digitized by the analog front end

(AFE), and is passed to twelve Neural Processing Cores (NPCs), where each contains a Filtering

unit to remove the LFPs and a Spike Detection Unit to detect spikes in the form of TCs. Note

that the realization of the AFE is beyond the scope of this paper and hence, our subsequent

power and energy estimations do not account for the AFE. The spikes are then passed to the

Spike Binning Unit, which counts the number spikes over periods of 10 milliseconds. Each NPC

processes eight channels of interleaved recorded data and the operating frequency of the system

is f = 8× fs = 80 KHz. The NPCs interleaves data processing of eight recording channels by

employing the C-Slow architectural transformation [261]. The eight highest correlated channels

are configured through the configuration ports, which will enable or disable processing based

on the corresponding NPCs’ correlation settings. The correlation settings for each channel are

obtained on a workstation prior to the system configuration using labeled data collected during

the training process. Each NPC receives an 8-bit configuration word indicating which of its eight

interleaved data channels are highly correlated to the user’s intention.

To remove LFP components from the recorded neural signals, the moving average of

the signal over the previous eight values is subtracted from the current value. To account for
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Figure 8.7. The datapath of the LFP-removal moving average filter.

the interleaved data, the outputs of every eighth register of a 64-word shift register are used to

compute the mean of the current data channel using an adder tree and an arithmetic right shift, as

shown in Fig. 8.7. To reduce the switching activity of the uncorrelated channels, the propagation

of new values are disabled by de-asserting the enable signal EN Channel. If an NPC’s 8-bit

configuration word is equal to zero, the input register enable signal EN Core is de-asserted and

no signals will propagate through the delay elements.

The datapath of the Spike Detection Unit, as shown in Fig. 8.8, consists of an absolute

value unit, a correlation shift register Corr. Shift Reg, an accumulation and threshold memory

Acc./Thr. Mem., which consists of two memory modules, and a control unit CTRL. The Corr. Shift

Reg is used to enable or disable the accumulation of rectified filtered signals. The Corr. Shift Reg

is initialized after the training phase to determine the correlation settings for each of the channels

processed by the NPCs. The accumulation register memory ARM stores the accumulated rectified

signal for the eight NPC channels. The threshold register memory TRM stores the threshold

values, updated approximately every second (2blog2 fsc× 1
fs
= 0.8192 seconds, where fs denotes

the sampling rate). The CTRL unit enables the TRM to store the corresponding value from the

ARM after shifting it 10 bits to the right to compute the scaled threshold value. To detect spikes,

the rectified filtered signal is compared to the current channel’s threshold value. The comparator

output is gated with two signals, the Corr. Shift Reg output, which is used to disable transient

spikes from uncorrelated channels, and a channel refractory Chn. Ref signal, which is used to
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prevent considering multiple output spikes due to the same threshold crossing event.
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Figure 8.8. The datapath of the spike detection unit.

The spike detection unit can operate in two modes. The first mode of operation is during

the system initialization in which a threshold must be derived for each channel processed by

the NPC. During this period, a master enable bit is used to allow the processing of uncorrelated

channels. This is also the case for when the off-chip intention estimator detects that the user

intends to perform a BMI-related activity, where the neural recordings of all channels are

required. In the second mode of operation, the master enable bit is de-asserted and only the

highest correlated channels are processed.

The spikes generated by the Spike Detection Unit are then processed by the Spike Binning

Unit shown in Fig. 8.9, which accumulates the spikes detected by each of the NPCs in the core

count memory CCM. The CCM stores eight 48-bit words of data, one for each channel of an NPC.

Each word is partitioned into twelve 4-bit sections to store the spike counts produced by the 12

NPCs. To compute the accumulated spike counts of the correlated channels, the output Core

Counts from the CCM are added with the masked summing units MSUs. The Bitmask Memory

stores correlated channel information in twelve-bit words, which are used within the MSUs to

mask the spike counts of uncorrelated channels. The outputs of the MSUs are then accumulated

into the correlation sum register CSR.

The synthesized ASIC layouts of Configurations I and II.a, implemented in a standard

180-nm CMOS process, is shown in Fig. 8.10. Synthesis was performed using Synopsys
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Design Compiler and the place-and-route was done using Cadence Innovus. The designs were

synthesized to support a 96-electrode Utah Array by implementing 12 NPCs, each processing

eight channels. To optimize the area and power consumption of the ASIC, we tested the system-

level accuracy of the system over various numerical resolutions. Input data, and subsequent

internal digital signals, are represented using the fixed-point (WI.WF) number format, where

WI and WF denote the number of integer and fraction bits. In our design, data is represented

using one integer bit and F fraction bits, where F was between 11 and 2 bits. We found that the

system-level accuracy dropped significantly for values of F less than 7. Table 8.4 gives the ASIC

characteristics and implementation results for various configurations of (WI.WF). The power

consumption of the 96-channel intention-aware circuitry and the power per active channel is

approximately 59 µW and 0.63 µW, respectively. The power was estimated by simulating the

synthesized and routed design, considering the switching activity of all nodes in the design.

Table 8.5 gives the ASIC characteristics and implementation results for various spike

detection systems. For a fair comparison, the implementation results have been scaled to a

180-nm CMOS process with a 1.8 V supply voltage, as described in [47]. Also, we compare the

area and power consumption of the spike detection circuitry, when able, for a fair comparison.

The design in [45] is a 16-channel BMI with a window-discriminator for spike detection. Window

discriminators involve dual threshold values and detect spikes when there is a crossing of both
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Table 8.5. The ASIC characteristics and implementation results of the state-of-the-art spike
detection circuits.

Work Ours [45] [18] [46] [262]
Technology (nm) 180 180 180 65 130

Supply voltage (V) 1.8 – 1.8 0.8 1.2
Number of channels 96 16 1 64 16

Normalized area per channel (mm2)† 0.03 – 0.03 0.05 1.21
Normalized power per channel (µW)† 0.63 4 1.5 4.6 210

Adaptive threshold Y N Y N Y
Intention-aware Y N N N N

Scaled active / “standby”
power consumption (mW )‡ † 0.124 / 0.067 ? 0.4 0.15 0.46 21

Scaled energy dissipation (J)� † 0.611 3.04 1.14 3.496 159.6
Relative increased energy dissipation – 4.97× 1.86× 5.72× 261.21×

† Normalized to a 180-nm CMOS Process with a 1.8 V supply voltage, as described in [47].
‡ Assuming 100 channels and using 10 channels for brain-state estimation.
? Accounting for the power consumption of the brain-state estimation control circuitry.
� Assuming 30 minutes of real-time operation over a two hour BMI session.

Table 8.4. The ASIC characteristics and implementation results of the intention-aware spike
detection circuitry over various numerical formats

Circuit metric (WI.WF)
(1.11) (1.9) (1.7) (1.5)

Core area (mm2) 4.49 4.00 3.50 3.01
Intention-aware circuitry power (µW) 85.8 71.9 59.6 49.5

Power per active channel (µW) 0.86 0.66 0.63 0.43
Mean system accuracy (CC) 0.81 0.80 0.80 0.75
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the upper and lower threshold values. In [18], an analog implementation of a NEO-based spike

detection unit is presented. In [46], the authors present a 64-channel neural signal acquisition

system that detects spikes using the NEO-based pre-emphasis and a constant threshold. In [19], a

64-channel neural signal acquisition system is presented. Spikes are detected by an adaptive dual-

threshold window comparator. Also, their system supports extracting spike amplitude-related

features, such as the time between threshold crossing and negative peak, the time between the

negative and positive peak, and the time between the positive peak and the return to baseline.

In [262], the authors present a 16-channel exponential component and polynomial component

(EC-PC) spike detection system, which involves representing the neural signals in the Hilbert

transformed space and predicting occurrences of spikes by estimating the probability that a data

point is part of an action potential. The implementation results in Table 8.5 shows that our ASIC

design consumes the least power per channel, primarily due to the fact that in an intention-aware

BMI system, it is only necessary to detect spikes of a relatively small number of highly correlated

channels for the majority of the time. As given in Table 8.5, assuming that 10% of the channels

are sufficient for providing adequate brain-state estimation, and assuming one hour of BMI

activity in a day, it is clear that our design offers significantly less energy dissipation, 1.8× less

power compared to the state of the art.

While it is shown that the proposed asynchronous system effectively reduces the power

consumption of the in vivo interface, system-level power saving schemes may also be applicable

for further power reduction. For example, in a BMI system that a user primarily interacts by

controlling a cursor on a computer screen, if eye-tracking cameras are used, the BMI system

can power down the in vivo recording circuitry should the user not be paying attention to the

screen or if the user is asleep. Note that the results given in Table 8.5 assume that the system

only estimates the mental states during the “standby” BMI mode and transitions to the “active”

state for neural decoding if the BMI-related activity is detected. While the system employs the

brain-switch estimation during the “standby” state, which may involve non-BMI activities, as

demonstrated in the next section, the false brain-switch estimation has a negligible impact on the
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overall decoding performance.

8.4 Intention-Aware Decoding

We integrated our designed intention-aware detection unit along with an ML-based

neural decoder. During an initial training phase, neural recordings and their associated labeled

events are processed to generate training data for the ML-based brain-state estimation and neural

decoding algorithms. The labeled training data is then used to determine which channels are

highly correlated to the BMI intention and to power-down channels that are not highly-correlated,

reducing the power required to operate in vivo spike detection when the user is not actively

engaged in the BMI activity. Fig. 8.11 shows the system-level block diagram of the designed

wireless BMI system for a motor-cortex neural decoding application. Neural activity is detected

and accumulated in 10 ms bins per recording channel. During the user’s “active” mental state,

multi-unit spikes are detected on each recording channel, and during the “standby” state, only the

eight highest correlated channels are processed to detect the user’s mental state. The designed

system employs two ML-based models in silico. One is the RNN discussed in Section 8.2 and

the second is a temporal-convolutional network (TCN) [176] used as a kinematic decoder to

map sequences of binned spike counts onto the intended object displacement velocity. When the

RNN identifies an “active” mental state, the TCN is enabled for two seconds to decode the user’s

kinematics and the RNN is disabled and it’s internal memory is cleared.

To evaluate the performance of the neural decoding, the datasets described in Section 8.2

are used. During the off-line training phase, the velocity of the displaced object is calculated

based on the object’s displacement and is smoothed using a moving average filter to reduce

instrumentation noise. To generate training data, spikes are counted over 10 ms bins, from the

time of switch release to the time that a trial ends. The spike counts are Z-scored and smoothed

with a Gaussian kernel before being passed to the decoding model. The training data for Dataset

I and II contain 138 and 98 trials, respectively, aligned to the switch release time. Trials that were
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Figure 8.11. The system-level block diagram of our designed wireless BMI system for neural
decoding applications.

shorter in time were padded with zeros to match the data lengths during training, however, during

BMI operation, both the RNN and TCN models produce an output for intention and kinematic

estimations, respectively, per input time step.

Similar to the ML-based intention estimator, the TCN-based decoder was trained using

the Tensorflow framework, the RMSprop optimizer, and the root mean square error loss metric.

For evaluating regression performance, the CC metric was used. The model was trained for up

to 300 epochs and to reduce overfitting, we employed early stopping when the CC no longer

increased. The designed TCN-based decoder achieves a mean CC of 0.8 (std. 0.06) over Datasets

I and II. Sample outputs of the TCN-based decoder and the estimated intention times from the

RNN-based intention estimator over Datasets I and II are shown in Fig. 8.12. For reference, the

output of a basic decoder which continuously decodes the neural signals is shown in Fig. 8.12.

While the basic decoder will generate spurious outputs among trials, the intention-aware decoder

will only generate outputs when the brain-switch algorithm enables the TCN-based decoder.

Over the test set shown in Fig. 8.12, the F-score of the RNN-based intention detector was 0.70

and 0.78 over Dataset I and II, respectively. It was found that the mean absolute error of the

intention-aware decoder is 0.21 and 0.35 over Datasets I and II, respectively. It was also found
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that the RNN-based intention detector is more likely to produce a false positive rather than a

false negative. However, since the TCN-based decoding model is relatively accurate, the overall

performance of the system is not considerably degraded. The primary goal of the proposed

design is to enable power savings by decoding only during the “active” mental state, which will

inevitably reduce spurious outputs. For Dataset I and II, the error of the velocity decoding is

considered as the mean absolute error. It was found that the mean absolute error of the basic

velocity decoder is 0.26 and 0.51 over Datasets I and II, respectively. The intention-aware

decoder thus has 18.8% and 35% smaller errors than the basic velocity decoder.

(a)

(b)

Figure 8.12. The outputs of the basic and intention-aware TCN-based decoders and the estimated
intention times using the RNN-based intention estimator over the testing subset of (a) Dataset I
and (b) Dataset II.

To evaluate the performance of the BMI system in presence of spiking errors, the spiking

error rate (SER) metric [131], which represents errors that can occur in the process of detecting

spikes and the wireless transmission of spike counts, was used. To simulate SER, spikes were
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first detected using the designed detection unit and binned into one millisecond intervals. Due

to a neuron’s refractory period imposed by the spike detection units, it is assumed that in each

one millisecond bin at most one spike can be detected per electrode. To inject errors into the

bins, bit-flips were applied to the bins. For example, for an SER of 10−2, there is a 1% chance

that a spike or non-spike will be considered as its counterpart. Fig. 8.13 shows the performance

degradation of the TCN-based decoder over increasing values of SER. It can be seen that the

model offers relatively stable performance for up to about 6% error. The robustness of the

model can be further improved by increasing the numerical resolution of signals (i.e., reducing

quantization noise during detection), or accounting for spiking errors when the training the model

itself, for example, adding error into the spike counts.
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Figure 8.13. The relative accuracy of the TCN-based decoder over increasing values of SER.

8.5 Conclusion

The in vivo spike detection has become increasingly challenging when employing high-

density multi-electrode arrays in the order of thousands of recording channels. This chapter

demonstrated that an intention-aware brain-machine interface (BMI) system can drastically

reduce the power consumption of the in vivo spike detection. It was shown that the machine

learning (ML)-based algorithms can be used effectively to estimate the user’s intention from
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a relatively small subset of highly-correlated recording channels, which allows disabling the

detection circuitry of the remaining uncorrelated channels. Moreover, since the user is mainly not

engaged in the BMI activity throughout the day, the impact of the intention-aware BMI is even

more effective. The design and implementation of a 96-channel spike detection unit in a standard

180-nm CMOS process was estimated to occupy 0.03 mm2 of silicon area and consumes 0.63

µW of power per channel while operating at 80 kHz. The designed in vivo BMI system was

used for neural decoding over two neural recordings. It was shown that the ML-based algorithms

can reliably detect the user’s intention in the presence of up to 6% spiking errors. Additionally, it

was shown that compared to the state-of-the-art BMI systems, incorporating intention awareness

reduced the total energy consumption by over 1.8×.

8.6 Publications

The following article was published as an outcome of the research conducted in this

chapter: D. Valencia, G. Leone, N. Keller, P. P. Mercier, and A. Alimohammad, “Power-efficient

in vivo brain-machine interfaces via brain-state estimation,” Journal of Neural Engineering, vol.

20, 016032.
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Chapter 9

An Efficient Brain-Switch for
Asynchronous Brain-Computer Interfaces
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9.1 Introduction

Over the past decade, researchers have investigated the activities of individual neurons

concerning their neighboring neurons and their response to various stimuli [239, 240]. Neurons

communicate by firing electrical pulses, called action potentials (APs) or spikes. The electrical

activity of neurons can be measured and recorded by multi-electrode arrays (MEAs). Each

intracortical electrode implanted in the motor cortex records extracellular electrical activity from

a relatively small population of neurons within a few hundred micrometers of the neuron closest

to the tip of the electrode [167]. This measurement is often contaminated with ambient noise

and technical artifacts, such as instrumentation noise. The measured electrical activity inside the

gray matter of the brain can be used for muscle control, sensory perception (such as seeing and

hearing), as well as speech, decision making, and self-control.

The intracortical brain-computer interfaces (iBCIs) predominantly quantify the neural

activity of the brain using multi-unit activities (MUAs). Neural spikes embedded in the MUAs

are detected and separated from the background noise by comparing the recorded and filtered

voltage waveforms with a threshold, commonly considered as the scaled value of the background

noise. Neighboring neurons often fire spikes of similar shape and amplitude; however, relative to

their distances to an electrode’s tip, the shape of spike waveforms may differ among neurons.

This fact allows the spiking activity of individual neurons to be separated through the spike

sorting process [138]. It has already been demonstrated that robust iBCIs can be implemented

without employing computationally-daunting spike sorting [141, 241, 242, 39, 11]. In this case,

all threshold crossings (TCs) of the recorded and filtered voltage waveforms associated with

an electrode (channel) are treated as spikes from one putative neuron. Instead of transmitting

spike waveforms for offline neural decoding and control, transmitting the number of spikes over

a given time window as the feature of interest would dramatically reduce the transmission data

rate and power consumption [64].

Although spike-based decoding is commonly employed, various studies have shown
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that LFP signals can alternatively be used for neural decoding [118, 146, 147]. In LFP-based

decoding studies, the spectral power is the most commonly employed metric to quantify the

neural activity. This is predicated on historical findings indicating a correlation between changes

in the neural signal band power and different physiological states, such as oscillations in the

gamma band (30 – 90 Hz) during sleep in humans [263, 264]. Similarly, the power in the beta

band (15 – 35 Hz) has been linked to movement preparation [265].

Depending on the timing and nature of the interaction between the user’s brain activity

and the iBCI system, two paradigms exist. In synchronous iBCIs, the user’s neural activity

is processed within a predefined schedule, such as when the user is instructed to perform the

underlying BCI task, such as motor imagery or concentration on a specific stimulus.On the other

hand, asynchronous iBCIs allow the user to initiate actions at their own pace without being

restricted to specific time intervals or cues. Asynchronous iBCIs aim to offer a more natural and

flexible brain-computer interaction.However, to support a self-paced iBCI, the system needs to

continuously monitor the user’s brain activity. Compared to synchronous BCIs, asynchronous

iBCIs are better suited for applications where users require continuous control, such as prosthetic

control.

Over the last decade, synchronous iBCIs and the decoding of information, such as

movement kinematics (i.e., direction, velocity, etc.), from recorded extracellular signals have

received considerable attention. However, the efficient realization of the asynchronous iBCIs

and addressing the need to detect when a user desires to use a prosthetic or assistive device

have remained relatively understudied. A two-state “active/inactive” “brain-switch” [243, 116,

244, 132] continuously monitors neural signal features to detect whether the user would like to

engage in the underlying BCI activity. Consequently, it only processes neural signals during

the “active” state. Another important aspect of brain state estimation is that the inclusion of

periods of unintended iBCI control could introduce errors to the decoder analysis. For instance,

decoding neural activity between periods of active BCI operations may result in unintended, and

potentially dangerous, prosthetic movements when the user is not intended to be engaged in the
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iBCI operation. To eliminate unnecessary and unintended decoding of neural signals during

periods of non-BCI activity, we designed an intention estimation system to discriminate between

periods of active BCI control and inactive states. We utilized a recurrent neural network and

LFPs as the input feature of interest to detect discrete state changes when the user desires to

engage in the underlying BCI activity.

The rest of this chapter is organized as follows. Section 9.2 briefly reviews the motivation

for employing LFPs over other signal modalities. Section 9.3 discusses the application of LFPs

for realizing brain-switches. The relative performance of the designed LFP-based brain-switch

is compared against those of the spiking-based models. Section 9.4 presents the hardware

architecture and realization of the proposed LFP-based feature extraction unit. Finally, Section

9.5 makes some concluding remarks.

9.2 Feasibility of Employing Local Field Potentials

One invasive method for recording the brain’s neural activity is to use penetrating

microelectrodes implanted in the related brain area, such as the primary motor cortex. These

electrodes provide valuable information for decoding intended muscle movements. Intracortical

MEAs, capable of recording hundreds to thousands of channels simultaneously, offer the highest

degrees of freedom among neural signal modalities. They have been conventionally used in

iBCIs to record and translate neural activities for controlling robotic prostheses and assistive

devices. Whether using a single electrode or an MEA, recording action potentials (spikes) from

an individual neuron requires placing the electrode tip within 50–100 mm from the neuron. The

electrical spike signal best reflects the neural activity of the brain and has a high signal-to-noise

ratio (SNR), as well as high temporal and spatial resolutions. Therefore, the firing pattern of

spikes is commonly utilized to extract motor-related information effectively.

Depending on the cortical area and layer, however, each electrode may record action

potentials of several individual neurons surrounding the electrode tip. If these multiple recorded
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neurons have distinctive spike shapes, their individual firing rates (i.e., the number of spikes

within 30 to 100 ms time bins) can be discriminated by the spike sorting process, yielding

single-unit responses, also known as single-unit activity (SUA). If their action potential voltage

traces are similar, spike sorting may not be able to differentiate the individual spike waveforms,

thus yielding multi-unit activity (MUA), which represent the total firing rates of two or more

neurons. MUAs can be obtained by high-pass filtering the raw data at 250 Hz to 5 kHz and

counting all waveforms crossing a threshold. An alternative neural signal that has been shown

to be well-correlated with MUAs is the spiking band power (SBP), which has a relatively low

sampling requirement of 2 kHz [266] and can be considered as a low-frequency version of

MUAs.

Fig. 9.1 illustrates the relative spatial resolution of the alternative signal modalities

available for intracortical recording, with the center representing the location of the electrode tip.

SUAs have a spatial resolution of single units, on the order of 50 µm, while MUAs have a spatial

resolution over 100 µm. The SBP is similar to MUAs but can detect the activity of neurons over

a larger area of 250 µm. Additionally, the LFP comprises the activity of neurons within 500 µm

[142, 29, 143, 266].

LFP

100 

SBP

MUA

SUAs

µm

LFP

100 

SBP

MUA

SUAs

µm

Figure 9.1. The different signal modalities of intracortical recording electrodes.

Maintaining signal stability poses a serious challenge for long-term iBCI recordings. One

major drawback of spike-based iBCIs is that over time the electrode tips become increasingly
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encapsulated by brain tissue scarring, preventing the long-term observation of individual neurons

[145]. Fortunately, this encapsulation does not significantly affect lower frequency signals. The

LFP is the electrical potential recorded from deep brain tissues, such as the extracellular space in

cortical regions. It is typically obtained by filtering the raw continuous data from 0.3 Hz to 500

Hz. Since LFPs mainly reflect the summation of electrical activities surrounding the recording

site, they may be less sensitive to small movements or the loss of detectable neurons near the

electrode tips [143]. Additionally, the extracellular medium, i.e., portions of cortical tissue

between the electrode tip and neurons, acts as a low-pass filter. Consequently, the amplitude of

high-frequency action potentials is naturally attenuated with distance. As a result, extracellular

action potentials are only reliably detected for electrodes positioned near the recorded neuron.

In contrast, low-frequency synaptic potentials attenuate less with distance, allowing them to

propagate over larger distances in the extracellular medium. These low-frequency signals may

even be recordable as far as the surface of the scalp, which is used in electro-encephalography

(EEG) studies.

While early studies on LFPs primarily focused on the temporal analysis of a population of

LFP signals, time-domain analyses of LFPs have demonstrated inferior performance for decoding

neural information and control. One commonly-employed feature of interest is band-limited

power, which can be computed over specific frequency bands, such as delta (1–4 Hz), theta (4–8

Hz), alpha (8–12 Hz), beta (12–30 Hz), gamma (30–80 Hz), or high-frequency (80–500 Hz).

It has been demonstrated that the spectral power in the high-frequency (HF) range of 60–200

Hz reflects the summation of spiking signals from the neuronal population near the recording

electrode. This range may contain more sub-threshold information that is lost during the spike

detection process. Since HF-LFP activity is correlated with neuronal firing rates (multi-unit spike

count) [267, 268], it may provide particularly information-rich signals for predicting movement

parameters, such as kinematic representations of prosthetic movement variables, even in the

absence of clear spiking activity. For instance, a study in [147] reported that various movement

intentions, such as the imagined end-point, trajectory, and type of movement, could be reliably
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Figure 9.2. (a) The block diagram of the in vivo LFP-based feature extraction pre-processing.
(b) The time-frequency power spectrum of the neural signals during different phases of the
feature extraction pre-processing. (c) The spectral power of the raw LFP and the CAR signal.

predicted from the LFP signals. Additionally, LFPs are considered a more stable neural signal

compared to the single-unit and multi-unit activities, which often suffer from electrode drift,

neuron drop-out [144], and scarring from the electrode-tissue interface [145].

Another advantage of LFPs over action potentials is that LFPs can be sampled and

processed at significantly lower rates (approximately 1 kHz) compared to spike events being

digitized at sampling rates of 10 – 30 kHz for accurate spike detection [131]. A reduced

sampling rate has a significant impact on the power consumption of implantable interfaces,

potentially increasing the lifespan of implanted devices [131]. Additionally, there is no need
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for computationally-daunting spike detection and sorting algorithms, which consume 0.6 – 4

µW of power per channel [132, 148]. BCIs based on LFPs may also not require the use of

deeply penetrating micro-electrodes, significantly reducing the chance of tissue scarring and

potentially increasing the longevity of the recorded neural signals [145]. Therefore, instead of

relying on isolating individual action potentials within the 500–5000 Hz band, the low-frequency

components (< 500 Hz) of a recorded neural signal can be employed for a stable BCI signal

processing [269].

9.3 Design of LFP-based RNN Brain Switches

To reduce the significant power consumption of the in vivo circuitry during non-BCI

activities, a neurally-controlled brain-switch can be utilized. This switch enables or disables

in vivo neural signal processing and wireless transmission of chosen features for in silico

neural decoding. Brain-switch algorithms operate on the assumption that the recorded neural

signals exhibit various behaviors during different mental states. For instance, EEG-based brain-

switches may detect an increase in the 1 Hz – 4 Hz band power [245, 246], while ECoG-based

brain-switches may detect a change in the power of the specific frequency bands for motor

execution/imagery [243]. For spike-based neural signal processing, the spike counts during

a time interval [256], as well as changes in the firing rates [116], have been considered as

underlying features for reported brain-switch algorithms. It has been previously reported that

a small subset of recording channels exhibit satisfactory variations in the MUAs, allowing

brain-switch algorithms to reliably detect transitions in mental state [132].

Due to the intracortical recording setting, LFPs offer a higher signal-to-noise ratio

compared to ECoG and EEG. Moreover, the relaxed requirements of LFP signal acquisition and

processing make them a viable modality for brain-switch algorithms, significantly reducing the

power consumption compared to spike-based systems. To analyze the feasibility of using LFP

features for brain-switch models, we employed two publicly-available neural datasets, datasets
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I (I140703) and II (L101210) [152]. These datasets contain raw recordings from the motor

cortex (M1 Region) of two Rhesus macaque monkeys using an implanted 96-channel Utah Array.

The recordings were initially sampled at 30 KHz and then downsampled to 10 KHz. Further

downsampling to 2 kHz was performed to extract low-frequency LFPs. During the experiments,

the monkeys performed a cued reach and grasp task to displace an object. The monkeys were

presented with a series of cues indicating that the beginning of a trial and specifying one of

four combinations of grip and displacement forces to use. Additional details of the animal

experiments are described in [152].

9.3.1 LFP Feature Extraction Unit

After signal acquisition and digitization, the common average reference (CAR) is con-

ventionally employed to effectively remove common interference shared across electrodes. The

CAR is given as X̂[n] = X[n]−µ[n], where X[n] denotes the multi-channel neural signal, and

µ[n] denotes the mean over all recording channels at time n. The CAR enhances the SNR and the

interpretation of neural activity. Although the CAR is computed over all recording electrodes in

most analyses, practical settings typically limit the CAR to a local subset of recording channels,

as its impact on the system-level performance is negligible [270]. Following CAR, spectral power

is computed for three frequency bands: the low-band LFP (LB-LFP) (8 – 60 Hz), mid-band

LFP (MB-LFP) (60 – 300 Hz), and high-band LFP (HB-LFP) (150 – 500 Hz). Spectral power

is commonly calculated using Fourier or Morlet wavelet transforms, providing time-frequency

decomposition of signals.

A less computationally complex approach is to use a series of bandpass filters with

cutoff frequencies for LB-LFP, MB-LFP, and HB-LFP. Once the signals are filtered, the spectral

power within each frequency band of interest can be estimated using envelope detection schemes

[116] or fast Fourier transform [271]. Applying bandpass filtering allows for attenuating signal

components outside the desired frequency range, eliminating the need for Fourier transform

to compute the spectral power over all frequencies. Fig. 9.2(a) illustrates the estimation of
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total power contained within a specified frequency range (band power) using the square of the

root mean-square (RMS) of the bandpass filtered LFP signal in the time-domain [272]. Fig.

9.2(b) illustrates the time-frequency plots of the raw LFP signal, the output of the CAR, and

the output of the bandpass filter (BPF) over the LB-LFP (8 – 60 Hz), MB-LFP (60 – 300 Hz),

and the HB-LFP (150 – 500 Hz). The time-frequency plots in Fig. 9.2(b) demonstrate that the

employed BPF effectively isolates the signal within the specified frequency range. Following

the implementation of CAR, the multi-channel interference is reduced, leading to a decline in

low-frequency power, as depicted in the magnified view presented in Fig. 9.2(c). For Channel 1

of Dataset I, depicted in Fig. 2, the average power of the raw LFP within 0 – 120 Hz is 16 mV2,

while after CAR, the average power in the same frequency band is reduced to 8.2 mV2.

9.3.2 RNN Model Evaluation

While brain-switch software models may use all recording channels as the input to the

algorithm, one opportunity for reducing energy dissipation is to employ a subset of recording

channels. This, however, comes at the expense of additional pre-processing and a learning phase.

This approach is viable for spike-based iBCIs, where specific neurons or an ensemble of neurons

may behave differently during the intention onset. However, in the case of LFPs representing the

activity of neuronal populations, it might be possible to utilize either a set of arbitrary recording

channels or even a single recording channel as the input for the brain-switch algorithm.
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Figure 9.3. The system-level block diagram of the designed brain-switch consisting of the in
vivo LFP processing unit and in silico brain-state estimation.

In our previous work [132], we found that machine learning (ML) algorithms, specifically
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relatively small recurrent neural networks (RNNs) using neural spikes as input performed well for

brain-state detection. In this study, we implement an LFP-based brain-switch RNN, as depicted

in Fig. 9.3. The brain-switch consists of two units: an in vivo processing system for neural

signal processing and LFP feature extraction, and an in silico module that receives wirelessly

transmitted features and executes the RNN-based brain-switch model. When the BCI is in the

“inactive” state, one recording channel is employed for in silico brain-state estimation. However,

when the BCI is in the “active” state, all or a subset of recording channels can be employed for

robust neural decoding. Therefore, the output of the brain-switch is utilized to control both the in

vivo signal acquisition as well as in silico neural decoding. It is important to note that the neural

signal features used for decoding may differ from those used for the brain-state estimation. In

vivo neural signals are first enhanced using the CAR. Then an 8-th order bandpass filter, along

with a squared RMS module is used to estimate the power within each frequency band. where the

number of spikes observed within this time period make up the multi-unit activities [131, 273].

Ranges up to 50 ms have been reported for iBCIs targeting the SBP [266]. The RMS is computed

over 10 ms windows as it falls within the range of commonly employed iBCI configurations.

We evaluate the performance of four alternative RNN-based models with different

recurrent cell architectures: standard RNN, long short-term memory (LSTM), gated recurrent

unit (GRU), and quasi-recurrent neural network (QRNN) [274]. Each RNN cell accepts the

previous layer inputs and employs a self-recurrent connection to learn temporal dependencies

within the data. The standard RNN cell transmits its hidden state directly. In contrast, the LSTM

and GRU cells utilize internal non-linear functions to regulate the amount of data propagated over

time. The QRNN employs a convolution operation over time instead of directly propagating its

internal state, with its temporal receptive field width dependent on the convolutional kernel width.

For performance comparison among the alternative RNN cells, we devised a RNN brain-switch

that accepts the LFP bandpower of a single channel to predict the moment of intention. First, the

single channel is passed to a fully-connected dense layer with 16 units, where its output connects

to an RNN-based layer to learn temporal features within the signals. For a fair comparison
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among the different cell types, the RNN-based layers have about the same number of parameters.

The model with the simple RNN cells employs 62 units, the LSTM employs 34 units, the GRU

employs 32 units, and the QRNN employs 25 units. Finally, the outputs of the RNN-based layer

passes through a fully-connected dense layer that performs the final regression and predicts the

current intention state using a non-linear sigmoid function.

Each of the RNN-based layers has about 4800 parameters and is trained using the mean

squared error loss metric and the Adam optimizer. Each is trained using 10-fold cross-validation

to provide a fair estimate of its performance. The performance of the designed brain-switch

RNN models is measured using the F-score metric given as F = 2TP/(2TP +FN +FP), where

TP denotes the number of correctly detected intentions, FN denotes the number of non-detected

intentions, and FP denotes the number of false positive intentions [260]. Figs. 9.4 (a) and (b)

show the boxplots of the F-score of the four alternative models for the first recording channel

of Dataset I and II, respectively. It can be seen that the GRU-based model provides the most

consistent performance over both datasets and training iterations compared to the alternative

models. In other words, while the LSTM and QRNN can perform well, whether a given training

session will yield an acceptable performance is not deterministic. However, for a well performing

training session, the training time is also of importance. Fig. 9.5(a) and (b) show the variation

of F-score of the different models over the training period. In general, the GRU-based model

achieves a relatively high performance considerably faster than the other models and is also

shown to provide stable performance over time compared to the other recurrent neural network

models. Therefore, we employ the GRU-based architecture, as shown in Fig. 9.6, to realize the

brain-switch.

9.3.3 MEA Channel Selection

To evaluate the performance of the designed brain-switch scheme, the impact of channel

and frequency band selections was analyzed. For each recording channel and frequency band,

the data was normalized as ˆX fC = (X fC−µ fC)/σ fC, where µ fC and σ fC denote the mean and
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Figure 9.4. The boxplots of the F-score of the four alternative RNN-based models over the first
recording channel of (a) Dataset I and (b) Dataset II.
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Figure 9.5. The variation of F-score over the training epochs for (a) Dataset I and (b) Dataset II.
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Figure 9.6. The block diagram of the designed GRU-based LFP brain-switch.

standard deviation of signal X of channel C filtered over frequency band f . Deep learning

algorithms conventionally rely on a training and testing subset using 70% and 30% of the dataset,

respectively. Compared to deep learning datasets that typically have millions of samples for

training and testing, a common limitation in the field of computational neuroscience is that

training data is relatively sparse. In our work, we have used only the first 30% of the dataset for

training, which is consistent with our previously published work [64] to emulate this limitation.

It is important to note that using less training data and more testing data implies that our model is

not as intensely affected by overfitting. Dataset I and II consist of 153 and 149 trials, respectively.

For each trial, the moment the monkey releases a switch is considered as the brain state transition

from inactive to active, as used in our previous work [132]. However, to avoid detecting the

intention during movement-related potentials when the animal releases the switch, a small

randomized jitter time (µ = 14±8 ms) was subtracted from the switch release time, ensuring

that the state transition is detected during the movement planning phase of the trial. The value

used for the jitter time has no particular significance other than ensuring that the RNN is trained

to predict a brain-state transition prior to a switch released by the subject. The jitter time is

modeled as a random variable so that the RNN would appropriately learn to perform the state

transition based on the neural signal input patterns rather than performing a brain-state transition

at the same time for any given trial. This approach also ensures that the model is only trained on

neural signals that occur during the grasp planning stage of the subject’s movement.

The designed RNN model was trained on all combinations of recording channels and
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Figure 9.7. The F-score probability distributions for (a) Dataset I and (b) Dataset II over the
three frequency bands and all recording channels.

frequency bands, and the F-Score probability distributions for Datasets I and II are shown in Figs.

9.7(a) and (b), respectively. It can be seen that the performance of the designed brain-switch

model is agnostic to recording channel and frequency band over both datasets, with a consistent

F-Score performance of 0.86± 0.06 for Dataset I and approximately 0.80± 0.07 for Dataset

II. This finding suggests that any particular channel may offer useful information for effective

brain-state estimation. However, some channels may have lower performance than others. While

beyond the scope of this chapter, one may employ a mean bandpower threshold or other relevant

metrics for screening candidate channels. In our previous realization of the brain-switch, which

utilized multi-unit activities in the form of spike threshold crossings, we required multiple

channels along with a complex channel selection process for sufficiently accurate brain-state

estimation [132]. However, we found that a single recording channel of LFPs, which embodies
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the activity of larger populations of neurons, provides relatively accurate brain-state estimation.

This is potentially due to the fact that in the spike-based approach, removing low-frequency

components to obtain the action potentials isolates the recorded neural signals to those of only

neurons near the electrode tips, which may encode more specific information than that of an

ensemble of neurons surrounding a larger region around the electrode.

9.3.4 CAR and Filter Considerations

The results depicted in Figs. 9.7(a) and (b) prompt the question of whether performing

the CAR is necessary at all. CAR is commonly employed in LFP studies to remove interference

that is common across the recording electrodes. In practice, removing common interference from

multi-channel recordings is an effective approach for reducing the impact of redundant features

on the decoding algorithm. However, as discussed in Section 9.2, our findings indicate that data

from a single channel is adequate for the brain-switch operation. Therefore, the CAR may not

be necessary, and the noise may be sufficiently removed by the bandpass filter. Additionally,

in the context of efficient hardware realization, removing the CAR would significantly reduce

the in vivo signal processing. Computing the CAR would require 2N− 1 additions and one

multiplications per clock cycle, which can be expressed as 2N +1 operations when assuming the

complexity of multiplication as twice that of an addition [43]. Considering a clock rate of 2 kHz

and a 96-channel Utah electrode array, the CAR would require 386 kOps/second.

Figs. 9.8(a) and (b) show the F-Score probability distributions over Datasets I and II,

respectively, and over all combinations of recording channels and frequency bands, without

employing the CAR. It can be seen that for Dataset I, there is no significant degradation in

F-score compared to those with the CAR for all three frequency bands. For Dataset II, the

performance of each band varies, with the LB-LFP (8 – 15 Hz) outperforming the other two

bands. Therefore, we employ the band-limited power of the LB-LFP as the input feature for the

RNN-based brain-switch algorithm.

Previously published work mainly employ two-sided non-causal filters as they may better
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Figure 9.8. The F-score probability distributions for (a) Dataset I and (b) Dataset II over the
three frequency bands and all recording channels when removing CAR.

preserve the amplitude and shape of neural signals while not imposing phase distortions [113].

Causal filter realizations, however, are deemed to be preferred for in vivo realizations due to their

reduced computational complexity and memory requirements. Fig. 9.9 shows the spectral power

density of the first channel of Dataset I over the 8 – 15 Hz frequency band for both non-causal

and causal filtering with various filter orders. It is evident that the lower-order filters do not limit

the signal to the desired frequency band as accurately as the higher-order filters. While it may

appear that the second-order causal filter spectrum shown in Fig. 9.9(d) may not be suitable,

as it has a relatively poor frequency selectivity, we investigate its impact on the performance

of the designed brain-switch algorithm by training the RNN model using both non-causal and

causal filters of orders 2, 4, 6, and 8 and the LB-LFP bandpower for the first channel of Datasets

190



0 20 40 60 80
0

1

2

3

4

P
o

w
er

 (
V

2
)

10-5

Non-causal filter
Causal filter

0 20 40 60 80
0

1

2

3

4

P
o

w
er

 (
V

2
)

10-5

Non-causal filter
Causal filter

0 20 40 60 80
Frequency (Hz)

0

1

2

3

4

P
o

w
er

 (
V

2
)

10-5

Non-causal filter
Causal filter

0 20 40 60 80
Frequency (Hz)

0

1

2

3

4

P
o

w
er

 (
V

2
)

10-5

Non-causal filter
Causal filter

(a) (b)

(c) (d)

Figure 9.9. The spectral power of the LB-LFP of non-causal and causal filters with filter order
(a) 8, (b) 6, (c) 4, and (d) 2 over the first channel of Dataset I.
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Figure 9.11. The block diagram of the in vivo signal processing for estimating LFP bandpower.

I and II as input. Figs. 9.10(a) and (b) confirm that there is no significant performance variation

when employing either non-causal or causal filters. Additionally, it is observed that for Dataset

I, the lower-order filters outperform the higher-order filters, employing either non-causal or

causal realizations. This suggests that the sharp roll-off characteristic of the higher-order filters

is not a strict requirement for the designed RNN-based brain-switch. Therefore, we employ
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Figure 9.10. The F-score of the LFP-based RNN brain-switch model using various filter orders
and filter causalities for the LB-LFP and the first channel of (a) Dataset I and (b) Dataset II.

a second-order causal filter without CAR for in vivo realization. It should be noted that the

performance of the proposed GRU-based brain state estimation is dependent on the dataset, as is

the case for all machine learning-based algorithms. The performance of the proposed approach,

and other similar kinematic decoding tasks, relies on the activation of relevant brain regions.

Prior to surgical implantation of microelectrodes, the neural activity of the brain regions are

observed using positron emission tomography (PET) or functional magnetic resonance imaging

(fMRI). [275, 276].

9.4 Hardware Architecture of the Designed LFP-based
Brain Switch

Fig. 9.11 shows the block diagram of the in vivo signal processing for the LFP-based

feature extraction, i.e., LFP bandpower estimation. A single channel of the MEA is bandpass
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filtered at a rate of 2 kS/s. The bandpower is estimated by computing the RMS squared over

non-overlapping windows of 8 ms (i.e., 16 samples at 2 kS/s). The bandpass filter is designed

using a second-order infinite-impulse response (IIR) Butterworth filter structure [277]. The

passband filter coefficients for 8 – 60 Hz were computed using the Filter Design Toolbox

in Matlab as b0 = 1, b1 = 0, b2 = −1, a[0] = 1, a[1] = −1.84, and a[2] = 0.848. The filter

input scaling factor of 0.075 is approximated as an arithmetic right shift by four bit positions,

equivalent to multiplying by 0.0625. To find an optimal tradeoff between area utilization and

power consumption, in addition to the direct biquad structure, the time-multiplexed IIR filter

structures with the folding factors of 2 and 3, as shown in Figs. 9.12(a) – (b), respectively, were

designed and implemented. The direct structure is required to operate at the minimum rate of 2

kHz while the designs with the folding factors of 2 and 3 are required to operate at 4 kHz and 6

kHz, respectively. A control unit, not shown, is used to generate appropriate control signals.
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Figure 9.12. The block diagram of the designed band-pass filter with the folding factors of (a)
two and (b) three.

The filter output is passed to the RMS2 unit, as shown in Fig. 9.11. The control unit asserts

the signal nWin every 8 ms, setting the accumulation register to the squared input sample. On
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the 16-th input from the filter (i.e., after 8 ms), the control unit asserts the signal done to latch

the output of the accumulator into the output register, which is arithmetically right shifted by

four bits to compute the mean over the window. The squared RMS is used as the estimate of the

bandpower where no square root operation is required.

The computations of the filter and RMS2 unit are performed in the fixed-point format

Q(WI.WF), where WI and WF denote the integer and fractional wordlengths of the signals.

Software simulations of the in vivo modules verified that the filter’s internal accumulator requires

17 bits in Q(5.12) format and the filter output requires 16 bits in Q(3.13) format. Since the

RMS2 performs a square operation and a right shift for computing the mean, the full-precision

computation would require at least 30 fractional bits. To find the optimal number of fractional

bits necessary to achieve performance (F-Score) comparable to that of the software simulations

shown in Figs. 9.10, various bit-true simulations were performed. Fig. 9.13 shows the F-Scores

of the designed RNN-based brain-switch algorithm over different number of fractional bits for

representing the RMS bandpower. The analysis over the two datasets showed that a minimum of

eight fractional bits offers sufficient accuracy.
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Figure 9.13. The variation of the F-Score of the designed RNN brain-switch over various number
of fractional bits used for representing the bandpower, with the dashed lines indicating the trend.

The logic synthesis of the in vivo design shown in Fig. 9.11 was implemented using

194



Table 9.2. The characteristics and implementation results of various feature extraction ASICs.

Work Ours (LB-LFP) Ours (Prog.) Ours[132] [18] [278] [279]
Signal modality LFPs MUAs MUAs SBP SBP

Technology (nm) 180 180 180 180 180 180
Supply voltage (V) 1.8 1.8 1.8 1.8 1.55 0.625

Area per channel (mm2) 0.09 0.12 0.03 0.03 0.07 –
Power per channel (nW)† 91.8 109.9 630 1500 212 3660

† Normalized to a 180-nm CMOS process with a 1.8 V supply and accounting only for digital backend.

Table 9.1. The area utilization and power consumption of the designed and implemented
LFP-based feature extraction unit.

Folding Factor Area (mm2) Power (nW)
1 0.09 91.8
2 0.10 192.5
3 0.10 160.6
Programmable Frequency Band
1 0.12 109.9
2 0.12 247.2
3 0.11 279.6

Synopsys Design Compiler, and the place and route was performed using Cadence Innovus in a

standard 180-nm CMOS process. The design was also synthesized for both folding factors of

the bandpass filter datapath. The power consumption was estimated by employing both datasets,

along with the toggling rate information of all signals stored in a Switching Activity Interchange

Format (SAIF) file. Table 9.1 gives the area utilization and power consumption of the designed

LFP bandpower estimator using the direct structure and using two folding factors. It is shown

that the smallest area and the least power consumption are achieved with the direct-form IIR

filter structure. While the folding factors of two and three for the bandpass filter datapath have

fewer adders and multipliers, the multiplexers require sign and zero extension of inputs with

fewer bits to match those of the accumulation registers, which in turn require more area. While

the LB-LFP offered the best performance for both employed datasets, it may be beneficial to

support MB-LFP and HB-LFP bands as well for practical applications (e.g., neural decoding).

The design was therefore modified to support all three sub-bands. The power consumption of the

LFP-based feature extraction unit with the programmable frequency band for different folding
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factors is given in Table 9.1. Similar to that of the ASIC for the LB-LFP, the direct structure (i.e.,

the folding factor of one) consumes the least power among the three realizations for a marginally

larger silicon area.

The ASIC layouts of the synthesized in vivo LFP processing unit, including the IIR

filter and the RMS bandpower unit, for (a) the LB-LFP and (b) the programmable frequency

band in a standard 180-nm CMOS process are shown in Fig. 9.14. The layout in Fig. 9.14(a)

computes the bandpower of the LB-LFP and occupies 0.089 mm2 of silicon area and consumes

91.87 nW of power from a 1.8 V supply while operating at 2 kHz. The layout in Fig. 9.14(b)

computes the bandpower of any one of the LB-LFP, MB-LFP, and HB-LFP bands based on

a programmable band-selection input, and occupies 0.117 mm2 of silicon area and consumes

109.9 nW of power from a 1.8 V supply, while operating at 2 kHz. The power consumption was

estimated by simulating the netlist after placement and routing and accounting for the switching

activity of all signals.
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Figure 9.14. The ASIC layouts of the synthesized in vivo LFP-based feature extraction units for
(a) the LB-LFP and (b) the programmable frequency band in a standard 180-nm CMOS process.

Table 10.2 gives the characteristics and implementation results of various in vivo feature

extraction ASICs. Due to the relatively high temporal resolution of action potentials, analog

front-ends (AFEs) for spike-based BCIs must operate at a significantly higher sampling rate

and bandwidth than those employing LFPs. First, the power consumption of the low-noise
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amplifier (LNA) is proportional to the width of the frequency band of interest [131], which for

LFPs is about five times smaller than that for spikes. Secondly, conventional AFEs employ

successive approximation register (SAR) analog-to-digital converters (ADCs), whose power

consumption is relatively linearly proportional to the sampling rate [162, 163], which again are

far more efficient for LFPs. Thus, for a fair comparison with the previously published works, the

comparison Table II only accounts for the digital backend of all works. In our previous work

[132], we designed and implemented an RNN-based brain-switch algorithm employing MUA

features. Compared to the designed LFP-based brain switch, the MUA-based design requires a

correlation-based learning phase to find the optimal recording channels for detecting the brain’s

state transitions. Employing the same datasets, the MUA-based brain-switch algorithm achieves

a marginally improved F-score of 0.89 compared to the LFP-based brain-switch F-score of

0.84, with a power consumption approximately five times higher. In [18], the authors present

an analog implementation of a spike detection unit that performs energy-based thresholding to

generate MUAs. In [278], the authors target the low-frequency SBP and achieve a low power

consumption of 212 nW per channel. Also targeting the SBP, the design in [279] reports a power

consumption of 3.6 µW per recording channel for obtaining the SBP. The proposed LFP-based

ASICs, as given in Table 10.2, consume significantly lower power for extracting the LFP features.

While it remains to explore how well the SBP can be employed for deteciting the brain-state

transitions, due to the LFP’s lower frequency filtering and acquisition requirements, the LFP

is well positioned as an effective signal modality for brain-state monitoring and behavioral

decoding.

One important consideration is the total power consumption of the proposed system,

accounting for the signal acquisition analog front-end (AFE) circuitry, digital signal processing,

and wireless transmission overhead. Conventional AFE circuitry, such as low-noise amplifiers

(LNAs) and analog-to-digital converters (ADC), requires an average of 7.4 µW of power per

channel for spike-based systems employing sampling rates on the order of 10 kS/s [160]. As both

the bandwidth and sampling rate of the LFPs and SBPs is roughly one-fifth of that for spike-based
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BCIs, the signal conditioning AFE for LFPs and SBPs would consume approximately 1.5 µW

per recording channel.

The wireless transmission power depends largely on the output bitrate of the in vivo

circuitry, as well as the temporal resolution of the signal features. For spike-based systems, a

commonly employed range of temporal resolutions is within the range of 1 ms to 10 ms, requiring

an output data rate between 0.4 - 1.0 kbps, i.e., one bit per millisecond or dlog2 10 mse= 4 bits

per millisecond assuming a one millisecond spike refractory period. The temporal resolution of

the proposed LFP feature extraction unit is 10 milliseconds, with 9 bits (Q(1.8)) per estimated

bandpower sample and requires 0.9 kbps. Spike-based systems consume between 0.6 and 1.78

µW of power for obtaining MUAs. Given a wireless transmission power of 158 pJ/bit [15],

spike-based systems require between 8.06 µW and 9.26 µW per recording channel, accounting

for the entire signal acquisition and processing chain, and wireless transmission. The designed

LFP-based feature extraction system would require a total of 1.75 µW per recording channel.

Based on our previous work implementing on a spike-based brain-switch targeting MUAs, we

found that a minimum of 8 recording channels were required for sufficient brain-state transition

detection, which would require a total of 64.48 µW of power. In contrast, the designed LFP-

based brain-switch requires only a single channel and consumes over 97% less power with only

1.75 µW.

Considering that a single channel of the LFP is sufficient for brain state estimation, an

alternative system configuration is to bypass the LFP feature extraction in vivo and transmit the

LFP signal directly. Assuming a signal resolution of 16 bits and a sampling rate of 2 kS/s, the

required output data rate for a system transmitting the LFP signal directly is 32 kbps. Given the

transmission energy of 158 pJ/bit, this would require 5.05 µW of power, over 2.8× more power

than that of the proposed system. For transmitting the LFP signal directly, the increased data

rate becomes the primary factor causing increased wireless transmission power requirements.

To achieve a comparable power consumption to the proposed design, the LFP signal must be

represented with fewer than 6 bits to consume less than 1.8 µW.
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9.5 Conclusion

This chapter presented a brain-switch to estiamte when the user involves in the underlying

BCI activity based on local field potentials (LFPs) and gated recurrent unit (GRU)-based neural

networks. The designed switch is particularly imnportant in the practical realization of asyn-

chronous brain-computer interfaces and offers a comparable or greater effectiveness than that of

spike-based systems. It was shown that the performance of the machine learning (ML)-based

algorithms for implementing LFP-based brain-switches may not be sensitive to specific recording

channels as well as specific frequency bands. Compared to the previously reported brain-switch

schemes in which exhaustive learning phases for optimal recording channels are performed prior

to neural network training, the brain-switch performance is similar across multiple recording

channels, significantly reducing the pre-processing computations. The synthesized LFP-based

feature extraction unit in a standard 180-nm CMOS process was estimated to occupy 0.09 mm2

of silicon area and consumes only 91.8 nW of power while operating at 2 kHz. Compared to the

previously published works on in vivo neural signal feature extraction, the proposed LFP-based

design consumes the least power and achieves a performance (F-Score) comparable to that of

spike-based systems.

9.6 Publications

The following article was published as an outcome of the research conducted in this

chapter: D. Valencia, P. P. Mercier, and A. Alimohammad, “An efficient brain-switch for asyn-

chronous brain-computer interfaces,” IEEE Transactions on Biomedical Circuits and Systems,

May 2024.
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Chapter 10

A Hybrid Brain-Computer Interface for
Low-power and Efficient Neural Decoding
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10.1 Introduction

Brain-computer interfaces (BCIs) are used to record and analyze neural activity. One of

the main functions of BCIs is to enable the translation (decoding) of the brain’s neural activity

into real-world representations, such as controlling the position of a computer cursor on a screen

or the movements of a prosthetic limb. Thus, BCIs are key rehabilitation devices for those

impaired by spinal cord injury or neurodegenerative diseases. The activity of the brain is made

up of the synaptic interactions between neuronal cells. Neurons communicate with each other

using action potentials (spikes), which travel along the axon before being passed to another

neuron via neuro-transmitters [1]. The neural activity can be recorded non-invasively over the

scalp, such as with electro-encephalography (EEG) [280]. Alternatively, invasive recording

methods employ implantable micro-electrode arrays (MEAs), typically containing hundreds of

electrodes penetrating the brain matter. Early MEAs, such as the Utah Array [31], use fewer than

100 electrodes, while modern high-density recording interfaces employ two to three-thousand

recording sites [8, 9, 7]. Although invasive recording methods require surgical procedures for

the placement and implantation of the MEAs, the quality of the neural signals is significantly

greater than that of EEG, which is preferable for users with severe motor impairment [281, 282].

Previous studies have demonstrated that the response of neurons varies when presented

with different stimuli. For example, neurons in the visual cortex show selectivity depending on the

orientation of the light stimulus [283]. Similarly, multiple brain regions contain neurons tuned for

movement direction, including the motor cortex and dorsal premotor cortex [284]. Researchers

initially related the neural activity directly to kinematic variables through manually derived

expressions and functions, such as Gaussian and cosine tuning functions [35]. Recent advances

in machine learning (ML) have paved the way for a data-driven approach to neural decoding, in

which large amounts of neural activity and the corresponding physiological behaviors are used

to derive an optimal relationship using neural networks [10].

Fig. 10.1 shows the conventional system configuration for a wireless intracortical BCI.
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Figure 10.1. The system configuration of a conventional wireless intracortical BCI.

As shown, practical BCI systems are often partitioned into two distinct modules: the in vivo

electronic device, which is surgically implanted on the brain to record, process, and transmit

neural signal features to an in silico device, which is typically realized on a personal computer

or a tablet to execute the decoding algorithm. Prior to digital in vivo signal processing, neural

signals are first acquired through the analog front end (AFE), consisting of low-noise amplifiers

(LNAs) and analog-to-digital converters (ADCs). The in silico interface also communicates with

the underlying BCI application, such as cognitive writing or prosthetic limb control. To limit the

amount of data transmitted wirelessly, digital neural signal processing is typically employed in

vivo to extract relevant features from the digitized neural signals. The extracted features, as well

as the specific decoding algorithms, depend on the BCI application and neural signals that are

being recorded.

BCIs can be realized in one of two paradigms. In the synchronous paradigm, the BCI

decodes neural activities during predefined time periods. Synchronous BCIs are often employed

in laboratory settings, as researchers can readily control when data is collected for analysis and

processing, discarding irrelevant neural activity between experiments or trials. Alternatively,

the asynchronous paradigm allows the user to initiate BCI operation at their convenience. The

asynchronous paradigm, therefore, represents a more practical solution for future BCI technology

beyond laboratory settings. While both paradigms perform neural decoding, the asynchronous
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paradigm also requires a brain-switch (intention estimation unit) to detect when the user wishes to

begin the BCI operation. The intention estimation unit must continuously monitor the recorded

neural signals for specific variations. Since BCIs operating in asynchronous mode require

constant monitoring of the neural activities, they consume more energy to support continuous

signal acquisition. Most conventional in vivo processing relies on high-frequency signals (i.e.,

spikes) to discern the activities of individual neurons. While spike-based signals offer the highest

temporal and spatial resolution, they also consume significantly more power compared to low

frequency local field potential (LFP) signals. However, spike-based signals have been shown to

provide superior performance in neural decoding applications compared to LFPs. To drastically

reduce the overall system power consumption, we propose exploiting an intention estimation

unit using LFPs to realize an asynchronous BCI. For neural decoding, the system employs

spike-based signals to maintain robust performance.

The rest of this chapter is organized as follows. Section 10.2 briefly reviews various

neural signal features and compares the effectiveness of employing different features for various

operations of BCIs. Section 10.3 presents realizing the asynchronous BCI paradigm using

intention estimation. Section 10.4 details the hardware realization of the designed BCI system

and compares it to state-of-the-art BCI systems. Section 10.5 discusses the implementation of an

FPGA prototype system for verification of the designed hybrid asynchronous BCI. Section 10.6

makes some concluding remarks.

10.2 Neural Signal Features

Invasive intracortical recordings provide a significantly higher signal-to-noise ratio com-

pared to non-invasive methods. Intracortical neural activity can be represented at various scales,

as shown in Fig. 10.2. At the largest scale, the neural activity is represented by the LFPs,

which provide relatively slow oscillations, reflecting the synaptic activities of neural populations

within 500 µm of the recording electrode [142, 29, 143]. While LFPs do not provide the spatial
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resolution to resolve the activities of individual neurons, they offer a large-scale perspective on

the spiking activity of groups of neurons. At the medium scale, the slow oscillations of the LFPs

are removed from the recorded neural signals by applying a high-pass filter at 300 Hz. Doing

so isolates the signal to the activity of neurons within a 100 µm radius around the recording

electrode.

LFPMUA
SUAs

Electrode

100 µm

500 µm

Neurons

LFPMUA
SUAs

Electrode

100 µm

500 µm

Neurons

Figure 10.2. The various scales of neural signals using intracortical recording electrodes.

While a single channel of filtered neural signals may be feasible for wireless transmission

and subsequent processing, MEAs employ hundreds to thousands of recording sites, making

it infeasible to transmit the filtered neural signals directly. For example, a single 96-channel

MEA sampling at 10 kS/s with a resolution of 16 bits will generate over 15 Mbps of data. For

recording configurations employing multiple MEAs for different brain regions, the amount of

data is staggering, as the increased data rate would incur more power consumption for wireless

transmission. Given a wireless transmission power of 158 pJ/bit [15], a BCI with 96 channels

would require 2.37 mW of power for transmitting the filtered neural signals directly. Wireless

brain-implantable devices have a strict power limitation of 7.7 mW to prevent heating of brain

tissue beyond 1 ◦C [251]. The wireless transmission alone would require over 35% of the

available power budget. To reduce the total amount of data transmitted, and thus the amount of

wireless transmission power, in vivo feature extraction, which involves performing in vivo digital

204



signal processing to select specific signal features, is used. As modern recording devices employ

MEAs with channel counts in the thousands, the challenges related to power consumption for

recording and transmission are significantly exacerbated [8, 7, 9].

One commonly employed method for reducing the amount of data gathered is to detect

action potentials (spikes). After filtering, spikes are emphasized against the background noise

via signal pre-emphasis methods, such as the non-linear energy operator [113]. The amplitude

of the pre-emphasized signal is compared to a threshold value, set to a scaled estimate of the

pre-emphasized signal’s standard deviation σ [113]. Crossing this noise threshold indicates

that a spike is present at a given recording channel. The number of threshold crossings (TCs)

is often accumulated over small time windows on the order of a few milliseconds, a process

known as spike binning, resulting in spike counts. Note that because the spike counts denote the

presence or lack of spikes, they provide a discretized representation of the neural activity. To

transform the spike counts from a discrete signal into continuous multi-unit activity (MUA), the

spike counts are convolved with a Gaussian kernel, realized using a finite impulse response (FIR)

filter, resulting in an estimate of the spike density function [257]. Conventional spike detection

systems impose a biologically plausible one-millisecond refractory period, which denotes the

time that must pass before a particular channel can detect another spike. Thus, the number of

spikes that can be detected on a given channel over a time period of τ ms is τ spikes. This

reduces the output data rate of MUAs significantly compared to the filtered neural signal. For

example, considering a 96-channel MEA with 10 ms spike bins (i.e., 4 bits per bin), the required

output data rate is 38.4 kbps, a near 400× reduction compared to transmitting the filtered neural

signals directly. This would reduce the wireless power consumption to 6.06 µW, less than 1% of

the available wireless power budget.

To achieve the lowest scale of granularity, the activities of individual neurons near the tip

of the recording electrode are distinguished from one another. While the spike waveforms of

different neurons are similar, the distance between the recording electrode and the individual

neurons will distort the spike waveform shapes [167], which allows for the activities of different
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neurons to be distinguished from one another through the spike sorting process [138, 62]. Once

sorted, the spike counts for individual neurons can be converted into single-unit activity (SUA)

in the same manner as that for generating MUAs.

Conventional LFP processing involves computing the band-limited power within a

specific frequency band. The specific frequency bands are chosen based on the underlying

study and the relationships between the neural activity and physiology. Historically, the use

of these frequency bands is based on correlations between changes in the band-limited power

and different physiological states. For example, variations in the beta band (12 – 30 Hz) are

correlated with motor activities, such as movement and/or movement preparation [265, 285, 286].

LFP waveform variations may also be used as biomarkers of a particular mental or physiological

state, such as intermittent spindles (11 – 14 Hz) in non-rapid eye movement sleep [287], or

exhibiting different behaviors among different stages of sleep [263, 264]. The majority of prior

work has related the bandpower to a given measurement using linear relationships. Modern

machine learning (ML)-based approaches, however, achieve similar or better results without

requiring pre-processing of the LFPs [132, 288].

Conventional AFE circuitry requires an average power of 7.4 µW per channel for spike-

based signals sampled at 10 kS/s [160, 289, 290]. From the perspective of in vivo processing,

employing the LFP from a single channel poses considerable advantages compared to multi-

channel spike-based processing. First, the LNA power consumption depends on various factors,

such as the acceptable input-referred noise and whether specialized circuitry is required to

mitigate flicker noise [291]. Additionally, the LNA power consumption is proportional to the

frequency bandwidth of the underlying signal [131]. The ADCs, commonly realized using

successive approximation register (SAR) architectures, have a power consumption that is roughly

linearly proportional to the sampling rate [162, 163]. Thus, because both the sampling rate

and bandwidth are five times smaller for LFPs than those of MUAs, the power consumption of

the AFE when employing LFPs is also reduced by a factor of five, about 1.5 µW per channel.

This fact motivates the design of a hybrid asynchronous BCI system employing two signals
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for specific tasks. During the idle state, a single channel of LFP data is processed to reduce

the power consumption for both the signal acquisition circuitry as well as for in vivo signal

processing. In contrast to MUAs and SUAs, which are continuous representations of discrete

temporal events, the features derived from LFPs are continuous valued signals. Note that the

reduced sampling rate for LFPs inevitably reduces the overall amount of data that is generated.

Additionally, the band-limited power is often computed over small time windows on the order of

tens of milliseconds, reducing the output data rates further. For example, a BCI computing the

band-limited power over 10 ms windows with 16 bits per sample would require an output data

rate of 1.6 kbps per channel, or 153.6 kbps given a 96-channel MEA.

For neural decoding, various studies have shown that useful information can be extracted

from the LFP [118, 146, 147]. For example, LFPs recorded from cognitive regions of the brain,

such as the posterior parietal cortex, have allowed high-level cognitive decoding compared to low-

level continuous motor control [118, 146]. In [147], the authors reported that various movement

intentions, including kinematic trajectory, imagined movement endpoints, and movement type,

could be decoded reliably from LFPs. However, employing spike-based signals for motor

decoding has demonstrated consistently higher performance compared to LFP-based features

[144, 35]. Various researchers have studied utilizing both MUAs and LFPs for BCI applications.

In [292], the accuracy of velocity decoding was improved by employing both MUAs and

LFPs when using a Kalman filter-based decoding algorithm. In [293], similar results were

demonstrated, in which LFPs, MUAs, and electro-corticography (ECoG) signals were combined

to improve overall decoding performance. While the integration of multiple types of signals

has been shown to improve performance, the relative accuracy of the decoded output is not

a strict requirement for practical BCI applications. For example, the “thought-to-text” BCI

presented in [11] achieved a significant improvement in both communication speed and accuracy

by incorporating auto-correct features into the BCI system. Additionally, it has been shown

that modern machine learning-based decoding algorithms can tolerate input errors and achieve

sufficient decoding performance [131, 132]. Rather than employing both MUAs and LFPs for
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increased decoding performance, we employ LFP features when the BCI is inactive and the

intention estimation unit is monitoring the brain’s neural activity while MUAs are employed,

and MUAs are employed when the BCI is in active mode for neural decoding.

10.3 Asynchronous BCIs using Intention Estimation

Identifying changes in brain state has been previously studied. For example, studies

focusing on EEG-based intention estimation monitored for an increase in band-power within

the 1 – 4 Hz frequency band [245, 246]. ECoG-based intention estimation has been performed

by monitoring changes in the power of specific frequency bands to distinguish between active

and idle states [243]. For brain-switches employing MUAs, increases in firing rates have been

monitored to detect changes in the BCI state [116, 132]. Three main approaches by which

intention estimation methods are designed [244] are shown in Fig. 10.3. The first scheme uses a

threshold-based estimation, such that whenever the neural signal feature crosses a pre-defined

threshold, a mental state transition is assumed. The pre-defined threshold value is derived

from training data where the mental state transition is known. The second approach uses a

classification algorithm to produce a continuous output signal, such as the probability of a mental

state transition at the current time. This probability is then compared against a pre-defined

probability threshold value, similar to the first method. In the third discrete classifier-based

approach, the output of the classification algorithm is used directly.

While most approaches use two states, the output of the classifier can be expanded

to distinguish between a variety of discrete mental states, such as “idle”, “planning”, and

“movement”. In our previous work [132], we found that classifier-based algorithms employing

recurrent neural networks (RNNs) perform relatively accurate intention estimation. An interesting

finding was that using a relatively small subset of electrodes with MUAs well-correlated to the

onset of user intention provided sufficient performance compared to employing all recording

channels. This finding allowed for reduced power consumption during idle periods, as only the
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Figure 10.3. The block diagrams of (a) threshold-based, (b) classifier-based, and (c) discrete
state classifier-based intention estimation.

eight most correlated channels are enabled for processing. Our recent findings [294] suggest that

even a single channel of the LFP contains sufficient information required for accurate intention

estimation. Moreover, the performance of the single channel LFP-based brain-switch does not

require a complex correlation analysis prior to real-time operation. While both MUAs and LFPs

can be used, the significantly lower power consumption required for the acquisition of LFPs

makes them a preferable candidate for intention estimation.

As shown in Fig. 10.4, the designed hybrid BCI operates in two distinct modes. During

the inactive mode, the BCI transmits LFP features. Off-chip in silico processing is used to

perform intention estimation using the LFP features. When an intention is detected, the BCI is

switched to the active mode, in which it transmits spike features for in silico neural decoding.

209



(a)

in silicoLFP features

Intention
Estimation 

Unit

(b)

in silicoSpike features

Neural 
Decoding

Mode Mode

(a)

in silicoLFP features

Intention
Estimation 

Unit

(b)

in silicoSpike features

Neural 
Decoding

Mode Mode

Figure 10.4. The block diagram of the designed hybrid BCI in the (a) inactive mode, and the (b)
active mode.

MEA

In Vivo

Conditioning 
and

Acquisition

Spike Domain

Fi
lt

e
ri

n
g

(3
0

0
 –

 3
0

0
0

 H
z)

Noise
Estimation

Spike
Detection

Sp
ik

e
B

in
n

in
g

LFP Domain

Filtering
(Prog.)

0

1
Tx

LFP
Bandpower

Rx

D
o

m
ai

n
C

o
n

tr
o

lle
r

Spike
Counts

Domain
Gating

Output
Mode

Features

In Silico

Rx

Neural
Decoding

Tx

Intention
Estimation Unit

RNN
Domain
Settings

2 kHz

10 kHz

RMS
MEA

In Vivo

Conditioning 
and

Acquisition

Spike Domain

Fi
lt

e
ri

n
g

(3
0

0
 –

 3
0

0
0

 H
z)

Noise
Estimation

Spike
Detection

Sp
ik

e
B

in
n

in
g

LFP Domain

Filtering
(Prog.)

0

1
Tx

LFP
Bandpower

Rx

D
o

m
ai

n
C

o
n

tr
o

lle
r

Spike
Counts

Domain
Gating

Output
Mode

Features

In Silico

Rx

Neural
Decoding

Tx

Intention
Estimation Unit

RNN
Domain
Settings

2 kHz

10 kHz

RMS

Figure 10.5. The top-level block diagram of the proposed hybrid asynchronous BCI.

10.4 Hardware Realization and Comparison

The top-level block diagram of the proposed hybrid BCI is shown in Fig. 10.5. The in

vivo interface consists of an implantable MEA, the AFE, and two different signal processing

domains, the LFP domain and the spike domain. The AFE operates in a hybrid mode, dynamically

switching between a low-frequency mode to obtain LFPs at a rate of 2 KS/s and a high-frequency

mode to obtain signals at a rate of 10 KS/s. Fig. 10.6(a) shows an example configuration

of a multi-channel AFE. Multi-channel AFEs commonly employ multiple LNAs, which are

time-multiplexed to a single analog-to-digital converter ADC [160]. The sampling control logic

SCL switches the select line Select to sample from different LNAs. As shown in Fig. 10.6(b), the

Select can be toggled at the switching frequency fc to obtain an interleaved multi-channel data
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stream with neural signals obtained at a rate of f . To select a particular signal channel M, Select

can be set to M, and the clock can be gated, as shown in Fig. 10.6(c). Thus, the downsampling

and channel selection logic need not be realized in the digital domain.
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Figure 10.6. The block diagram of (a) the AFE configuration, (b) the interleaved sampling, and
(c) the channel-configurable LFP downsampling.

10.4.1 LFP Domain

Following downsampling and channel selection in the AFE, the signal is filtered within

a specific frequency band to estimate the power within that band. In our previous work [294],

we found that filtering the neural signals between the low-band (LB-LFP: 8 – 60 Hz), mid-band

(MB-LFP: 60 – 300 Hz), and high-band (HB-LFP: 150 – 500 Hz) all provided relatively accurate

intention estimation. However, it’s possible that for certain subjects or datasets, any one of the

three bands may outperform the others. Thus, the filtering can be configured dynamically to

select any one of the three frequency bands at a time. Finally, the power of the signal within the

given frequency band is estimated by computing the root-mean-square (RMS) of the filtered

signal. The bandpower is computed within eight millisecond non-overlapping windows to

generate outputs at a rate of 125 Hz, a reduction by a factor of 16. Compared to the 3.072 Mbps

output bitrate for 16-bit ADCs for 96 channels sampled at 2 KS/s, the output bitrate is reduced to

3.75 kbps for estimated bandpower produced at 125 S/s in 30-bit resolution. The block diagrams

of the band-pass filter and RMS estimation units are shown in Figs. 10.7(a) and (b), respectively.

Specific details of the IIR band-pass filter and the RMS estimation unit implementations can be

found in our earlier work in [294].
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Figure 10.7. The block diagram of (a) the second-order band-pass filter and (b) the RMS
estimation unit.

10.4.2 Spike Domain

The interleaved data streams are passed to the spike processing domain which performs

filtering, noise estimation, spike detection, and spike binning. Conventional spike processing

involves band-pass filtering the neural signal between 300 Hz and 3000 Hz and removing low

frequency LFPs from the signal to isolate spiking activities [113]. However, it has been shown

that an estimate of the band-pass filtered signal can be obtained by removing low-frequency LFPs

with a moving average filter [132]. The block diagram of the utilized approximate LFP-removal

filter is shown in Fig. 10.8. It consists of interleaved delay line (IDL) registers, an adder tree, a

right shift unit, and a subtraction unit. Due to the interleaving of eight channels of data, every

8-th register in the IDL is passed to the adder tree, which computes the moving average of the

given channel over the past 8 samples, i.e., over 800 µs. The moving average filter implements a

low-pass filter with a cutoff frequency fl p = 0.443 fs/N, where 0.443 denotes an approximate

for the frequency at which the magnitude drops to 1/
√

2, fs denotes the sample rate of the input

signal, and N denotes the number of taps of the moving average filter [295]. For N = 8 and

212



fs = 10 kHz, fl p is equal to 558 Hz. Although fl p is relatively high, our previous results do not

show significant loss of spiking activities compared to the conventional filtering methods [132].

The estimated LFP is then subtracted from the neural signal to approximate the high-pass filtered

signal.

Adder Tree

Neural
Signal

D D... D D...

>>3

−

LFP 
Estimate

Filtered Signal

Interleaved Delay Line Registers

Figure 10.8. The block diagram of the approximate LFP-removal filter.

Following the signal filtering, spike detection is a two-step process involving noise

estimation and thresholding. First, the neural signals are pre-emphasized to readily accentuate

high-frequency spiking activity from the ambient background noise [138]. Commonly employed

pre-emphasis methods compute the absolute value or the energy of the signal via the Teager-

Kaiser energy operator [296]. The absolute value has the benefit of a lower computational

complexity while the Teager-Kaiser energy operator offers better ambient noise suppression

[113]. The RMS of the pre-emphasized neural signal is then computed as an estimate of the

ambient noise. A scaled version of the RMS is then used as a threshold for detecting spikes.

Multiple studies have found that ML-based decoding algorithms can tolerate errors within the

spike-based signals [131, 132]. Therefore, while the Teager-Kaiser energy operator performs

better than absolute value-based methods for spike detection, we propose to employ the absolute

value for spike detection. Additionally, our previous findings in [132] suggest that it may be

feasible to use a relatively simple average of the pre-emphasized signal instead of the RMS.

The result is a multiplication-free spike detection circuitry that only requires addition and shift

operations. Fig. 10.9 shows the block diagram of the designed spike detection circuitry. The
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filtered signal consists of the filtered interleaved data samples, and the block diagram shown

in Fig. 10.9 processes the signals for multiple channels sequentially. The Channel Control

Unit reads and updates the correct threshold value stored in the Threshold Memory . Similarly,

the Spike Binning Unit counts the spikes for each of the interleaved channels over the past

ten milliseconds to produce spike counts. To prevent the same threshold crossing from being

interpreted as multiple spikes, the Channel Control Unit imposes a biologically plausible one

millisecond refractory period that prevents the Spike Binning Unit from incrementing multiple

times per spike event. More details about the spike detection implementation are presented in

our earlier work in [132].
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Figure 10.9. The block diagram of the absolute value-based spike detection and binning units.

10.4.3 ASIC Implementation and Comparison

Fig. 10.10 shows the application-specific integrated circuit (ASIC) layout of the designed

and implemented hybrid BCI in a standard 180-nm CMOS process. The ASIC is designed to

support a 96-channel MEA with multi-channel spike detection using 12 spike detection modules.

The ASIC layout of the designed hybrid BCI shown in Fig. 10.10 consists of 12 template memory

units (TM1 – TM12). The spikes detected by the multi-core spike detection circuitry are passed

to the SBU to compute the binned spike counts. The LFPs of a single channel are downsampled

and processed within the LFP bandpower unit BPU.

The operating frequency of the ASIC is 80 kHz with a 1.8V supply voltage. The design

has three distinct operating phases, as given in Table 10.1. During the noise estimation phase,
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Figure 10.10. The ASIC layout of the designed and implemented hybrid BCI.

which lasts approximately 819 ms (i.e., 213 samples at a rate of 10 KS/s), the spike detection unit

estimates initial noise thresholds for all recording channels while simultaneously performing

LFP bandpower estimation on a given channel. The next phase is the LFP bandpower estimation,

in which the spike detection circuitry is disabled via clock gating and its switching activity is

reduced to zero. The only active circuitry during the LFP bandpower estimation phase is the

LFP processing domain, which computes the bandpower of a given recording channel. The

bandpower samples are transmitted to the in silico interface to detect the user’s intention for

involving in the BCI application. When the in silico interface detects the user’s intention, the

spike detection and binning phase is enabled, which will gate the clock of the LFP bandpower

estimation module and enable the spike detection module and the binning circuitry modules. The

circuits’ toggling rate during each phase was estimated by simulating the post-place-and-route

netlist with Xilinx Vivado and saving the toggling rate information of each net into a Switching

Activity Interchange Format (SAIF) file. Three distinct SAIF files are generated to estimate the

power during each of the three different operating phases. The SAIF files are passed to Cadence

Innovus, which performs the power estimation. It was observed that the power consumption

of the design drops by over 99% during the LFP bandpower estimation phase compared to the

initial noise estimation phase. This is due to the significantly lower operating frequency of the
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LFP domain relative to that of the spike domain. Additionally, because the LFP domain operates

only on a single channel of data, the LFP domain does not require an operating frequency at a

multiple of the signal’s sampling rate.

Table 10.1. The estimated power consumption of the hybrid BCI for three different operating
phases.

Operating Phase Total Power (µW) Power/ch. (µW)
Noise estimation 173 1.82

LFP bandpower estimation 0.52
Spike detection and binning 186 1.93

Table 10.2. The characteristics and implementation results of various neural signal processing
ASICs.

Work Ours Ours [294] Ours [132] [18] [278] [279]
Signal modality MUAs + LFP LFP MUAs MUAs SBP SBP
Technology (nm) 180 180 180 180 180 180

Supply voltage (V) 1.8 1.8 1.8 1.8 1.55 0.625
Area per channel (mm2) 0.08 0.12 0.03 0.03 0.07 –

Power per channel (µW)† 1.93/0.52‡ 0.11 0.63 1.5 0.21 3.6
Energy dissipation (mJ)� 175 39.6 227 540 75.6 1300

† Normalized to a 180-nm CMOS process with a 1.8 V supply and accounting only for digital backend.
‡ Power consumed while the LFP domain is active.
� Assuming 15 minutes of active BCI use over a one-hour time period with 100 recording channels.

Table 10.2 gives the characteristics and implementation results of various previously-

published neural signal processing ASICs. To approximate energy dissipation, we assume 15

minutes of active BCI operation over a one-hour time period using 100 recording channels. We

employed absolute value thresholding and mean-based noise estimation in our earlier work,

focusing on spiking signal processing [132]. Similarly, the LFPs were removed by eliminating

the low-frequency oscillations with a moving average filter. An analog implementation of an

energy-based threshold estimator for spike detection has been reported in [18]. There has been

recent interest in the spiking band power (SBP), which is a relatively low-frequency neural signal

that has been shown to be well-correlated to multi-unit activities with less signal conditioning and

processing requirements [266]. The authors in [278] and [279] target the SBP for neural decoding,

achieving relatively low power consumptions of 0.21 µW and 3.6 µW per channel, respectively.
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Compared to our previous designs in [294] and [132], which focused specifically on LFPs and

MUAs, respectively, it is apparent that targeting a single signal modality allows for lower power

consumption per recording channel. This is due to the synthesis tool optimizing the design for a

single given operating phase, whereas the multimodal approach requires additional logic and

memory to handle both LFP and spike domains. For applications targeting low-frequency signals

only, the total energy dissipation is therefore significantly lower than that for systems employing

higher frequency MUAs. However, it should be noted that MUAs have been shown to result in a

more reliable decoding compared to LFP-based decoding [297, 298, 299]. Recent studies show

that SBP may be a viable alternative to MUAs for motor decoding applications [266, 300]. While

the spatial specificity of the SBP may be useful for motor decoding, due to its high correlation to

spiking activity, it is not yet known whether the SBP can be used for intention estimation. We

have previously shown that MUA-based intention estimation is feasible [132]. Employing the

SBP may also be feasible, but may similarly require an exhaustive learning phase for estimating

optimal recording channels due to its spatial specificity similar to that of MUAs [132].

10.5 FPGA-based BCI System Prototype

For functional verification of the designed hybrid BCI, we implemented a FPGA-based

system prototype as shown in Fig. 10.11. The in vivo interface is modeled using a Digilent Zybo

Z7 board hosting a Xilinx XC7Z020 Zynq FPGA, while the in silico interface is modeled using

a Windows PC workstation. Neural recordings are stored on an SD card that is connected to the

Zybo Z7 board. The single core ARM Cortex A9 processor executes a C program to manage the

reading of the neural signals via the SD interface controller. The SD controller writes data into a

Memory Buffer within the Programmable Logic (PL) of the Zynq SoC, which hosts the hybrid

BCI itself. The ARM Processor communicates with the PL via the AXI4 interface to receive the

generated neural signal features (LFP bandpower or spikes) from the PL. The Serial Controller is

used to interface the Zybo Z7 board to the Windows PC Workstation, which is executing a RNN
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and a Temporal Convolutional Network (TCN). The Intention Estimation RNN is used to detect

the intention from the LFP bandpower computed on the PL. When the RNN detects an intention,

a serial signal is transmitted back to the ARM processor, which will trigger the hybrid BCI to

transition to the spiking mode. During the spiking mode, the spike counts are transmitted via the

serial interface to the Velocity Decoding TCN, which will perform the kinematic decoding and

display the inferred kinematic variables on the screen.
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Figure 10.11. The block diagram of the implemented FPGA-based prototype system for func-
tional verification of the designed hybrid asynchronous BCI.

Table 10.3. The resource utilization of the implemented hybrid asynchronous BCI on a Zynq
XC7Z020CLG400-1 FPGA.

Resource Utilization Available Utilization %
LUT 5200 19960 37.5
LUTRAM 2946 17400 16.9
FF 25068 106400 23.5
BRAM 72 140 51.4
DSP 7 220 3.1

The resource utilization of the implemented hybrid asynchronous BCI on a Zynq

XC7Z020CLG400-1 FPGA is given in Table 10.3. The Zynq-based design was implemented

using the Xilinx Vivado block designer and the Xilinx Vitis IDE. The Zynq Processing System

(PS) is connected to six dual-port block RAMs (BRAMs) via individual AXI BRAM controllers.

The data from each 32-bit BRAM is concatenated and passed as a 192-bit multi-channel input

bus to the LFP/Spike Domains via a custom BCI wrapper module. To save the appropriate

outputs from each respective domain, two additional dual-port BRAMs are employed to store
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the LFP bandpower and spike count outputs, respectively. Due to the configuration of the spike

detection module, which consists of 12 detection cores each time-multiplexed among 8 channels,

the spike counts require 36 bits and are stored in a 64-bit BRAM for practical memory indexing

purposes. In addition to the instantiated LFP and spike processing domains, the BCI wrapper is

an AXI peripheral that contains various control and status registers, allowing the PS to monitor

the resulting operation.

Table 10.4. The AXI control and status registers of the developed BCI Wrapper.

Base address Register Application
offset
+0 START Starts processing batch of data
+8 BATCH SIZE Defines data batch size
+12 ENABLE Enables domains for processing
+16

RMS COUNT
Returns the number of bandpower
values written to LFP BRAM

+24 LFP BAND Defines the bandpower frequency
+28

LFP CHANNEL
Defines which interleaved channel
to employ for bandpower estimation

+30
LFP CORE

Defines which data core to employ
for bandpower estimation

+34 LFP EN Enables the LFP domain
+38 SPIKE EN Enables the spike domain
+46

NOISE STATUS
Returns the status of the noise
estimation phase

+50
SPIKE COUNT

Returns the number of spike count
values written to Spike BRAM

A list of various AXI control and status registers of the BCI wrapper is given in Table

10.4. The START signal is used to enable processing of a batch of data. The amount of data in a

batch is indicated by the BATCH SIZE register. Note that the amount of data refers to the number

of rows of memory to read rather than the total number of bytes read from the BRAMs. The

ENABLE register is used in conjunction with the LFP EN and SPIKE EN to control which of the two

domains is currently operating. During the intial noise estimation phase, the spike domain is

enabled until the NOISE STATUS register indicates that the noise estimation phase is complete.

The LFP domain supports computing the bandpower for the three given frequency bands, and the

LFP BAND is used to select one. Since the data passed to the 12 spike detection cores is interleaved,
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the first row of the buffering memory stores the values
[
x1[t],x9[t],x17[t], ...,x89[t]

]
, where xi[t]

denotes the neural signal of channel i. Therefore, every eight rows of the buffering BRAM

contain the values for one single time step at the faster sampling rate of the spike domain. As data

is interleaved, the LFP CHANNEL and LFP CORE registers are used to control which of the 96 input

channels is processed by the LFP domain. The LFP CORE register value is used to part-select

between one of the twelve concatenated 16-bit values to select a particular set of channels, such

as 1 – 8 passed to detection core 1, or 89 – 96 passed to detection core 12. To select a particular

channel among the set of eight channels, the LFP CHANNEL is used to offset the memory read

to emulate the AFE downsampling. For example, setting LFP CORE to 2 and LFP CHANNEL to

1, both zero-indexed, denotes the signals recorded from channel 17 (zero-indexed), as core 3

processes the data from the zero-indexed channels 16 – 23.

For dataflow control, there are three interrupt signals that the PL may issue to the Zynq

PS. First, as the spike detector requires an initial estimate for the noise threshold, data packets are

processed while the noise interrupt NOISE INIT is zero. When the initial estimate is obtained after

213 samples of data, the NOISE INIT is asserted to one. Following the initial noise estimation

phase, the device operates in either the LFP or the Spike mode, depending on configuration

settings transmitted from the PC workstation via the UART interface. When set to either mode,

the device reads a pre-defined batch of data from the six BRAMs and passes it through the

corresponding domain. When in the LFP mode, the bandpower RMS valid interrupt RMS VALID

is asserted high after the processing of the current batch is finished. The RMS VALID interrupt

is handled in the C code by reading an appropriate number of values from the LFP Bandpower

BRAM and transmitting them via the UART interface to the PC workstation. Similarly, the

spike count valid interrupt signal SPIKE VALID is asserted high when the current batch is finished

processing following spike detection and binning. The C code also reads the appropriate number

of values from the spike count BRAM and transmits them through the UART interface to the

PC workstation. The RMS VALID and SPIKE VALID interrupts trigger a handler to read from the

corresponding BRAMs, using the value stored in the SPIKE COUNT or RMS COUNT registers to
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read the computed features.

Fig. 10.12 shows the custom-developed graphical user interface (GUI) in Python for

functional verification of the designed and implemented hybrid BCI. After the user enters the

appropriate serial port, device baud rate, and the underlying dataset, the Connect button is used

to establish a connection between the workstation and the Zynq-based hybrid BCI. Then the GUI

displays four subplots for visualizing smoothed spike count outputs, bandpower outputs, as well

as the outputs from the intention estimation RNN, and the velocity decoder TCN.

Algorithm 1: Initialization and Noise Estimation
Input: Pre-trained ML models, serial connection, batch size, LFP band, LFP core,

LFP channel
Result: BCI wrapper configuration, spike detection thresholds
1. Transmit wrapper configuration via serial interface;
2. Load pre-trained ML models into the GUI;
3. Enable Spike detection processing modules; Collect spike counts over three
seconds;

4. Smooth spike counts using a Gaussian kernel;
Window length = 16, σ = 24 ms;

5. Enable LFP processing modules; Collect bandpower data over three seconds;
6. Compute normalization parameters and Z-score spike counts and LFP bandpower;

Algorithm 1 describes the initialization process of the GUI and the prototype. The

pre-trained ML models for intention estimation and velocity decoding are loaded and initial

configuration parameters are transmitted to the FPGA. After initial noise threshold estimation

for spike detection, spike count and LFP bandpower data are collected over three seconds. The

Z-scoring normalization parameters are then computed and stored for future use. Following this

initialization and noise estimation process, Algorithm 2 presents the remaining operations of the

prototype system. The default operating phase is the LFP processing, which involves sending

a batch of data and passing the received bandpower samples to the intention detection RNN.

Once the output of the intention detection RNN exceeds a threshold of 0.5, the spike processing

mode is enabled. Then over the next three seconds, batches of data are sent to the FPGA and the

received spike counts are smoothed and passed to the decoding TCN. After three seconds, the
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Algorithm 2: Intention Estimation and Velocity Decoding
Input: Algorithm 1 completed
Result: Movement intention detection, kinematic velocity decoding
1. Enable LFP processing phase;
2. Send a batch of data;
3. Receive bandpower samples through serial port;
4. Normalize bandpower samples using pre-computed normalization parameters;
5. Pass normalized bandpower values to intention detection RNN, produce intention
output yint;

if yint ≥ 0.5 then
Go to step 6;

else
Go to step 2;

end
6. Enable spike processing phase;
7. Send a batch of data;
8. Receive spike counts through serial port;
9. Apply Gaussian smoothing and normalize spike counts using pre-computed
normalization parameters;

10. Pass normalized smoothed spike counts to velocity decoding TCN; produce
velocity output yvel;

if Time spanned > 3 seconds then
Go to step 1;

else
Go to step 7;

end
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Figure 10.12. The custom-developed graphical user interface for functional verification of the
designed and implemented hybrid asynchronous BCI.
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system is switched back to the LFP phase and the process is repeated.

10.6 Conclusion

This chapter presented the design and implementation of a hybrid asynchronous brain-

computer interface (BCI) system by employing two distinct signal modalities, multi-unit activities

and local field potentials (LFPs). The hybrid BCI uses an intention estimation unit to enable

asynchronous operation and utilizes low-frequency LFPs to optimize device power consumption.

It was shown that the power consumption was reduced by over 73% during user intention

estimation. When user intention is detected via an off-chip in silico recurrent neural network,

the hybrid BCI is switched to the spike processing phase for accurate neural decoding. The

ASIC layout in a standard 180-nm CMOS process was presented and was shown to dissipate

less power than alternative single-modality neural signal processor implementations. An FPGA

system prototype realized on a Zynq System-on-Chip and a custom-developed graphical user

interface for functional verification of the hybrid BCI were also presented.

10.7 Publications

The following article has been submitted for publication as a result of the work in this

chapter: D. Valencia, P. P. Mercier, and A. Alimohammad, “A hybrid asynchronous brain-

computer interface for low-power and efficient neural decoding,” submitted to IEEE Transactions

on Biomedical Circuits and Systems.
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Conclusion
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This dissertation discussed various approaches to mitigating the challenges currently

faced by BCI technology, which hinder progress toward widespread and practical implementation.

Firstly, advances in neural recording interfaces have increased the overall amount of data

generated, which raises system-level power consumption due to the requirements for signal

acquisition and wireless transmission. This dissertation proposed addressing this data overload

by reducing the amount of data generated by the recording and processing circuitry. Spike

detection was used to represent the neural signal as a discrete representation of neural activity.

Chapter 2 detailed the design of a spike detection circuitry that autonomously adapts

to changes in the ambient noise to maintain robust performance. The results demonstrated

that our spike detection circuitry extends device lifespan by over 13% compared to the state

of the art. Furthermore, the candidate spike detection and noise estimation methods, namely

the non-linear energy operator (NEO) and root-mean-square (RMS), displayed higher neural

decoding performance than alternative methods. To further reduce the data rate, spike sorting

was explored as a method to distinguish the activities of specific neurons near the recording

electrode.

Chapters 3 and 4 discussed methods for implementing efficient machine-learning (ML)-

based spike sorting using binarized neural networks (BNNs). Chapter 3 presented the first

practical implementation of BNNs for neural spike sorting, demonstrating how the designed

BNN-based spike sorting circuit achieves high performance while requiring less silicon area

and consuming less power compared to the state of the art. Additionally, in comparison to

conventional spike sorting approaches, the synthesized BNN-based sorting circuitry can sort the

activity of twice as many neurons as the previously published work.

Chapter 4 further expanded on binarized neural networks by studying the effects of partial

binarization to mitigate the challenges posed by neural signals with low signal-to-noise ratios

(SNRs). The result showed that, compared to previously published work with the most compact

area-efficient design, the partially binarized neural network achieves 13% improvement in spike

sorting accuracy for low SNR data. Compared to the BNN, the PBNN classifier demonstrated a
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reduction in power consumption by more than two-fold.

For applications that require continuous neural signals, such as local field potentials

(LFPs), Chapter 5 discussed ML-based LFP compression using an autoencoder (AE)-based

neural network. The study demonstrated that by leveraging the characteristics of the LFP and the

inter-channel correlation of the recording array, various optimizations could significantly reduce

the computational complexity and memory requirements of the designed AE model. It was

shown that the AE-based compression circuitry achieved a reduction in power consumption of

over 97% compared to previously published compression circuits, while maintaining comparable

reconstruction performance.

Secondly, no single decoding algorithm is universally suitable for all users, due to both

inter-user variations and the non-stationary nature of neural signals. Therefore, a critical step

towards practical BCIs is achieving a high degree of neural decoding versatility to adapt and

serve various users. This dissertation discussed the design and implementation of two processor

architectures for realizing complex ML-based neural decoding algorithms.

Chapter 6 presented the design and implementation of a processor micro-architecture

and a custom-developed instruction set for realizing arbitrary ML-based decoding algorithms.

The custom instruction set supports sequential processing to enable complex operations, such as

dilated convolution and non-linear activation functions. As a proof of concept for implantable

neural decoding processors, the power density of the designed processor was reported as 24.4

mW/cm2, which is within tissue-safe design constraints. While implementing in vivo decoding

is feasible, Chapter 6 also discusses the limitations of model complexity concerning real-time

neural decoding.

As an alternative, Chapter 7 introduced the design and implementation of a spiking neural

network (SNN) processor. This processor employs biologically-plausible models of spiking

neurons, which closely emulate the behavior of biological neurons, offering a greater potential

for realizing neuron-silicon interaction. Unlike state-of-the-art realizations, the designed SNN

processor’s power consumption and real-time processing capabilities are independent of the
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spiking rate of the emulated SNN. The design supports various spiking rates based on the

number of neurons and allows for an adjustable temporal resolution, enabling a trade-off between

precision and computational complexity. Furthermore, the implemented SNN processor provides

a compact single-chip solution that supports various network sizes and synaptic interconnect

topologies in real-time.

Conventional BCI realization may compromise autonomy by requiring engagement with

the BCI task during pre-defined time periods. Additionally, signal processing and decoding

circuitry can be disabled when the user is not engaged, effectively saving power and improving

overall decoding performance. To enable BCIs for everyday use, a method is required to

achieve autonomous user engagement. By estimating the user’s intention, a brain-controlled

switch can be effectively realized, allowing users to engage or disengage with the BCI at their

discretion. This also enables the implantable device circuitry to operate in an “asynchronous”

mode, where specific processing tasks are performed only during active BCI engagement. This

dissertation details two methods for implementing an efficient brain-switch for user intention

estimation. Chapter 8 discussed the design and implementation of intention-aware spike detection

circuitry. It was demonstrated that performing spike detection on a relatively small subset of

intention-correlated recording channels can reduce total energy consumption by over 1.8×

compared to previously published spike detection methods. Furthermore, by incorporating

intention-awareness, neural decoding errors were reduced by an average of 26%.

Chapter 9 detailed how the LFP can also be used for intention estimation. Instead of

transmitting spikes, the designed LFP-based brain switch transmits the bandpower of the LFP

from a single recording channel. Compared to the intention-aware spike detection approach,

employing the LFP reduced digital power consumption by over 82% while maintaining brain-

switch performance comparable to that of the spike-based approach. Considering both signal

acquisition and wireless transmission circuitries, the LFP-based brain switch requires 97% less

power than the spike-based approach.
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Chapter 10 discussed the design and implementation of a hybrid BCI that incorporates

the findings from the previous chapters. By utilizing both LFPs and spikes, the device can

operate in an asynchronous mode when the user it not engaged with the BCI application and

switch to a spike mode to maintain high-performance and robust neural decoding. During the

low-power LFP mode, power consumption is reduced by over 73% compared to the spike-mode

for robust neural decoding. Additionally, it was shown that the hybrid BCI dissipates 59% less

energy compared to previously published work utilizing a single neural signal type.
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Future Work
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It is an exciting time for BCI research, a field experiencing rapid growth and development

across several domains, including neuroscience, device development, and neural decoding

algorithms. The topics discussed in this dissertation provide insights and suggestions for

addressing key issues currently facing the field of BCI. However, there remain several areas for

future work to tackle these challenges.

Data Overload: A crucial approach to reducing the amount of data, and thereby miti-

gating issues related to power consumption and wireless transmission, is to reduce the overall

volume of recorded data. Lowering the power consumption of the recording front end by pri-

oritizing specific channels based on a high-level task is a promising method for minimizing

overall energy dissipation. For example, certain applications may achieve better performance

by processing only a targeted subset of neural recording channels. Instead of relying on digital

processing to discard data from the remaining channels, the front-end circuitry could be adapted

to process only the required set of channels. This concept leads to task-aware neural sampling,

where the end-to-end task determines optimized sampling, and ultimately reducing the need

for extensive digital signal processing. Further advancements can also be made in the field of

neural signal compression, particularly through machine learning (ML)-based methods. This

dissertation focused on compressing the LFP; however, there are numerous alternative signals

that can be recorded using intracortical penetrating electrodes, each encoding information across

different frequency bands. More sophisticated models could potentially reduce information loss

during noisy compression. Alternatively, since modern neural decoding algorithms are often

ML-based, the compression model could be optimized for specific neural decoding applications.

By combining compression and neural decoding, it may be possible to achieve task-aware

signal compression. Instead of reconstructing the neural signal, the compressed representation

could be used directly for neural decoding. Recent findings suggest that neural activities are

constrained to a relatively low-dimensional space, referred to as the neural manifold [301]. This

insight indicates that an optimized compression model may achieve higher compression rates by

leveraging the inherent robustness of ML-based decoding.
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Neural Decoding Versatility: A vital aspect of realizing practical BCIs is the ability

to adapt to inter-user variations as well as changes in signal characteristics for a single user

over extended periods. Currently, both types of variations are addressed by either retraining a

decoding model from scratch or calibrating a pre-existing model to improve its performance.

However, frequent training or calibration sessions may become cumbersome for users. To

address this, future work should focus on optimizing neural signal adaptation. Recent studies

have focused on addressing the changes in neural signal statistics, such as variations in mean

firing rate, through a process known as manifold alignment [302, 301, 39]. In this approach,

instead of calibrating the decoding model itself, neural signals are adjusted to resemble those

recorded during the initial training session, allowing the same decoding model to be reused.

Conventional adaptation methods involve complex dimensionality reduction techniques, such

as principal components analysis, as part of the signal adaptation processing flow. However,

practical BCIs would require this adaptation to be performed autonomously, potentially in vivo,

to mitigate performance loss over time. While decoding models can also be adapted, studies have

demonstrated that signal adaptation methods can effectively reuse previously trained models

[39]. The advent of modern ML techniques could play a pivotal role in developing low-power

and efficient signal adaptation methods. One potential avenue for exploration is the use of

quantized neural networks, similar to binarized neural networks, to reduce the computational

complexity of these models for in vivo implementation. Such networks could be leveraged to

develop self-organizing maps or auto-encoders, enabling the creation of unsupervised models

capable of maintaining a low-dimensional representation of neural signals over extended periods

without requiring labeled training data.

Autonomous User Engagement: Enabling users to dictate when to engage in a BCI

task is a crucial mechanism for enhancing user autonomy. It also has practical benefits, such as

reducing power consumption and energy dissipation. Research into brain-controlled switches

is still in its early stages, as the datasets and user feedback required for such studies are niche

and highly specific. Compared to studies focused on the motor-cortex, cognitive-level decoding
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remains less understood and underexplored. Current brain-switch implementations rely on

intention estimation ML models executed in silico on external processing devices, such as laptops.

However, this approach necessitates constant wireless signal transmission and continuous power

for external processing devices. These requirements may be challenging to maintain for practical

BCI applications. To address this, algorithmic optimizations should be pursued to enable

implantable autonomous user intention estimation. By reducing wireless transmission to only the

initial training or calibration session, it may become unnecessary to transmit the monitored signals

during non-BCI use. While algorithmic improvements could make current ML-based intention

estimation approaches viable in vivo, an alternative avenue worth exploring involves developing

low-complexity signal monitoring methods. Similar to non-invasive neural spelling applications,

which monitor for known neurophysiological markers, alternative cognitive neural signal features

could be detected. These methods would avoid reliance on computationally-intensive ML-based

operations, such as non-linear activation functions and vector-matrix multiplication.

System-level Optimizations: The designs discussed in this dissertation mainly focus on

the digital implementations of alternative neural signal processing algorithms. However, there

are additional opportunities to reduce power consumption and energy dissipation by employing

system-level optimizations. Conventional approaches often make assumptions about the front-

end recording circuitry that may not be optimal for specific types of neural signals. For example,

optimizing the design of low-noise amplifiers (LNAs) and analog-to-digital converters (ADCs)

to adapt to one of the two given signal modalities could significantly benefit system-level power

consumption and energy dissipation. The front-end optimizations would further compound the

optimizations of the digital circuitry, as sampling rate and signal bit-widths directly impact the

power consumption of the digital back-end. Additionally, considering the characteristics of the

recording electrodes themselves might yield further system-level optimization. In fact, recent

studies incorporate recording array geometry into the spike detection flow to avoid detecting the

same spike instance from multiple nearby recording channels [148]. Thus, similar geometry-

aware optimizations can be applied to the configuration of the recording front-end circuitry for
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more efficient channel selection with minimal overhead. These optimizations play a critical role

in realizing wireless implantable in vivo neural signal acquisition and digital signal processing

circuitry that complies with tissue-safe design constraints.
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