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Abstract

Recent studies link surprisal—a measure of conditional prob-
ability of words in context—to the N400 component size in
event-related potentials (ERP), supporting a role for predictive
coding in language comprehension. An alternative account ar-
gues that N400 variations are better explained by a retrieval
mechanism sensitive to the semantic similarity between a word
and its preceding context. Because jokes often rely on the pres-
ence of unexpected words that relate to the prior context mul-
tiple ways, they afford observation of the relative importance
of contextual predictability and contextual similarity. We em-
ployed state-of-the-art machine learning to assess the surprisal
and contextual semantic similarity of critical words in jokes
and control stimuli. Using regression models to predict ERP,
we found contextual similarity best explains N400 and P600
responses, supporting the semantic similarity account. Addi-
tionally, jokes elicit enhanced N400 and P600 responses that
go beyond that attributable to their surprisal and contextual se-
mantic similarity.

Keywords: EEG, Joke Comprehension, Contextual Similarity,
Surprisal

Introduction
One amazing ability of human cognition is to comprehend
language by transforming streams of linguistic input into
high-level representations of the world. Imagine hearing
someone telling you ”You need help.” Depending on the
speaker and circumstances, it can be a genuine concern or an
aggressive judgment. While it is possible to assign abstract
meanings to words and sentences, the meanings they assume
in particular utterances can be quite different. Mainstream re-
search in the language comprehension domain has been pri-
marily concerned with how context influences the process-
ing of individual words, yet how words contribute to the
message level representation was often overlooked. In fact,
many sentences we encounter in daily life are not straight-
forward. Consider another joke example: ”I let my accoun-
tant do my taxes because it saves time: last spring it saved
me ten years.” To fully understand this sentence, one would
need to reorganize the existing elements and perform a se-
mantic and pragmatic reanalysis to construct meaning at the
message-level, which is referred to as the frame-shifting op-
eration (Coulson, 2001). This operation is commonly seen in
the comprehension of figurative language where speakers ex-
ploit cognitive operations such as metaphorical mapping and
conceptual blending to construct enriched meanings in con-
text.

To probe the neurocognitive mechanism for joke compre-
hension, one popular method in language research is the use
of event-related potential (ERP) components. Two ERP com-
ponents of particular interest for language researchers in-
clude the N400, a negative-going component peaking ap-
proximately 400ms after the onset of a visually presented
word; and the P600, a positive response evident approxi-
mately 600 to 1000ms after word onset. According to the
retrieval-integration model, the N400 component indexes the
context-sensitive retrieval of word meaning from long-term
memory, and the P600 components indexes the integration
of this meaning into the unfolding utterance interpretation
(Brouwer, Crocker, Venhuizen, & Hoeks, 2017; Brouwer,
Fitz, & Hoeks, 2012; Van Berkum, Sauerland, & Yatsushiro,
2009). This model can potentially accommodate extant ERP
findings on joke processing that suggest jokes elicit larger
N400 and P600 responses than control stimuli, presumably
due to demands on retrieval and integration of the word that
triggers frame-shifting.

However, the functional significance of the N400 is still
under debate. Some have argued that the N400 component is
driven by the conditional probability of words in their linguis-
tic context, an account that posits an underlying predictive
coding mechanism (Brothers, Wlotko, Warnke, & Kuperberg,
2020). Others have suggested N400 amplitude is driven by a
context-sensitive retrieval mechanism and as such indexes the
semantic similarity of incoming words to the semantic fea-
tures of prior words in the context (DeLong & Kutas, 2020).
Both views are supported by a substantial body of empirical
evidence (Kuperberg & Jaeger, 2016; Aurnhammer & Frank,
2019; Merkx & Frank, 2021; Kutas & Federmeier, 2011;
Chwilla & Kolk, 2005; Van Petten, 2014; Chwilla, Kolk, &
Vissers, 2007), yet the conclusion remains unclear due to the
fact that contextual predictability is inevitably highly corre-
lated with contextual similarity.

Fortunately, recent advances in generative language mod-
els can allow language scientists to measure the contextual
predictability and contextual similarity of words in a large va-
riety of linguistic contexts and thus provide a great opportu-
nity to revisit these questions. For example, Michaelov et al.
(2024) used state-of-the-art computational tools – neural lan-
guage models and word embeddings – to determine whether
contextual predictability or similarity provides a better ac-
count of N400 variance. They operationalized contextual pre-
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dictability by extracting surprisal values from large language
models, and operationalized contextual semantic similarity
as the cosine distance between co-occurrence-derived vector-
based meaning representations for words. Through statisti-
cal model comparison, they found that the GPT-3 surprisal
provided the best account of N400 amplitude and multiple
N400 effects can be reduced to variation in the predictability
of words (Michaelov et al., 2024). Based on these results,
Michaelov and colleagues concluded that the link between
contextual probability and N400 supports the use of predic-
tive coding in the human language network.

Current Study
As jokes have been argued to provide an excellent test-case
for any comprehensive account of language comprehension
(Coulson, 2001), here we ask whether the enhanced response
to jokes in the ERPs can be better explained by the contex-
tual predictability or the contextual similarity of the critical
words. To answer this question, we conducted a study that
mirrors Michaelov’s experimental design, including jokes in
the stimuli. We aim to examine whether the predictive or
the contextual similarity account provides a better explana-
tion for the N400 and P600 amplitudes. If the predictive ac-
count provides a better explanation of N400 variance, then
surprisal should show significant effects in regression mod-
els of its amplitude. If contextual similarity provides a better
explanation, the contextual similarity measure should show
significant effects. Further, the same analysis was applied to
P600 amplitudes to investigate the neurocognitive mechanism
behind the integration stage.

Materials and Methods
The original experimental materials and EEG data were pro-
vided by the authors (Coulson & Lovett, 2004). We analyzed
the stimuli to obtain both surprisal and contextual similarity
measures for final words, and ran a series of linear mixed
effect models to examine which were more closely related to
the EEG (as in Michaelov et al., 2024). Details of the original
experiment and analysis can be found below.

Participation
19 UCSD undergraduate students (8 female) were recruited
to complete the study. All participants were right-handed,
monolingual native English speakers with normal or cor-
rected to normal vision and no history of reading difficul-
ties or neurological/psychiatric disorders. All participants re-
ceived academic credit or cash as compensation.

Stimuli
The stimuli included 400 sentences in total, comprised of 160
pairs of joke, straight sentences, and 80 expected sentences.
The straight sentences shared the same sentence set-up with
the jokes, but ended with a cloze-matched non-funny ending.
(e.g. Joke: ”It is hard to raise a family nowadays, especially
in the morning.” vs. Straight: ”It is hard to raise a family

nowadays, especially in the country.”). For each pair of ex-
perimental sentences, one version was randomly assigned to
one of two lists so that each participant saw only a single ver-
sion. However, across participants, both versions were pre-
sented a similar number of times over the course of the study.
The expected sentences were filler sentences with predictable
endings (e.g. ”Most cats see very well at night.”) These filler
sentences were identical in both lists. Each individual partic-
ipant thus saw 240 sentences (80 jokes, 80 straight, and 80
expected sentences). Following each sentence, participants
answered a true-false question that was intended to test com-
prehension of the materials.

Experimental Procedure

The EEG experiment consisted of a single session, with
words presented centrally using RSVP presentation. Before
each sentence, a fixation cross appeared to guide visual atten-
tion the the center of the screen where sentences were pre-
sented one word at a time. Each word was presented for a
fixed duration of 200ms with an inter-stimulus interval (ISI)
that varied as a function of word-length (i.e. 200ms ± 32ms /
character). The final (critical) word of each sentence was fol-
lowed by a blank screen for 2500ms before the presentation
of the comprehension probe. Comprehension probes were
presented for 4s, allowing participants to answer by pressing
a button, and followed by a blank screen for 2s until the next
trial began.

EEG Data Acquisition

Participants’ EEG was recorded from 29 tin electrodes
mounted in an Electro-Cap organized in the International 10-
20 configuration. Additional electrodes were placed below
the eye and near the external canthi to detect eye movements
and blinks. Scalp electrodes were referenced online to an
electrode on the left mastoid, and later re-referenced to an
average of the left and right mastoid electrodes. The EEG
was amplified using an SA Instruments bio-electric amplifier,
and digitized online at 250 Hz.

EEG Pre-processing

EEG was time-locked to the onset of each sentence’s final
word. Mean voltage during the 200ms interval preceding
each word’s appearance was used to baseline epochs span-
ning 200ms before until 1000ms after word onset. Trials con-
taining artifacts due to blinks, eye movements, or amplifier
saturation were removed prior to analysis.

Computation Metrics

Two computational metrics were derived from NLP tools –
GPT-3 surprisal and GloVe cosine dis-similarity. Both mod-
els (GPT-3, and GloVe) are trained on the Common Crawl
corpus (https://commoncrawl.org/), albeit using subsets of
different sizes. GPT-3 is trained on 300 billion tokens and
GloVe is trained on 840 billion tokens.
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Figure 1: Topography and significant modulation of single-trial EEGs from surprisal and GloVe contextual cosine dis-similarity
(GloveCDS). All p values are corrected for multiple comparisons based on false discovery rate. Left top: topography of surprisal
effect at 200ms, 400ms, and 900ms after the onset of final words. Left bottom: Significant positive or negative modulation from
surprisal throughout the epoch. Blue indicates significant negative effects and red indicates significant positive effects. Right
top: topography of GloveCDS effect at 200ms, 400ms, and 900ms after the onset of final words. Right bottom: Significant
positive and negative modulations from GloveCDS throughout the epoch.

GPT-3 Surprisal Surprisal of a word denotes the log-
transformed conditional probability of a word based on the
preceding context. It has previously been found to index
human lexical prediction processing as it correlates with in-
creased N400 amplitude (Frank, Otten, Galli, & Vigliocco,
2015). As in Michaelov et al., (2024), here we operational-
ize the predictive coding account by computing surprisals for
materials using the davinci-text-002 model from the OpenAI
API (Brown et al., 2020). To access the conditional probabil-
ity of sentence final words, each sentence stimulus was input
into the API, and the davinci model was used to access the
log probability of the final word. The log probabilities were
then multiplied by -1 to yield their surprisals.

GloVe contextual cosine dis-similarity (GloveCDS)
GloVe is an unsupervised learning algorithm trained on
global, aggregated word-word co-occurrence statistics that
yields vector representations for words. In this study, it
is used to operationalize the semantic similarity account.
The GloVe contextual cosine similarity was computed by
using the GloVe vectors (Pennington, Socher, & Manning,
2014) available on their official website. Specifically, we
used the version with a 2.2 million word vocabulary and
300-dimensional vectors trained on 840 billion tokens from
the Common Crawl corpus. The contextual vector of all
the words preceding the final word in each sentence was
computed by averaging the vectors for each of the individual

words in the sentence frame. Then the cosine similarity
between this vector and the vector representing the final
word was computed by using Scipy package on python
(Virtanen et al., 2020). To better compare with surprisal
effect, we transformed the Glove cosine contextual similarity
(GloveCCS) to GloVe cosine contextual dis-similarity
(GloveCDS) by multiplying the GloveCCS by negative
one. Higher GloveCDS indicates a greater difference in the
meaning of the sentence final word and the preceding words
in the sentence frame.

The average surprisals for joke, straight, and expected con-
ditions are 9.42, 7.29 and 0.91, respectively. The paired
t-test indicates that the surprisals are significantly different
between the two unexpected conditions (joke vs. straight:
t(159) = 5.08, p-value < 0.001) and Welch’s t-test indicated
the straight condition differed from the expected: t(229) =
16.01, p-value < 0.001). The average GloveCDS for joke,
straight, and expected conditions are -0.34, -0.37, and -0.42,
respectively. Similarly, the paired t-test indicates a significant
difference in the GloveCDS across the conditions (joke vs.
straight:t(159) = -2.04, p-value = 0.02) and Welch’s t-test re-
vealed differences in the comparison of straight vs. expected:
t(220) = -2.64, p-value = 0.0089). The overall Pearson’s cor-
relation between GPT-3 surprisal and GloveCDS is 0.32. (r =
0.32, p-value < 0.01).
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Figure 2: Event Related Potential (ERPs) waveforms with different groups of channels. (A) ERP waveforms in each condition
(Joke, Straight, and Expected) at centro-parietal channels selected to best visualize the N400 component. In the N400 window
(300-500ms), the joke condition elicited the largest N400 amplitude, followed by the straight condition, and the expected
condition elicited the least negative N400 amplitude. (B) ERP waveforms in each condition (Joke, Straight, and Expected) at
parietal channels selected to highlight the P600 component. In the P600 window (800-1000ms), the jokes elicited the largest
P600 amplitude, followed by the straight condition, and the expected condition elicited the least positive P600.

rERP Analysis
Our initial analysis was intended visualize the topographic
profile associated with EEG effects of predictability and
contextual dissimilarity when each factor is treated as the
sole driver of the brain response. Accordingly, we derived
the rERP to observe each effect on a fine-grained spatial-
temporal level (Smith & Kutas, 2015).

Method
The rERP analysis is a method conducted by constructing lin-
ear regression models to predict the single-trial EEG ampli-
tude value at each time point and each channel. In this study,
the independent variables were the selected predictors (i.e.
surprisal and contextual dis-similarity measures). Then, the
regression coefficient (β) of the model was plotted like ERPs
to visualize the temporal and spatial distribution of the effects
of predictors. All reported p values are corrected for multiple
comparisons via false discovery rate (Benjamini & Yekutieli,
2001). In this study, data from all conditions were used, and
single predictor regression model (e.g. amplitude ∼ intercept
+ surprisal and amplitude ∼ intercept + GloveCDS) was used
to examine the modulation effect of predictors over time.

Results
Figure 1 shows the topography and the significant effect of
surprisal and GloveCDS obtained from the rERP analysis.
Overall, both surprisal and contextual dis-similarity exerted
similar effects on the single trial EEGs. Both metrics were as-
sociated with negative modulation to the brain response in the
N400 window and positive modulation during the late positiv-
ities window (600-1000ms). In other words, both unexpect-
edness and drastic semantic changes at the end of the sentence
elicit large negative and positive modulation in N400 and late
positivities window, respectively.

One major difference is the scalp distribution of the effects
indicated by the topography. The N400 effect from surprisal
is mostly observed in the posterior region, while the late pos-
itive effect is focused in the frontal region. Compared to sur-
prisal, the GloveCDS effects were more broadly distributed
during both the N400 and the P600 windows. Moreover, the
surprisal effects seem to last longer than those of GloveCDS.
Figure 1 suggests the negative modulation from surprisal be-
gins at roughly 200ms and ends around 500ms, whereas the
negative modulation from GloveCDS ends at around 400ms.
Similarly, the late positive modulation from surprisal begins
as early as 600ms after the onset of the critical word, while
gloveCDS does not elicit positive effects until after approxi-
mately 750ms.

In summary, the rERP results suggest surprisal and contex-
tual dis-similarity potentially both modulate the single trial
EEG in a similar time window but with somewhat differ-
ent scalp topographies (and potentially somewhat different
underlying neural generators). Surprisal and contextual dis-
similarity may independently modulate single trial EEG to
words, but investigation of this possibility requires the addi-
tional power of mixed effects models as described below.

ERP Analysis
Given that the rERP analysis revealed activity from both fac-
tors within both components’ time windows, we can now pro-
ceed to construct additive models that incorporate both sur-
prisal and GloveCDS.

N400
ERP Waveform The N400 amplitude was operationalized
as the mean voltage 300-500 ms post-onset recorded from six
centroparietal electrodes: C3, Cz, C4, CP3, CPz, and CP4.

Figure 2 (left) shows the grand average ERP waveform for
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Table 1: Linear Mixed Effect Regression Models and AICs
LME Models Normalized AIC

N400 P600
M1: RV + Int + GloveCDS -14 -8
M2: RV + Int + Surprisal -30 0
M3: RV + Int + Condition -32 -5
M4: RV + Int + GloveCDS + Condition -37 -10
M5: RV + Int + Surprisal + Condition -35 -3
M6: RV + Int + GloveCDS + Surprisal -33 -6
M7: RV + Int + GloveCDS + Surprisal + Condition -39 -10
RV: Random variables, Int: Random Intercept

Table 2: Linear Mixed Effect Regression Model Result
N400 P600

BM: Amp ∼ RV + GloveCDS + Surprisal + Condition BM: Amp ∼ RV + GloveCDS + Condition
Predictors Estimates CI p-value Predictors Estimates CI p-value
(Intercept) 11.52 [-3.49, 26.52] 0.133 (Intercept) 51.32 [30.85, 71.79] <0.001
GloveCDS -25.95 [-47.76, -4.15] 0.020 GloveCDS 30.02 [7.94, 52.10] 0.008
Condition (J) -16.08 [-26.82, -5.33] 0.003 Condition (J) 9.95 [1.59, 18.32] 0.020
Condition (S) -8.62 [-18.17, 0.93] 0.077 Condition (S) 5.91 [-2.32, 14.14] 0.159
Surprisal -3.71 [-7.99, 0.56] 0.088
BM: Best model, RV: Random variables, CI: Confidence Interval, J: Joke, S: Straight

final words in each condition (joke, straight, and expected) as
typically measured in the ERP language literature (see (Kutas
& Federmeier, 2011) for a review). In the N400 window, as
predicted, the joke condition elicited the greatest (most nega-
tive) N400 amplitude, and the expected condition elicited the
least negative (most positive) N400 amplitude. The straight
condition fell in between, though its amplitude was much
closer to the joke condition. This reflects the fact that both
joke and straight sentences ended with low-cloze (high sur-
prisal) words, that have traditionally been shown to elicit
larger amplitude N400 than expected endings (Coulson &
Lovett, 2004; Coulson & Kutas, 2001; Kutas & Federmeier,
2011).

Linear Mixed Effect (LME) Regression Models A series
of linear mixed effect (LME) regression models were con-
structed to examine the relationship between surprisal and
contextual dis-similarity with ERP component amplitudes.
All models shared the same random effect structure, includ-
ing random intercepts for the final words, subjects, and EEG
channels. The regression model with the lowest Akaike in-
formation criterion (AIC) was selected as the best model
(Akaike, 1973). The AIC of each regression, normalized by
the AIC of the null regression (which includes the same ran-
dom effects structure as the other regressions, and only has an
intercept term as the fixed variable) is shown in Table 1. All
fixed variables were normalized by z-scoring before fitting.

The best fitting model for N400 amplitude appears to be
M7 (i.e. N400 amplitude ∼ Random Variables + GloveCDS
+ Surprisal + Condition). Model output is shown in Table 2.

The model suggests N400 amplitude was significantly mod-
ulated both by GloveCDS (Estimate: -25.95, Confidence In-
terval (CI): [-47.76, -4.15], p = 0.020) and the Joke condi-
tion (Estimate: -8.62, CI: [-26.82, -5.33], p = 0.003); neither
the straight condition (Estimate: -8.62, Confidence Interval
(CI): [-18.17, 0.93], p = 0.077) nor the GPT-3 surprisal ef-
fect (Estimate: -3.71, CI: [-7.99, 0.56], p = 0.088) reached
significance. This result suggests that both contextual dis-
similarity and joke condition predict larger (more negative)
N400 components when the variances of other predictors are
controlled. More importantly, it shows that the joke effect
persists when both GloveCDS and surprisal are controlled,
suggesting that it is not attributable to either factor. The non-
significant effect from the straight condition suggests that the
larger N400 amplitude in response to straight endings com-
pared to expected endings may be attributable to differences
in GloveCDS and GPT3-surprisal for words in each of the
conditions. It is worth pointing out that in the second-best
model of N400 amplitude (M4, normalized AIC = -37), the
straight condition effect was significant (Estimate: -13.29,
CI: [-21.22, -5.37], p = 0.001). Thus, it is possible that the
inclusion of surprisal in M7 explained away the main effect
from the straight condition effect evident in M4.

P600
ERP Waveform P600 amplitude was operationalized as
the mean voltage 800-1000 ms post-onset recorded from six
occipital-parietal electrodes: P3, Pz, P4, O1, Oz, and O2.

Figure 2 (right) shows the grand average for final words
in each condition (joke, straight, and expected). In the P600
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windows, the joke condition elicited the greatest (most pos-
itive) P600 amplitude while the expected condition elicited
the least positive P600 amplitude (Figure 2). The straight
condition fell in the middle of the two conditions. The large
P600 amplitudes elicited by joke and straight conditions are
also consistent with previous studies of jokes and other un-
expected, yet, plausible sentence completions (Coulson &
Williams, 2005; Kuperberg, Brothers, & Wlotko, 2020; De-
Long & Kutas, 2020).

LME Regression Models A series of LME models were
constructed and compared in a similar fashion as in N400
analysis to predict P600 amplitudes. As shown in Table 1,
both M4 and M7 shared the same AIC score, suggesting the
addition of surprisal did not significantly improve the model
quality. In fact, M7 suggests that after controlling for con-
textual similarity, surprisal was not significantly related to
P600 amplitudes (Estimate: -3.33, CI: [-7.79, 1.13], p =
0.14). Thus, we selected M4 (i.e. P600 amplitude ∼ Ran-
dom Variables + GloveCDS + Condition) as the best model
for interpretation. The model indicated that there are main
effects from intercept (Estimate: 51.32, CI: [30.85, 71.79],
p < 0.001), GloveCDS (Estimate: 30.02, CI: [7.94, 52.10],
p < 0.008), and joke conditional effect (Estimate: 9.95, CI:
[1.59, 18.32], p < 0.020). The straight conditional effect (Es-
timate: 5.91, CI: [-2.32, 14.14], p = 0.159) was not signif-
icant. Both the contextual dis-similarity and joke condition
effects reflect larger amplitude P600. Similar to the N400
results, these results also suggest the joke effect is not at-
tributable to the contextual dis-similarity of joke endings to
the preceding sentence frames. By contrast, larger P600 to
straight than expected endings can be explained by differ-
ences in the contextual dis-similarity of the sentence final
words in each.

Discussion
Here we aim to investigate whether the strong account of pre-
dictive coding found in Michaelov’s study can be leveraged in
sentences that require reorganization of the existing elements
to achieve full comprehension (i.e., frame-shifting). To ad-
dress this question, we applied a series of linear mixed-effect
regression models to EEG signals of adults reading sentences
with endings that vary in their contextual predictability (i.e.,
expected vs. straight sentences), their contextual similarity,
and whether they require frame-shifting to fully understand
their meaning (i.e., the jokes). In contrast to the findings re-
ported by Michaelov and colleagues (2024), our results sug-
gest contextual (dis)similarity elicits a stronger effect on both
N400 and P600 amplitude.

One seemingly obvious reason for the discrepancy is the
difference in the stimuli in the two studies – namely, the in-
clusion of one-line jokes in the present study. The straight
sentences in the present study are similar to the Related con-
dition in Michaelov’s study in that they were chosen to be
consistent with the frame or schema evoked by the sentence
context. In keeping with their study, our results do suggest

ERP amplitude differences between straight and expected
sentences can be explained by their differing surprisals. Pre-
sumably, when language comprehension does not require the
additional demands posed by frame-shifting, N400 amplitude
is mainly driven by surprisal of the critical word. In the case
of the jokes, when re-constructing the meaning of the pre-
ceding words, the contextual (dis)similarity of the eliciting
word has additional relevance. Consequently, the contextual
(dis)similarity of critical words was more closely tethered to
N400 amplitude. This raises the possibility that rather than
relying exclusively on either predictive coding or semantic
activation, language comprehension may recruit both mecha-
nisms to provide flexible processing of incoming language.

Szewczyk and Federmeier’s work (2022) on context-based
facilitation and predictability argue for both linear and log-
arithmic relationship between N400 and word predictability
provided by word predictability and context-based facilita-
tion, thereby establishing the probability that feature- and
word-related information is both activated online (Szewczyk
& Federmeier, 2022). More recently, Federmeier has sug-
gested that during ”active comprehension”, the brain may
dynamically switch between both systems to select the best
way to bind semantic information and afford immediate ac-
tion (e.g. constructing predictions) (Federmeier, 2022). Find-
ings of the present study are in keeping with their dynamic
combined account of the N400.

The present study also has implications for joke compre-
hension and the neurocognitive basis of frame-shifting. Our
analyses showed that the large N400 elicited by words in the
joke condition was not fully accounted for by either their
slightly higher surprisals than words in the straight condition
or by their greater contextual dissimilarity. By contrast, dif-
ferences between N400s to straight and expected sentences
were better captured by surprisal and contextual dissimilar-
ity. We suggest that while these metrics provide a fairly good
measure of the demands of semantic retrieval, they do not
fully capture the way that higher level knowledge structures
impact real time retrieval during language processing. Simi-
larly, the LMER analysis of the P600 also indicated that the
joke effects were larger than could be accounted for by their
contextual (dis)similarity, and may thus reflect processes re-
lated to frame-shifting. That is, neural indices of the integra-
tion of the joke endings into readers’ situation models sug-
gested the associated cognitive demands were not captured
by contextual semantic distance as operationalized here, and
thus in keeping with the suggestion that joke comprehension
requires the reorganization of the extant situation model.

In sum, we found that relative to surprisal, contextual
(dis)similarity provides a better account of the size of the
N400 and P600. These findings suggest that predictive activa-
tion and contextual similarity both influence human language
comprehension. However, more research is needed with lan-
guage materials that vary in their contextual predictability,
contextual similarity, and the extent that they prompt reanal-
ysis of prior elements of the context.
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