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Summary of Dissertation  
 
 
Hight-throughput technologies of functional genomics have revolutionized the 
dissection of gene expression regulation during development & pathology. 
However, most of the available genome-wide approaches have traditionally been 
focusing on the steady-state snapshot of gene expression, which overlooks the 
dynamic complexity of gene expression regulation that is achieved via different 
layers of post-transcriptional regulation. Through a set of overlapping processes, 
post-transcriptional regulation of gene expression achieves an essential 
spatiotemporal control of protein abundance & functionality, not only through 
synthesis, but also through localization & decay. The structural & functional 
architecture of the Drosophila central & peripheral nervous systems provide a 
unique opportunity to model the events & processes of post-transcriptional 
regulation. While candidate-based studies have revealed important mechanisms 
of post-transcriptional regulation of gene expression via RNA processing, 
localization and decay, a more global genome-wide view of such events is still 
scarce. This is mostly due to the lack of availability of techniques that allows in vivo 
isolation of cell type-specific RNA for downstream analysis in combination with 
other approaches addressing the different aspects of post-transcriptional 
regulation. A method that has been employed to address some of those limitations 
over the past two decades is called TU-tagging. This method depends on the 
metabolic tagging of nascent transcripts by a uridine analogue in a cell type-
specific manner by exposing UPRT-expressing-cell(s) of interest to 4-thiouracil 
(4TU). TU-tagging suffers from major specificity limitations due to endogenous 
pathways of 4-thiouracil (4TU) incorporation. We developed an alternative method, 
named EC-tagging, to overcome such limitations, which yielded more robust & 
highly specific isolation of cell type-specific RNA. The sensitivity and specificity of 
EC-tagging are demonstrated by obtaining cell type-specific gene expression data 
from intact Drosophila larvae, including transcriptome data from a small population 
of central brain neurons. This has led to the identification of previously 
uncharacterized ppk-expressing neurons in the Drosophila mushroom bodies 
without any need to enrich for such neurons via physical dissection. We also used 
EC-tagging to profile the transcriptome of the multidendritic (md) sensory neurons 
of the Drosophila peripheral nervous system. Traditionally, it has been a technical 
challenge to isolate RNA from these neurons without potentially altering gene 
expression due to their complex morphology and interconnected 
microenvironments. In addition to the fact that we further confirmed the sensitivity 
of EC-tagging in purifying cell type-specific RNA, we were able to identify two 



 x 

genes that encode RNA-binding proteins (RBPs) that play a role in regulating the 
arborization of dendrites in the multidendritic (md) sensory neurons. Knocking 
down the poly(A) polymerase Hiiragi and the translation regulator Hephaestus 
caused significant defects in dendrite arborization. This work provides a technical 
framework in which combining efficient & specific metabolic tagging of nascent 
transcripts with high-throughput genomic technologies can be used to profile RNA 
regulation & metabolism in small subpopulation of cells, including those whose 
structures render them not amenable to physical isolation.  
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Chapter 1 
 
 
Introduction  
 

 
The myriad of functions within complex organisms relies on a heterogenous 

population of highly specialized cells within the many tissues & organs of these 
organisms. This specialization allows for a more efficient way to respond to over-
lapping environmental cues in a diverse manner, giving rise to a more adaptive 
system [1]. Additionally, the dysregulation of many cell type-specific functions & 
responses is associated with multiple pathologies, especially those related to the 
nervous system [2], [3]. The normal development & functionality of the multitude 
of distinct cell types along the spatial and temporal axes require a set of precise 
cascades of molecular events that are extracted from the information encoded in 
the organism’s genetic code. Such precision, given the vast number of widely var-
iable cellular identities across the same animal, must be dependent on overlapping 
and interconnected layers of gene expression regulation, especially since all cells 
possess the same genomic sequence. This is notably important in cells that give 
rise to different progeny, in terms of identity & function, as a result of asymmetrical 
and polarized division of the subcellular components & molecular elements among 
their progeny. A special and extensively studied system with such a quality is the 
nervous system. Proper development of an organism’s nervous system, as a func-
tion of the normal proliferation & differentiation of its constituting cells, is crucial for 
maintaining the animal’s homeostatic environment internally as well as externally 
[4]. Accordingly, dissecting the different events that regulate the development of 
the highly diverse cellular components of the nervous system represents a unique 
opportunity of understanding how the different layers of gene expression regula-
tion can yield a plethora of different functions & outcomes. 

 
 

1.1 Drosophila melanogaster: a powerful tool to model neuro-
genesis and neurodevelopmental disorders  

 
While Drosophila melanogaster is widely recognized as an instrumental model 

organism in studying the molecular and cellular bases of developmental processes 
of different organs and tissues in metazoan animals, it has particularly become one 
of the gold-standard model organisms in studying neurogenesis and regulation of 
the nervous system functionality. This is dependent on the fact that while the fruit 
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fly’s nervous system is a relatively simple one in comparison to more complex 
metazoan animals, it is still based on a genetic code that is highly conserved 
across species [5]. This makes it a unique model to study many biological princi-
ples that are relevant to human health and disease [6], [7]. Additionally, the genetic 
and reagent toolkit that is available for the Drosophila community is a rather 
wealthy one that provides multiple experimental approaches to answer a multitude 
of questions [8].  
 

Neurogenesis in Drosophila melanogaster, across all its developmental stages, 
is a highly choreographed process fulfilling well-characterized spatial patterning 
and temporal specification axes [9]–[12]. This has laid a strong foundation to study 
how different molecular events would affect cell fate, identity & function, at the 
levels of single cells, cell lineages, the organ, and the system [9], [13], [14]. As an 
example, neural development in the fruit fly takes place in two major waves: the 
embryonic wave and the larval wave, with a phase of quiescence in-between [15], 
[16]. The embryonic wave begins with delamination of neural progenitor cells 
(called “neuroblasts” in the central nervous system or “sensory organ precursor” in 
the peripheral nervous system) from the neuroectoderm and epidermis. Delamina-
tion and acquisition of neural progenitor cell identity depend mainly on Notch sig-
naling interactions between adjacent cells, leading to stem cell-specific expression 
of pro-neural genes [15]–[17]. Once formed, each neural progenitor cell acquires 
a specific positional identity along the anterior-posterior, dorsal-ventral and medial-
lateral axes. Patterned expression of particular positional genes [18], [19] creates 
a grid-like system along which each neural progenitor cell is assigned a unique 
spatial identity. Along with the positional identity, neural progenitor cells also ac-
quire a temporal identity based on the sequential expression of specific transcrip-
tion factors [20]–[23].  

 
While the embryonic wave of neurogenesis has been the model upon which 

most cell specification & neuronal circuitry studies have been based historically 
[24], [25], the larval wave of neurogenesis has provided a lot of insights into how 
cell lineage is maintained to give rise to specialized and functionally interconnected 
cell populations [26]–[29]. Regardless of the wave of neurogenesis, neural progen-
itor cells undergo tightly orchestrated cellular and molecular events that regulate 
their self-renewal as well as their differentiation into a precise number of different 
types of neurons and support cells like glia for optimal function [14], [30]–[32]. 
These differentiated cells are organized into spatially and temporally defined line-
ages with particular anatomical & functional identities in a process that is depend-
ent on a complicated network of transcriptional switches [15]–[17], [32]–[34]. These 
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spatial & temporal identities of neural progenitor cells are a fundamental factor in 
the functional and behavioral repertoire of their progeny, both in the central and 
the peripheral nervous systems [17], [35], [36]. Such cellular heterogeneity within 
the nervous system of Drosophila melanogaster is increasingly appreciated, espe-
cially with the recent advances in applying single-cell sequencing technologies in 
different Drosophila tissues [37]. Supported by an ever-growing set of genetic tools 
within the fly community [38], [39], this has provided an unprecedented opportunity 
to investigate the cellular & molecular pathways & networks implicated in the di-
verse functions and behaviors of the nervous system, both physiologically and 
pathologically [7], [40]–[48].  

 
 

1.1.1 Spatiotemporal neurite regulation in Drosophila models 
of nervous system development and diseases 

 
The normal function of a neuron relies on an intricate set of neurites for proper 

synaptic connections with other neurons and efficient establishment of functional 
neural circuitry [49]–[54]. Expectedly, neurite dysgenesis represents the main 
pathophysiological basis of many neurological disorders. For example, axonal de-
generation and defects in axonal transport & targeting play major roles in the path-
ophysiology of nerve injury and neurodegenerative diseases [43], [44], [55], [56]. 
On the other end, defects in dendrite morphogenesis & synaptic formation have 
been implicated as being the etiological causes of many neurodevelopmental & 
neurodegenerative diseases [45], [57]–[61]. Accordingly, dissecting the different 
cellular & molecular events regulating neurite development in Drosophila melano-
gaster has proven very informative in modeling many human neurological dis-
eases, especially in the context of the Drosophila peripheral nervous system and 
neuromuscular junction [41], [47], [62].  

 
Just as the proneural induction & cell-fate determination phases of neurons 

undergo tight spatiotemporal regulation, neurites undergo a well-orchestrated de-
velopmental program to ensure the preservation of their function, both in space 
and time, through processes of targeting, extension & pruning [17], [45], [49], [62], 
[63]. This yields an array of diverse arborization patterns that help determine the 
type of afferent or efferent input a neuron is capable of processing. Traditionally, 
studying the molecular mechanisms regulating cell type-specific arborization pat-
terns has largely focused on RNA abundance and relevant transcription factors 
[17][57][64]–[66]. However, since neurites are relatively distant spatial compart-
ments from the nucleus, transcriptional control may be far upstream of the local 
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events that regulate outgrowth, branching & pruning of neurites. As a result of that, 
many research groups have focused their efforts to study the roles of post-tran-
scriptional regulation of gene expression in establishing the local mechanisms nec-
essary to direct neurite development.  

 
 
1.2 Post-transcriptional regulation of gene expression 
 

The journey of gene expression - starting at the genetic level of DNA and end-
ing with a plethora of functional proteins - requires multiple layers of regulation that 
would yield a high diversity of cell types and behaviors from a single genome. This 
would provide the necessary dynamic and tunable flexibility an organism needs to 
respond to the different extrinsic and intrinsic inputs it receives at any particular 
point during its development. Many of such regulatory events occur at the level of 
RNA, both at the transcriptional and posttranscriptional levels, to maintain speci-
fied levels of different RNAs at each developmental stage. While high-throughput 
genomics technologies like microarrays [67], RNA-sequencing [68], and chromatin 
immunoprecipitation (e.g., ChIP-chip [69]) have established the role of a wide and 
complex network of cis-regulatory elements and transcription factors in regulating 
different aspects of development in many metazoans, differential transcription 
alone fails to consider the role of post-transcriptional regulation in determining 
gene expression levels. Following transcription, RNAs are regulated at multiple 
points during their lifetime. Such post-transcriptional regulatory steps are critical 
for certain developmental processes including establishment of body axes [70], 
[71]. This begins in the nucleus where mRNAs undergo selective capping, polyad-
enylation, splicing, base modification, sequence editing, and directed transport 
from the nucleus [72]–[78]. Once exported to the cytoplasm, not all mRNAs will 
undergo translation, as many are sequestered away from the translation machin-
ery in a non-translating pool [79], [80]. In the cytoplasm, multiple pathways - in-
cluding RNA decay, microRNAs (miRNAs), RNA interference (RNAi) - have been 
well-characterized [81], [82]. Additionally, directed localization of RNA in restricted 
subcellular domains is commonly observed, especially during early embryonic de-
velopment in metazoans [72] and in situations where rapid response to a localized 
signal requiring time- and place-specific protein synthesis is needed [83].  
 

While the above-mentioned layers of post-transcriptional regulation are medi-
ated by both RNA-RNA and/or RNA-protein interactions at different sub-cellular 
compartments, RNA-binding proteins (RBPs), in particular, play a central role in 
regulating RNA metabolism. RBPs have been extensively reported to play many 
regulatory aspects of RNA splicing, 5 ́ and 3 ́ processing, modification, transport, 
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localization, translation, and stability [84]–[90]. RBPs, collectively, constitute about 
>5% of the eukaryotic proteome [91]. In order to perform their regulatory functions, 
RBPs form ribonucleoprotein (RNP) complexes with single-stranded or double-
stranded RNA, either through recognizing a specific sequence and/or structure 
[92]–[94] or through unconventional binding modes [95]. RBPs possess different 
domains that allow them to recognize their target transcripts [90]. While RBPs have 
been extensively associated with regulatory roles via their interaction with mRNAs 
[88], [96], [97], recent work has demonstrated the importance of interactions be-
tween RBPs and various types of non-coding RNA such as microRNAs, small nu-
cleolar RNAs, piRNA, and long-non-coding RNA [98]–[105]. By binding to their tar-
gets, RBPs can provide coordinated regulation of sets of functionally related RNAs. 
Formation of ribonucleoprotein (RNP) complexes act to regulate a wide range of 
essential cellular functions, through regulating transcription and post-transcrip-
tional gene regulation [85], [106]–[108]. For example, regulated transcripts are of-
ten associated with cytoplasmic RNPs that can regulate translation (e.g., stress 
granules) [109]–[111], degradation [112], or both (e.g., RNA processing (P)-bod-
ies) [80]. It is important to note that RBP-based dysregulation of many RNAs has 
been implicated in many pathologies such as cardiovascular diseases, neuro-
degenerative abnormalities, immunological diseases, and cancer [89], [106], 
[113]–[116]. Given the pivotal importance of RBPs in posttranscriptional regulation, 
defining and predicting RBP interactions has been a major research focus [117]–
[120]. Accordingly, transcriptome-wide RNA target sets have been identified for 
many RBPs across multiple organisms, which has helped to elucidate RBP roles 
in numerous regulatory processes [120]–[122].  

 
 

1.2.1 Post-transcriptional regulation of gene expression during 
neurogenesis  

 
Polarized cells with high structural & functional diversity like neurons rely heav-

ily on post-transcriptional regulation processes to achieve healthy development. 
As neurons differentiate and the neuronal circuitry is established, several RNAs 
undergo many posttranscriptional changes to expand the variety of functional pro-
teins produced [123]–[126]. Being one of the main pathways regulating post-tran-
scriptional gene expression in the nervous system, alternative splicing of pre-
mRNAs into an array of different mature mRNAs via the removal of introns and the 
linking of exons together has been the center of extensive research [127]. Alterna-
tive splicing is a tightly regulated process. Alternatively spliced exons and their 
flanking introns contain short nucleotide sequences called “cis-regulatory motifs”. 
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These motifs are recognized in a sequence-specific manner by a class of RBPs 
known as “trans-regulatory splicing factors”. On binding their target cis-regulatory 
motifs, trans-regulatory splicing factors either facilitate or inhibit the assembly of 
the spliceosome on the exon promoting its inclusion or exclusion [123]. Tissue-
dependent alternative splicing events are particularly relevant in the context of neu-
rogenesis, synaptic interactions, and the establishment of the neuronal network. 
They are regulated by distinct classes of nervous system-specific factors that tend 
to be conserved across metazoan animals [128]–[131]. One of the most interesting 
& unique examples of how alternative splicing plays a major function in the nervous 
system is Dscam. In Drosophila, Dscam provides a prime example of the genera-
tion of thousands of alternative isoforms by splicing. Dscam is a transmembrane 
protein that regulates neural circuit development mainly through self-avoidance. 
While heterophilic adhesion between different Dscam1 isoforms allows neuronal 
interaction, homophilic adhesion of the same isoform promotes repulsion [132]–
[134]. The mechanism allowing single cells to express particular Dscam isoforms 
that are similar or different from their neighboring neurons is thought to be based 
on a probabilistic manner [135]. Accordingly, different patterns of Dscam protein 
members lay the foundation for unique neuronal circuits by promoting either adhe-
sion or repulsion [136]–[138].  

 
Another form of post-transcriptional regulation that is prevalent during neural 

development is the regulation of mRNA stability [139]. Modulation of mRNA stabil-
ity allows for precise regulation of protein abundance and localization [140], [141]. 
This is particularly valuable during neural development, where control of mRNA 
stability and localization have been found to play pivotal roles in cell fate determi-
nation and neuron structure [142]–[145]. Fine-tuning of mRNA stability is achieved 
with spatial & temporal specificity through tissue-specific expression of trans-act-
ing RBPs, non-coding RNAs (ncRNAs), and cis-acting elements in target mRNAs 
[145]–[147]. For example, the Hu/ELAV (Hu antigen/embryonic lethal, abnormal 
vision) family of trans-acting RBPs plays essential roles in neuronal development, 
differentiation, neurogenesis, dendritic maturation, neural plasticity, and synaptic 
transmission by regulating the processing, localization, stability, and translation of 
target mRNAs [148]–[150]. This family of RBPs bind to their target transcripts via 
highly conserved RNA-recognition motifs (RRMs) that preferentially bind to poly(A) 
or AR-containing regions of target mRNAs. While ELAV RBPs mediate the stability 
of their target mRNAs in the nervous system by expressing neural-specific 3’UTR 
isoforms [151], [152], Hu RBPs can either increase the stability of some mRNAs 
by competing with decay factors such as AU-binding factor 1 (AUF1) or decrease 
the stability of other mRNAs through a microRNA-dependent pathway [146].  
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RNA modifications represent an additional layer of spatiotemporal post-tran-
scriptional regulation of gene expression [153]. This field has garnered much at-
tention recently, especially in the context of nervous system development and neu-
rodevelopmental & neuropsychiatric disorders. RNA modifications fine-tune gene 
expression by regulating multiple steps of mRNA processing such as splicing, ex-
port, stability, degradation, and translation [154]. While over 150 distinct RNA mod-
ifications have been modified, N6-methyladenosine (m6A) is highly enriched in the 
mammalian nervous system [155], [156]. A method known as methylated RNA im-
munoprecipitation sequencing (MeRIP-seq) has revealed that m6A is prevalent in 
the brain transcriptome, with a special bias towards transcripts of neuronal coding 
and non-coding genes [155], [157]. Furthermore, the profiles of those m6A-con-
taining transcripts revealed yet another layer of spatiotemporal regulation of neu-
ronal genes across different brain regions and developmental stages [156], [158]. 
Mechanistically, m6A modification has been implicated in splicing, stability, locali-
zation, and translation of target mRNAs via recruiting or repelling specific RBPs or 
through inducing structural changes in target transcripts, which would subse-
quently modulate the accessibility of RBPs on the transcripts [159]. These regula-
tory mechanisms serve important physiological functions in the nervous system, 
including neurodevelopment [158], [160], [161] and synaptic plasticity [162], [163], 
as well as in addiction [164], [165], neural injury [166], and stress response. 

 
 

1.2.2 Role of post-transcriptional regulation of gene expression 
in neurite development  

 
Post-transcriptional regulation processes have proven critical for precise spati-

otemporal protein abundance and localization which is crucial for spatial and tem-
poral modulation of neuronal branching and dendrite morphogenesis [167]–[175]. 
Regulation of mRNA stability was found to play a crucial role in axon guidance 
[176], synaptic formation [177], plasticity [178], [179], and function [180], [181]. For 
example, some micro-RNAs were shown to regulate branching morphogenesis. In 
C. elegans, lin-4 miR and its target mRNA encoding the transcription factor LIN-14 
modulate axonal branching, while, in mammals, miR-9, miR-124, and miR-16 alter 
dendritic branching by functioning upstream of signaling pathways such as the 
MAPK/ERK pathway [182]–[185]. On the other hand, alternative splicing factors, 
such as Caper and Rbfox1, have been implicated in regulating branching [186], 
[187]. Caper negatively regulates branching of class IV dendritic arborization neu-
rons in Drosophila by directly or indirectly regulating the expression of over 500 
genes. Regulation of mRNA translation, especially locally in the axon or the 
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dendrite, also affects arborization [174], [188], [189]. For example, local protein 
synthesis within dendrites is required for activity-dependent synaptic refinement 
and strengthening [170], [171]. In Drosophila, the extensively studied translational 
repressors Nanos (Nos) and Pumilio (Pum) repress the expression of the pro-
apoptotic gene head involution defective (hid) [168], [190]. This helps maintain a 
balance between outgrowth and retraction of dendrites. In contrast, when Hid is 
upregulated, non-apoptotic caspase activation leads to dendritic arbor pruning. To 
achieve its regulatory functions, Nanos needs to be localized to the axon pro-
cesses & dendrites. This strict spatial expression of the protein is achieved by lo-
calizing the nos mRNA at such destinations. Indeed, it was found that nos mRNA 
is localized not only in the cell body but also in RNPs distributed along the dendrite 
and axon processes of Drosophila class IV dendritic arborization neurons in a pro-
cess mediated by recognition of sequences in the 3′ UTR of the transcript. This is 
achieved through interaction with the dynein machinery and the Rump & Osk RNA-
binding proteins [191]. Similar to the nos mRNA, an unbiased genome-wide screen 
identified 55 new candidate transcripts that localize specifically to dendrites of Dro-
sophila class IV dendritic arborization neurons [192]. Further validation identified 
that mRNA of 18 of those genes is transported specifically to dendrites for local 
translation and regulation of branching.  

 
Other examples of RNA-binding proteins that regulate neurite branching via 

additional post-transcriptional processes are Imp and YTHDF1. Imp was found to 
be localized to specific RNPs that move actively via microtubule-dependent 
transport within axons undergoing remodeling [193]. During larval development 
and pupal metamorphosis in Drosophila, mushroom body axonal branches un-
dergo selective pruning, which, subsequently, regrow to form adult-specific 
branches. During the regrowth phase of the γ neurites in the Drosophila mushroom 
body (which is important in olfactory learning & memory), Imp selectively associ-
ates with the 3′UTR of chickadee (chic) mRNA which localizes to the growing γ 
neurites to facilitate the remodeling of axons that have been pruned [72]. On the 
other hand, YTHDF1 (one of the cytoplasmic readers of N6-methyladenosine 
(m6A)) is required for axonal, dendritic and spine development. One mechanism 
involves a direct interaction between YTHDF1 and Fmr1 (the Drosophila homolog 
of Fragile X Mental Retardation RNA-binding Protein (FMRP)). This interaction in-
hibits the translation of key transcripts involved in axonal growth regulation in the 
larval neuromuscular junctions as well as in the adult mushroom bodies [194]. An-
other mechanism entails the enrichment of m6A-containing transcripts and 
YTHDF1 in RNA granules associated with microtubule plus-end. These granules 
contain extensive networks of mRNAs organized by autism risk gene 
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Adenomatous Polyposis Coli (APC). Disrupting m6A signals by knocking down the 
methyltransferase METTL14 or YTHDF1, or by overexpressing autism or schizo-
phrenia-associated missense mutations in METTL14, reduced expression of APC 
granules and tubulin, which, in turn, disrupted microtubule assembly and function. 
This has yielded drastically reduced axonal length & branching, as well as severely 
disrupted dendritic growth [195]. 

 
 

1.2.3 Role of post-transcriptional regulation of gene expression 
in neurological diseases and neurite dysgenesis   

 
As detailed above, post-transcriptional regulation of gene expression provides 

an essential layer of control for the development and function of polarized cells like 
neurons. This is particularly important for the relatively distant sub-cellular loca-
tions (like axon terminals) where translationally silent mRNAs are required to be 
transported to for local translation activation in order to achieve the necessary 
physiological structural & functional development.  Naturally, dysregulation of RNA 
and protein synthesis has been described in many neurological disorders.  

 
Abnormal alternative splicing events, for example, have been associated with 

a growing number of neurological diseases, like autism, schizophrenia, Parkin-
son’s disease, and spino-muscular atrophy (SMA) [196], [197]. In these disorders, 
splicing defects have been well characterized. For example, in spino-muscular at-
rophy (SMA), which results from a loss-of-function mutation of the spinal motor 
neuron-1 (SMN1) gene, the severity of the illness is correlated with exon7 inclusion 
in the SMN2 mRNA since this would impact the extent at which the paralog SMN2 
gene could compensate for the loss of SMN1 gene. Aberrant regulation of mRNA 
decay is also associated with neurodegenerative and developmental disorders like 
Alzheimer’s disease [198], [199], Amyotrophic Lateral Sclerosis [200], and Fragile-
X syndrome [201]. In Alzheimer’s disease, misregulation of certain neural micro-
RNAs has been linked to amyloid beta [202]–[204] and tau [205], [206] pathologies. 
On the other hand, the non-sense mediated decay (NMD) pathway is important in 
regulating the expression of certain RNA-binding proteins (RBPs) implicated in the 
pathophysiology of Amyotrophic Lateral Sclerosis [207], [208]. Fragile-X syn-
drome, which is the most common form of inherited mental retardation, is also 
rooted in dysregulation of RNA stability [209]. Fragile-X mental retardation protein 
(FMRP) is a well-studied RNA-binding protein that regulates synaptic localization, 
translation, and stability of specific mRNAs [210], [211]. Dysregulation of FMRP-
directed RNA decay is the main etiology for Fragile-X syndrome [209]. In addition 
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to their implications in neurological diseases via regulating alternative splicing & 
RNA stability, RNA-binding proteins provide the etiological bases for many neuro-
logical disorders by regulating other aspects of post-transcriptional regulation of 
gene expression [55], [212], [213]. For example, GLE1, an evolutionarily con-
served RNA-binding protein that acts as an mRNA export factor, is mutated in Le-
thal Congenital Contracture Syndrome 1 (LCCS1) [214]. RNA-binding proteins as-
sociated with mRNA localization and local translation have been implicated in 
spino-muscular atrophy (SMA), Fragile-X syndrome, and Parkinson’s disease 
[215], [216]. Finally, alterations in RNA modifications also influence the progres-
sion of several neurologic disorders. The mechanistic underpinning of how some 
RNA modifications (like m6A, m1A, inosine, m5C, and pseudouridine) and their as-
sociated enzymatic machinery regulate different neurological pathologies (includ-
ing acute brain injuries, nerve damage, chronic neurodegeneration, and neuropsy-
chiatric disorders) is being increasingly evaluated and established (as reviewed in 
[154], [217], [218]). Similarly, post-transcriptional regulation of gene expression 
has been found to be the main regulatory step responsible for several neurological 
disorders that are specifically characterized by neurite dysgenesis. Indeed, inap-
propriate mRNA regulation and altered rates of protein synthesis have been de-
scribed in a number of neurological disorders (e.g., Down syndrome, Rett syn-
drome, Fragile-X syndrome, and phenylketonuria) where neuronal arborization is 
affected [219]–[221].  
 

As evident, such an intercalating network of post-transcription regulatory steps 
requires an in-depth understanding, especially since it would aid in the develop-
ment of therapeutic agents for the associated disorders [55]. Neuronal cells, espe-
cially because of their architecture that is based on functionally distinctive spatial 
compartments that are distant from the nucleus (like axons, dendrites, and synap-
ses), provide such a unique platform to study the mechanistic intricacies of post-
transcription regulation. While genome-wide attempts have been made to dissect 
the different aspects of post-transcriptional regulation in many models, including 
the nervous system, the approaches used by these studies have not achieved in 
vivo global analyses due to technical limitations. 
 
 
1.3 Tools to identify distinct cell types through their unique 

gene expression signature 
 
Tools capable of capturing gene activity changes between different cell types 

have become a cornerstone in the fields of cellular & developmental biology since 
they let us understand how gene expression regulation impacts cellular diversity. 
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While distinct cell types were historically identified based on tools differentiating 
cellular morphology and expression of specific genes, such tools had many limita-
tions mainly because not all cell types have readily identified endogenous markers. 
This means that many cell types would be overlooked altogether or, at the very 
best, a group of unique cellular identities would end up being lumped together un-
der one cell type due to the low resolution of such methods. To overcome this main 
constraint, high-throughput gene expression and functional genomics technolo-
gies, like microarrays, RNA-sequencing (RNA-seq), and chromatin immunoprecip-
itation (e.g., ChIP-chip and ChIP-seq), have become the gold standard in estab-
lishing an ever-growing network of gene expression regulatory elements that would 
ultimately give rise to molecular signatures that are highly specific to each cell type 
with a high resolution.  
 

Concluded with mRNA translation and protein assembly & modifications that 
would yield particular functions in the right place and at the right time, gene ex-
pression regulation is carried out at multiple points that start with gene activation 
& transcription and passes through different events of post-transcriptional regula-
tory steps. These various layers of regulation have been shown to play major roles 
in organismal development, cellular processes & functions, as well as many patho-
logical conditions. Different cell type-specific tools have been employed to meas-
ure gene expression at each one of these points. These tools, which differ on the 
specific gene regulatory step they report on, can be employed either separately or 
in combination, to further deepen our understanding of the molecular mechanisms 
that multicellular organisms utilize to adapt to changing environments. For exam-
ple, different methods exist to profile and quantify nuclear RNAs, non-coding 
RNAs, ribosome-bound mRNAs, or global mRNAs. There are also multiple tools 
to profile different chromatin states or binding of different regulatory proteins such 
as transcription factors and RNA-binding proteins (RBPs) to the genome or the 
different molecules of the transcriptome, respectively [222]. This level of detailed 
information, particularly if gathered under in vivo conditions, should provide for a 
more robust and refined quantitative systems-level understanding of how cell type-
specific gene expression regulation works, both physiologically & pathologically.  

 
Since the main distinguishing feature of any method used to study cell type-

specific gene expression is how a particular cell(s) of interest is isolated from within 
a complex tissue or a whole animal, the choice of any particular approach(es) dur-
ing experimental design depends on a number of factors: (1) the biological ques-
tion(s) being addressed by the experiment, which will dictate the choice of an ap-
propriate control(s) as well as the particular stage of gene expression to be 
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profiled; (2) the different limitations of the biological material to be collected (for 
example, usage of a model organism versus human tissue, abundance of isolated 
material from cell(s) of interest, and ease of chemical and/or physical manipulation 
of cell(s) of interest); and (3) availability of the necessary equipment & resources 
to achieve robust profiling of gene expression from the collected material.  
 
 
1.3.1 Labeling of cell(s) of interest for purification of cell type-

specific material  
 

To facilitate extracting a particular cell population(s) from within a tissue or a 
whole organism for subsequent isolation of cell type-specific features for gene ex-
pression analysis, the initial step entails labeling the cell type(s) of interest with 
high specificity and sensitivity. Regardless of the intended target of the isolation 
procedure (e.g., whole cells, nuclei or specific protein complexes) or the specific 
feature to be profiled (e.g., DNA, RNA or protein moieties), there are currently two 
main approaches used to label the targeted cell type(s): (1) expressing a transgene 
encoding a protein that would, in turn, aid in cell type-specific imaging techniques, 
physical separation of cell(s) of interest or biochemical tagging of a particular fea-
ture(s) within such cell(s) [222], [223]; or (2) labeling of endogenous cell type-spe-
cific markers.  

 
Generally speaking, in order to make use of transgene-based approaches, ge-

nome editing tools (with organism-dependent varying degree of efficiency) are 
used to integrate specific transgenes into the genome of model organisms. Sub-
sequently, such transgenes are expressed in a cell type-specific manner using a 
binary system such as the Gal4/UAS or the Cre/Lox systems [224]–[230]. In short, 
a transcription factor (like Gal4) would be encoded using one transgene under the 
control of a tissue or cell type-specific promoter. The transcription factor, in turn, 
would activate the expression of another transgene (the gene of interest) by bind-
ing to a specific binding site (like the UAS in case of the Gal4/UAS system [231]). 
Alternatively, more recent genome-editing technologies, such as CRISPR/Cas9 
and TALENs, allow for direct cell type-specific expression of specific labeling pro-
teins without the need for any binary systems [232], [233]. In addition to overcom-
ing the limitation of possibly producing some undesired phenotypes that could be 
associated with the expression of some transgenes, the approaches relying on 
labeling of endogenous markers, like immunolabeling against endogenous pro-
teins for example, are usually more practical for human tissues & other organisms 
whose genomes are not as tractable. That said, such approaches have their own 
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limitations, mainly that not every single cell type has a readily identified endoge-
nous maker(s) as well as the fact that many of the processing steps associated 
with these techniques can render certain analyses very difficult (e.g., RNA analysis 
using immunostaining approaches could be unfeasible due to degradation of RNA 
molecules).  

 
 

1.3.2 Importance of isolating cell type-specific RNA for gene 
expression analysis 

 
Transcriptome profiling provides valuable information about the identity, func-

tion, and state of a particular cell type(s). Unlike the static view that whole-genome 
profiling provides, examination of the transcriptome allows assessment of dynamic 
changes in gene expression in response to various stimuli [234]. Different active 
signaling pathways, metabolic functions, and other cellular processes can be in-
ferred from the analysis of a cell’s transcriptome. Additionally, transcriptomic anal-
ysis permits identification of unique transcripts such as rare transcripts, alternative 
splicing variants, fusion genes, and single-nucleotide polymorphisms (SNPs) 
[235]. Moreover, since a full transcriptome profile should include data on all coding 
and non-coding RNAs, incorporating such data in an integrative analysis with chro-
matin landscape and cis-regulatory elements should reveal how gene expression 
regulation takes place through overlapping layers to define distinct functional & 
developmental profiles of different cell types [236]–[241]. Accordingly, coupling cell 
type-specific RNA purification and high-throughput transcriptome profiling has be-
come an essential item in any biologist’s toolbox. 

 
 

1.3.3 Methods of isolation of cell type-specific RNA  
 
With multiple methods being available for cell type-specific RNA isolation, each 

method comes with its own set of strengths and weaknesses that will, in turn, affect 
the type of collected information. There are two main categories under which cell 
type-specific RNA purification tools can be grouped: (1) tools based on physical 
isolation; and (2) tools based on biochemical tagging. Physical isolation can be 
performed at different levels: whole cells, nuclei, or other specific subcellular com-
partments. As stated above, the choice of any particular physical isolation ap-
proach mainly depends on the question(s) being addressed by the experiment in 
addition to the availability of experimental resources. For example, whole-cell 
physical isolation approaches are useful to collect an averaged overview of a cell’s 
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steady-state RNA profile given the fact different transcripts localize to different 
parts of the cell. On the other hand, analysis of RNA isolated from the nucleus 
provides a more robust understanding of transcriptional activity of individual genes, 
especially since it is more biased towards measuring newly synthesized tran-
scripts. Physical isolation can also be used to profile RNA in specific cellular com-
partments like dendrites, growth cones and other subcellular domains. Physical 
isolation of cells for subsequent whole-cell RNA analysis is typically performed 
through fluorescence-activated capture cell sorting (FACS) [245], [246], or laser-
capture microdissection (LCM) [247], [248]. Similar approaches are utilized for 
physical isolation of nuclei like INTACT [249], [250] and fluorescence-activated nu-
clear sorting (FNAS) [251]. Each one of these approaches has its own advantages 
and disadvantages, which must be considered in order to choose the most relevant 
transcriptomic analysis for the question at hand [222]. While physical isolation-
based transcriptomic profiling has established a valuable level of insight into gene 
expression regulation in complex biological systems, especially since they can 
capture both coding and noncoding RNAs, such tools possess some major draw-
backs that limit their utility and the quality of data & inferences derived from the 
experiments based on them. The main concern associated with physical isolation 
approaches is the fact that abandoning sample integrity and removing cells from 
their physiological microenvironment could induce changes in normal gene ex-
pression regulation [223], [252], [253]. Additionally, isolation of unwanted cell 
types, contamination by non-specific RNA from lysed cells, low amount of starting 
material due to increased sample loss, and the need for specialized equipment are 
among the big technical limitations of physical isolation methods [222], [254], [255].  

 
Accordingly, the alternative strategy of purifying cell type-specific RNA using 

tools that rely on biochemical tagging & capture has become favorable in certain 
experimental designs. Contrary to physical isolation-based methods, biochemical 
tagging tools provide the advantage of allowing for efficient isolation of cell type-
specific material from small population(s) of cells under in vivo conditions with a 
relatively high yield. With a constantly growing repertoire of methods that rely on 
biochemical tagging to capture cell type-specific RNA, choosing the right method 
to answer the biological question at hand becomes critical, especially since each 
method comes with its own set of strengths & weaknesses. For example, two 
methods, named Tandem Ribosome Affinity Purification (TRAP) and RiboTag, uti-
lize tagged ribosomal proteins expressed in a cell type of interest mainly to capture 
mRNAs undergoing translation [256], [257]. A major disadvantage of both of these 
methods is how they fail to purify non-coding RNAs, whose functions are becoming 
increasingly appreciated in development and disease. Another method that makes 
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use of biochemical tagging is poly(A)-binding protein tagging [258]. In this method, 
a FLAG-tagged PAB1 is expressed in the cell type(s) of interest, followed by cross-
linking the sample and affinity purifying FLAG-PAB1 with FLAG antibody. While 
this method possesses a slight advantage over TRAP & RiboTag since it allows 
for the isolation of some non-coding RNAs that contain poly(A) tails, it still fails to 
isolate most of the non-coding pool of RNAs. To partially circumvent this issue, 
another biochemical tagging technique, named miRAP, was established to isolate 
cell type-specific micro-RNAs [259]. Even though this technique provides insight 
into how micro-RNAs regulate different physiological & pathological processes in 
a cell type-specific manner, its repertoire of isolated non-coding RNAs is still lim-
ited. Additionally, since all the above-mentioned four biochemical tagging-based 
techniques rely on purifying RNAs from cell lysate mixtures, they are susceptible 
to post-lysis re-association of RNA complexes [260], [261], which could lead to 
false interpretation that some RNAs are associated with the cell(s) of interest 
when, in fact, they are not. Furthermore, none of the biochemical tagging-based 
techniques described above reports on nascent RNAs, and, accordingly, they fail 
to address RNA expression dynamics. While some bioinformatics pipelines have 
been established to gain some insight into RNA kinetics from data derived from 
steady-state RNA expression [262], they lack the depth and resolution provided by 
techniques that focus on nascent RNAs. To address this gap in information that is 
collected from total RNA tagging methods, biochemical tagging approaches that 
would allow for physical isolation-free cell type-specific enrichment of nascent tran-
scripts under in vivo conditions were needed.  

 
The answer to such a quest was found in biosynthetic RNA metabolic labeling 

methods. In addition to covering the above-mentioned weaknesses, biosynthetic 
RNA metabolic labeling approaches also provide temporal control, which allows 
us to study RNA metabolism at specific developmental windows. The road to cell 
type-specific RNA metabolic labeling was paved by the usage of modified nucleo-
tide analogues (e.g., 4-thio-uridine (4SU), 5-Bromo-uridine (5BrU), and 5-ethynyl-
uridine (5EU)) to isolate nascent transcripts in a non-cell type-specific manner. 
These analogues provided the means to study RNA transcription & decay kinetics 
[263], especially in the context of global cellular response to stimuli, stress and 
signaling. To achieve cell type-specific RNA metabolic labeling, some key ele-
ments need to be present: (1) an enzyme that is capable of metabolizing a non-
toxic inert metabolic intermediate (usually an inert nucleoside analogue) into a non-
toxic active metabolic intermediate (usually a nucleotide analogue) that can be in-
corporated into the nascent RNA; (2) a tool to achieve cell type-specific expression 
of such an enzyme (usually achieved through genetically encoded pairs of trans 
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and cis-acting elements); (3) the means to expose the animal or tissue that include 
the cell(s) of interest to the inert metabolic intermediate; and (4) an optimized 
chemical toolkit to enrich for the tagged RNAs. The first widely used technique that 
fulfilled such elements was TU-tagging [264]. In TU-tagging, 4-thio-uracil (4TU) is 
metabolized into 4-thio-uridine (4SU) through the activity of a uracil salvage en-
zyme from Toxoplasma gondii called uracil phosphoribosyltransferase (TgUPRT). 
The cell type-specificity of TU-tagging can be achieved by expressing TgUPRT in 
a cell type-specific manner while exposing the cells of interest to non-toxic con-
centrations of 4-thio-uracil (4TU). While TU-tagging has proven useful in studying 
cell type-specific gene expression in many systems [265]–[271], its specificity is 
limited due to detectable non-specific RNA labeling with 4-thio-uracil (4TU) by 
UPRT-independent pathways (e.g., uracil can be converted to uridine monophos-
phate by orotate phosphoribosyltransferase as a part of de novo pyrimidine syn-
thesis or through the sequential activity of uridine phosphorylase and uridine ki-
nase) [223]. Additionally, endogenous UPRT activity has been identified in certain 
species, which further reduces the specificity of TU-tagging. For example, in Dro-
sophila, a UPRT homolog, named Krisha, was identified [272]. The resulting back-
ground labeling of RNA with TU-tagging usually necessitates tissue dissection fol-
lowing exposure to 4-thio-uracil (4TU) to improve the signal to noise ratio [223].  

 
 

1.4 Objective of the study   
 
As described above, dissecting the different layers of post-transcriptional reg-

ulation of gene expression is of great importance in order to identify more factors 
that can be used to establish new biomarkers as well as possible therapeutic tar-
gets for the diseases caused by dysregulation of such regulatory steps. The Dro-
sophila nervous system, with particular attention to spatial domains like dendrites 
and axon terminals, provides a unique model to study the role of post-transcrip-
tional regulation in processes that are highly dependent on RNA processing & me-
tabolism, like neuronal arborization. For example, dendritic arborization (da) neu-
rons in the Drosophila peripheral nervous system (PNS) have been recently used 
in several studies as a model for studying dendritic morphogenesis. A specific sub-
set of such neurons, Drosophila class IV da neurons, possess specific functions in 
nociception and light avoidance [273], [274]. These functions are achieved through 
a characteristic tree of dendritic arbors that cover most of the larval epidermis fol-
lowing a tightly regulated spatial pattern [29]. Such characteristics provide an ex-
cellent platform to study the different molecular mechanisms regulating the struc-
tural & functional development of those neurons and their neurites, including those 
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involved in post-transcriptional regulation. While many attempts have been made 
to study the role of post-transcriptional gene regulation in dendritic morphogenesis, 
the approaches used by these studies have not achieved global analyses since 
they mainly relied on target-specific approaches using RNAi [275], [276]. At a more 
global genome-wide level, isolating cell type-specific RNA from the Drosophila pe-
ripheral nervous system (PNS) has always proven technically challenging. Tradi-
tionally, it was done using physical isolation methods like laser capture microdis-
section [277] and fluorescence-based cell sorting techniques [278], whose limita-
tions were discussed in some detail above. While biosynthetic RNA labeling meth-
ods (like TU-tagging) could be used for the same purpose, the available methods 
have disadvantages mainly related to their specificity, sensitivity, and the quality & 
type of RNA analysis they could allow [272], [279]. Hence, my project aims to es-
tablish a novel & robust method of in vivo cell type-specific RNA metabolic labeling 
that would overcome the issue of non-specific background RNA labeling and to 
apply this method in profiling the transcriptome of the Drosophila peripheral nerv-
ous system (PNS), which would, in turn, provide the necessary foundation for dis-
secting the different mechanistic events of post-transcriptional regulation in the pe-
ripheral nervous system (PNS). The specific aims of this project are: 

 
Aim 1: Establish a new in vivo biosynthetic RNA labeling technique that allows cell 
type-specific RNA analyses with high sensitivity and specificity in Drosophila 
 
Aim 2: Profile & characterize the transcriptome of the Drosophila peripheral nerv-
ous system (PNS) using physical isolation-free approach 
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Chapter 2 
 
 
EC-tagging allows cell type-specific RNA analysis 
 
** The following has been reproduced from the following publication in Nucleic Ac-
ids Research: Aboukilila M. Y.*, Hida N.*, Burow D. A., Paul R., Greenberg M. M., 
Fazio M., Beasley S., Spitale R. C., and Cleary M. D. (2017). EC-tagging allows 
cell type-specific RNA analysis. Nucleic Acids Research. Sep 6;45(15):e138.  
doi: 10.1093/nar/gkx551 (*co-first authors) [280] 
 
 
2.1 Abstract 
 

Purification of cell type specific RNAs remains a significant challenge. One so-
lution involves biosynthetic tagging of target RNAs. RNA tagging via incorporation 
of 4-thiouracil (4TU) in cells expressing transgenic uracil phosphoribosyltransfer-
ase (UPRT), a method known as TU-tagging, has been used in multiple systems 
but can have limited specificity due to endogenous pathways of 4-thiouracil (4TU) 
incorporation.  In this chapter, an alternative method is described which requires 
the activity of two enzymes: cytosine deaminase (CD) and UPRT. The sequential 
activity of these enzymes converts 5-ethynylcytosine (5EC) to 5-ethynyluridine 
monophosphate that is subsequently incorporated into nascent RNAs. The ethynyl 
group allows efficient detection and purification of tagged RNAs.  The data sup-
ports that “EC-tagging” occurs in tissue culture cells and Drosophila engineered to 
express CD and UPRT.  Additional control can be achieved through a split-CD 
approach in which functional CD is reconstituted from independently expressed 
fragments. The sensitivity and specificity of EC-tagging are demonstrated by ob-
taining cell type-specific gene expression data from intact Drosophila larvae, in-
cluding transcriptome data from a small population of central brain neurons.  EC-
tagging provides several advantages over existing techniques and should be 
broadly useful for investigating the role of differential RNA expression in cell iden-
tity, physiology, and pathology. 
 
 
2.2 Introduction 
 

Cell type-specific transcription is an essential determinant of cell fate and func-
tion. While techniques that quantify mRNAs (RNA-seq, microarrays) allow  
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investigation of gene expression, the quality and type of information obtained may 
be limited by the method of RNA purification. Ideally, cell type-specific RNA should 
be obtained under in vivo conditions, with no physical alteration of tissues.  Addi-
tionally, analysis of newly transcribed mRNA is often more informative than analy-
sis of bulk mRNA: newly transcribed mRNA can be used to determine synthesis 
and decay rates [281], [282] and reveal rare transcripts [282]. Techniques for ob-
taining cell type-specific mRNA generally fall into two categories: physical isolation 
or tagging and capture of RNAs [222].  Methods of physical isolation (fluorescence-
activated cell sorting [277], laser-capture microdissection [278], INTACT [250]) dis-
rupt the cell’s environment and may affect mRNA transcription or decay.  Methods 
of RNA tagging and capture often use mRNA-binding proteins that allow purifica-
tion of bulk poly(A) mRNAs [283] or translating mRNAs [284], but do not enrich for 
newly transcribed mRNAs and miss noncoding RNAs [222]. 

 
TU-tagging is a cell type-specific RNA tagging method that allows analysis of 

newly transcribed RNAs [264], [285] and has the potential to purify noncoding 
RNAs [286]. TU-tagging relies on cell type-specific expression of uracil phosphori-
bosyltransferase (UPRT) to convert a modified uracil, 4-thiouracil (4TU), into 4-
thiouridine monophosphate that is subsequently incorporated into nascent RNAs.  
TU-tagging has been used to study cell type-specific gene expression in Drosoph-
ila [265], [266], zebrafish [267], [268], mammalian tissue culture cells [269], and 
mice [270], [271].  TU-tagging has also been used to measure cell type-specific 
mRNA decay in Drosophila embryos [126].  While this technique has proven useful 
in many systems, the specificity of TU-tagging is limited in some cases. UPRT 
activity is primarily found in bacteria, fungi and protozoans but metazoan cells may 
salvage uracil via alternative pathways (potentially through the sequential activity 
of uridine phosphorylase and uridine kinase) [279] and an endogenous UPRT was 
recently identified in Drosophila [272]. Another limitation of TU-tagging is the rela-
tive inefficiency of RNA purification based on disulfide bond formation, although 
optimized methods have been described [287]. In contrast to thiol-containing nu-
cleosides, other orthogonal handles may be more robust for RNA enrichment 
[288], [289].  The need for novel approaches for cell type-specific biosynthetic RNA 
tagging necessitates expanding the chemical toolkit and manipulating alternative 
metabolic pathways, all while achieving stringent cell type-specificity. 

 
The cytosine deaminase (CD) enzyme is unique to bacteria and yeast: animals 

lack cytosine deaminase activity [290].  Cytosine deaminase converts the ribonu-
cleobase cytosine into uracil and the combined activity of CD and UPRT results in 
conversion of cytosine into uridine monophosphate. The CD-UPRT pathway has 
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been used in suicide gene approaches where mammalian cells expressing CD and 
UPRT convert 5-fluorocytosine (5FC) into the cytotoxic nucleotide 5-fluorouridine 
monophosphate (5FUdMP) [291].  5FUdMP toxicity is primarily caused by inhibi-
tion of thymidylate synthetase and impaired DNA synthesis, although 5-fluorouri-
dine triphosphate is also incorporated into tRNA and may interfere with tRNA ami-
noacylation [292].  While 5FUdMP is cytotoxic, the nucleoside 5-ethynyluridine 
(5EUd) is an RNA polymerase substrate that is generally well-tolerated by cells 
[293] (toxicity is only observed after prolonged exposure [294]).  Additionally, the 
ethynyl group of 5EUd allows efficient click chemistry-based labeling and purifica-
tion of RNA [295].  We reasoned that the modified nucleobase 5-ethynylcytosine 
(5EC) might be useful for RNA tagging: if 5EC is a CD substrate (allowing produc-
tion of 5-ethynyluracil) and 5-ethynyluracil is a UPRT substrate (allowing produc-
tion of 5-ethynyluridine monophosphate (5EUdMP), then 5EC could allow cell type-
specific RNA tagging via the CD-UPRT pathway.  Here, we describe RNA tagging 
via the combination of 5EC exposure and cell type-specific expression of CD and 
UPRT.  We call this technique “EC-tagging” and demonstrate the specificity and 
sensitivity of EC-tagging by obtaining cell type-specific transcriptome data from 
distinct cell populations in Drosophila.  
 

 
2.3 Results 
 
2.3.1 EC-tagging in cell lines 
 

5-ethynylcytosine (5EC) was synthesized and characterized (as described in 
section 2.5.1 below). The pathway of 5EC conversion to 5EUdMP (5-ethynyluridine 
monophosphate) by CD and UPRT is summarized in (Figure 2.1A).  To test RNA 
tagging via this pathway, we expressed a CD-UPRT fusion gene (CD:UPRT) in 
human SH-SY5Y neuroblastoma cells. CD:UPRT expression conferred 5EC dose-
dependent RNA tagging and no RNA tagging was detected in cells lacking 
CD:UPRT (Figure 2.1B and Figure A.1).  We also tested CD and UPRT individually 
or in combination and found that optimal RNA tagging occurs in cells expressing 
CD and UPRT (Figure 2.1C). No RNA tagging occurred in cells expressing 
mCherry-UPRT while relatively weak RNA tagging occurred in cells expressing 
GFP-CD.  These results revealed that SH-SY5Y cells can convert the nucleobase 
5-ethynyluracil (5EU) produced by CD to 5EUdMP (likely via UPRT-independent 
pathways [279]) and confirmed that conversion of 5EC to 5EU is a necessary first 
step in EC-tagging. These results also demonstrated that conversion of 5EU to 
5EUdMP is augmented by transgenic UPRT expression.   
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Figure 2.1: RNA tagging via combined CD expression, UPRT expression, and 5EC 
delivery.  (A)  Pathway of 5EC conversion to 5EUdMP (5-ethynyluridinemonophos-
phate). 5EUdMP is phosphorylated by nucleoside kinases to form 5EUdTP 
(dashed arrow) prior to incorporation into nascent RNA.  (B)  5EC dose-dependent 
RNA tagging. CD:UPRT+ SH-SY5Y cells and control SH-SY5Y cells were exposed 
to the indicated concentration of 5EC for six hours prior to RNA extraction, bioti-
nylation and slot-blot probing with streptavidin-HRP (SA-HRP). The “RNA” panel 
shows total RNA based on methylene blue staining and the top “SA-HRP probe” 
panel shows the streptavidin-HRP signal specific for RNA containing biotinylated 
5-ethynyluridine nucleotides. (C)  Optimal EC-tagging in cells expressing CD and 
UPRT.  SH-SY5Y cells were transfected with empty vector, a vector expressing 
CD, a vector expressing UPRT, or a combination of CD and UPRT expressing 
vectors.  Cells were exposed to 500 µM 5EC for six hours.  (D)  5EC-tagging versus 
5EU-tagging.  CD:UPRT+ HeLa cells and control HeLa cells were exposed to 5EC 
or 5EU for the indicated time.  (E)  RNA tagging via “split CD”.  UPRT(+) SH-SY5Y 
cells were transfected with empty vector, vectors expressing N-terminal and C-
terminal CD fragments lacking leucine zipper domains (CD-n, CD-c), vectors ex-
pressing N-terminal and C-terminal CD fragments with complementary leucine zip-
per domains (CD-n-zip, zip-CD-c), or a vector expressing full-length CD.  
 
 

We next compared RNA tagging by 5EC (the CD-UPRT pathway) and 5EU (the 
UPRT pathway) in control and CD:UPRT(+) HeLa cells (Figure 2.1D).  Robust 
CD:UPRT-dependent RNA tagging was observed for both nucleobases.  5EU RNA 
tagging was more rapid, possibly due to the single enzymatic step required for 5EU 
conversion to 5EUdMP as opposed to the two steps required for 5EC conversion 
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to 5EUdMP.  No RNA tagging occurred in CD:UPRT(-) cells exposed to 5EC while 
relatively weak RNA tagging occurred in CD:UPRT(-) cells exposed to 5EU, similar 
to the RNA tagging observed in CD(+) SH-SY5Y cells treated with 5EC.  We also 
tested if CD:UPRT(+) cells exposed to 5EC excrete 5EU, since uracil excretion 
has been described in cultured fibroblasts [296]. CD:UPRT(+) HeLa cells were ex-
posed to 5EC for two hours and cell-free media was transferred to CD:UPRT(-) 
HeLa cells.  Exposure to conditioned media caused relatively weak RNA tagging 
in CD:UPRT(-) cells compared to robust RNA tagging in CD:UPRT(+) cells (Figure 
A.2), suggesting that 5EU (or possibly 5-ethynyluridine) is excreted from 
CD:UPRT(+) cells. From these comparisons of 5EC RNA tagging and 5EU RNA 
tagging, we conclude that RNA tagging via 5EC and CD-UPRT is much more sen-
sitive and stringent. EC-tagging achieves cell type-specificity even when 5EU may 
be shared between CD:UPRT(+) and CD:UPRT(-) cells, although the relative con-
tribution of RNA tagging via 5EC and excreted 5EU should be considered in such 
mixed cell culture experiments.  
 

Previously described RNA tagging and purification methods rely on cell type-
specific expression of a transgene (such as UPRT [285] or an epitope-tagged ri-
bosomal protein [284]) and the resolution of tagging is therefore largely determined 
by the specificity of the enhancer used to drive transgene expression. EC-tagging 
has the potential to provide greater resolution via combinatorial control of CD and 
UPRT expression. The experiments described above suggest that CD may be the 
primary determinant of specificity due to the ability of UPRT-negative cells to in-
corporate 5EU into RNA.  We therefore sought a method of placing CD under com-
binatorial control. Split protein systems have been used to restrict various activities 
to specific cell types, including targeted reconstitution of the Gal4 transcription fac-
tor in Drosophila [297]. Work in yeast has shown that functional CD can be recon-
stituted from N-terminal and C-terminal fragments fused to complementary leucine 
zipper domains [298]. We used similar leucine zipper-CD fusions and expressed 
the complementary fragments in UPRT(+) SH-SY5Y cells (Figure 2.1E).  Co-ex-
pression of the leucine zipper-CD fragments enabled EC-tagging, while co-expres-
sion of CD fragments lacking the leucine zippers did not enable EC-tagging.  These 
results establish an experimental platform that may be used to fine-tune EC-tag-
ging specificity via combinatorial control of split CD expression. 
 

To be useful for RNA analysis, EC-tagging should have minimal effects on cell 
physiology and gene expression. To assay toxicity in tissue culture cells, we meas-
ured the viability of control cells and CD:UPRT(+) cells exposed to 5EC over 72 
hours. CD:UPRT(+) cells cultured in 100 µM 5EC had no loss of viability and 
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CD:UPRT(+) cells cultured in 500 µM 5EC were unaffected over 48 hours followed 
by a decline in viability to approximately 60% of controls by 72 hours (Figure 2.2A).  
The toxic compound 5-fluorocytosine (5FC) had a markedly different effect on via-
bility: 100 µM 5FC caused approximately 50% loss of viability by 48 hours (Figure 
2.2A). To test if EC-tagging alters gene expression, we compared RNA from 
CD:UPRT(+) cells exposed to 500 µM 5EC for six hours to RNA from untreated 
control cells. The mRNA profiles of control and CD:UPRT(+) cells were nearly 
identical (Figure A.3). Only 148 genes had reproducible differences in transcript 
abundance. We performed gene ontology (GO) analysis to determine if these mi-
nor changes were indicative of altered cell physiology but did not find any signifi-
cant GO category enrichment.  We interpret these results as evidence that EC-
tagging does not significantly alter cell physiology or gene expression.    

 
 

 
Figure 2.2: Analysis of EC-tagging effects on viability and gene expression.  
(A) Viability of CD:UPRT(+) cells exposed to 5EC or 5FC, relative to untreated 
CD:UPRT(-) control cells. (B) Gene expression in ubiquitous CD:UPRT larvae fed 
1.0 mM 5EC for 24 hours (CD:UPRT + 5EC) compared to CD:UPRT-negative lar-
vae fed 1.0 mM 5EC for 24 hours (control + 5EC). Expression levels for 7,434 
individual genes are plotted as the log2 of the gene-specific signal / mean microar-
ray signal for all genes. (C)  Viability of ubiquitous CD:UPRT larvae and 
CD:UPRT(-) larvae with or without continuous 500 µM 5EC feeding, relative to day 
zero.  ALH = after larval hatching.  
 
 
2.3.2 EC-tagging in Drosophila 
 

To apply EC-tagging in an animal model, we made UAS-CD:UPRT transgenic 
Drosophila to allow targeted expression of CD:UPRT when combined with cell 
type-specific Gal4 lines [231].  We first tested the effects of EC-tagging on Dro-
sophila development using Act5C-Gal4 to ubiquitously express CD:UPRT. Ubiqui-
tous CD:UPRT larvae and negative control larvae were fed 500 µM 5EC from the 
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time of hatching. No morbidity or mortality was observed over the first 24 hours of 
development. The viability of ubiquitous CD:UPRT larvae gradually began to de-
cline after 24 hours and reached 70% of controls by five days after larval hatching 
(Figure 2.2C).  Ubiquitous CD:UPRT larvae continuously fed 5EC transitioned be-
tween larval instars with normal timing (based on size and morphological charac-
teristics) but did not develop beyond the late third instar (L3) stage. Ubiquitous 
CD:UPRT larvae reared in the absence of 5EC developed normally, indicating that 
expression of the enzyme does not affect development. To test if EC-tagging alters 
gene expression in Drosophila, we compared RNA from L3 larvae that ubiquitously 
express CD:UPRT (da-Gal4 > CD:UPRT) and control larvae (no CD:UPRT) that 
were fed 1.0 mM 5EC for 24 hours.  Gene expression between the EC-tagged and 
control larvae was nearly identical (Figure 2.2B). Only 159 genes had reproducible 
changes in gene expression of 2-fold or more (9 genes with increased expression, 
150 genes with decreased expression).  Gene ontology analysis did not reveal any 
functional relationships among these genes, suggesting that their altered expres-
sion is not indicative of a specific response to EC-tagging.  We conclude that EC-
tagging for periods as long as 24 hours does not adversely affect gene expression 
in Drosophila larvae. 
 

We tested EC-based RNA tagging in larvae by expressing CD:UPRT broadly 
in the nervous system and imaginal discs using GMR12B08-Gal4 [299], [300].  
GMR12B08 > CD:UPRT larvae and UAS-CD:UPRT larvae (without any Gal4 acti-
vation of CD:UPRT expression) were fed 5EC for 24 hours.  As a positive control, 
UAS-CD:UPRT larvae were fed 5-ethynyluridine (5EUd) for 24 hours.  5EUd is 
incorporated into RNA in all cells independent of CD or UPRT expression.  RNA 
blots revealed strong RNA tagging in 5EUd-fed larvae, relatively weaker RNA tag-
ging in GMR12B08 > CD:UPRT larvae (as expected, since fewer cells are capable 
of incorporating the RNA tag) and no RNA tagging in negative control larvae (Fig-
ure 2.3A). Next, we tested dose-dependent EC-tagging in a small population of 
neurons, using TH-Gal4 to express CD:UPRT in approximately 75 dopaminergic 
neurons of the central nervous system (CNS) [301]. 5EC dose-dependent RNA 
tagging occurred in TH-Gal4 > UAS-CD:UPRT larvae and no tagging was detected 
in negative control larvae, even after feeding high doses of 5EC (Figure 2.3B). 
Additionally, we observed time-dependent RNA tagging in larvae, with EU-RNA 
detected after 30 minutes in 5EUd-fed larvae and after 3 hours in 5EC-fed larvae 
that express CD:UPRT in a small population of mushroom body neurons (MB247-
Gal4 [302] > UAS-CD:UPRT) (Figure A.4).  
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Figure 2.3:  EC-tagging in Drosophila. (A) EC-tagging in larvae. CD:UPRT(-) larvae 
were fed either 500 µM 5EUd (positive control for RNA tagging) or 500 µM 5EC 
(negative control for RNA tagging) for 24 hours.  Larvae expressing CD:UPRT un-
der control of GMR12B08-Gal4 were fed 500 µM 5EC for 24 hours. Total RNA was 
analyzed by dot blot and the “RNA” and “SA-HRP” panels are as described for 
Figure 2.1. (B) 5EC dose-dependent EC-tagging in larval dopaminergic neurons. 
Larvae expressing CD:UPRT under control of TH-Gal4 or TH-Gal4 larvae alone 
(no CD:UPRT) were fed the indicated concentration of 5EC for 6 hours. (C) EC-
tagging in adult brains.  Adult flies expressing CD:UPRT under control of MB247-
Gal4 driver or control flies (UAS-CD:UPRT alone) were fed 1.0 mM 5EC for 16 
hours prior to RNA extraction from whole flies. (D) Cell type-specific mRNA enrich-
ment from larval peripheral nervous system neurons. Larvae expressing CD:UPRT 
under control of ppk-Gal4 were fed 500 µM 5EC (“EC-tag” sample) and matched 
larvae were fed 500 µM 5EUd (“total” sample).  mRNA abundance for the indicated 
genes was measured by RT-qPCR. Data are the average and standard error of 
the mean from two biological replicates (separate 5EC feeding, RNA purification, 
and RT-qPCR analysis).  
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In addition to EC-tagging in larval stages, we found that 5EC feeding resulted 
in robust RNA tagging in adult flies with MB247-Gal4 expressing CD:UPRT primar-
ily in mushroom body neurons of the brain [302] (Figure 2.3C) and in embryos with 
string-Gal4 (GMR32C12) expressing CD:UPRT primarily in the developing nerv-
ous system (Figure A.5). To further test the specificity and sensitivity of EC-tag-
ging, we used ppk-Gal4 to express CD:UPRT in a very small subset of larval pe-
ripheral nervous system cells [303]. Ppk > CD:UPRT L3 larvae were fed 5EC for 
24 hours prior to carcass dissection and RNA extraction. Carcass dissection pro-
vided a defined tissue population composed of known cell types: the rare 
CD:UPRT(+) neurons (ppk-Gal4 is expressed in only three multidendritic neurons 
per hemisegment) and a large excess of CD:UPRT(-) cells including muscle (30 
muscle fibers per hemisegment), oenocytes, and epidermis. To obtain reference 
tagged RNA from all cells, we fed larvae 5EUd for 24 hours prior to performing the 
same carcass RNA extraction.  Purified RNA containing the 5-ethynyluridine tag 
(EU-RNA) from ppk > CD:UPRT larvae and 5EUd-fed larvae was compared using 
reverse transcription – quantitative PCR (RT-qPCR) for two neural-specific tran-
scripts, Synaptotagmin 1 (Syt1) & starry night (stan), and two muscle-specific tran-
scripts, Myosin heavy chain (Mhc) & Muscle protein 20 (Mp20). These genes were 
selected because their cell type-specific expression is well known and their mRNA 
abundance in L3 carcasses has been measured by the modENCODE Anatomy 
RNA-seq Project [304]. The modENCODE RNA-seq data (linear values, scaled to 
maximum expression level) show that in L3 carcasses, the neural-specific tran-
scripts are present at low levels (expression values of 11 (Syt1) and 24 (stan)) and 
the muscle-specific transcripts are present at very high levels (expression values 
of 218 (Mhc) and 582 (Mp20). In our EC-tagging experiments, Syt1 and stan were 
enriched in the ppk > CD:UPRT EU-RNA while Mhc and Mp20 were depleted from 
the ppk > CD:UPRT EU-RNA (Figure 2.3D). The ability to enrich mRNAs tran-
scribed in a small number of target neurons and deplete much more abundant 
mRNAs transcribed in non-target cells suggested that EC-tagging is sensitive and 
cell type-specific, prompting us to further test EC-tagging using transcriptome-wide 
measurements.  

 
2.3.3 Cell type-specific transcriptome analysis 

 
To evaluate the use of EC-tagging in transcriptome analysis, we compared EU-

RNA purified from GMR12B08 > CD:UPRT larvae to EU-RNA purified from larvae 
fed 5EUd. We refer to RNA purified from GMR12B08 > CD:UPRT larvae as 12B08 
EU-RNA and RNA purified from the 5EUd-fed sample as whole larvae EU-RNA 
(Figure 2.4A). Independently processed biological replicates were prepared for 
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each condition and used to compare 12B08 EU-RNA and whole larvae EU-RNA 
by microarray analysis. As expected, microarray signals between biological repli-
cates correlated well, while correlations between 12B08 EU-RNA and 5EUd sam-
ples were much lower (Figure A.6). We first used 12B08 EU-RNA and whole larvae 
EU-RNA microarray data to test for any correlation between the efficiency of EU-
RNA purification and the number of uridines per mRNA. Transcripts with more ur-
idines are expected to incorporate more EU residues and this could favor their 
purification relative to transcripts with fewer uridines. We did not find any correla-
tion between uridine number and mRNA yields (Figure A.7), suggesting that all 
mRNAs are equally likely to incorporate the minimum number of EU tags required 
for efficient biotinylation and purification.  
 

Comparison of 12B08 EU-RNA and whole larvae EU-RNA identified 1,279 
mRNAs enriched two-fold or more in 12B08 EU-RNA and 405 mRNAs depleted 
two-fold or more in 12B08 EU-RNA. We performed GO analysis and found signifi-
cant overrepresentation of categories associated with GMR12B08-positive tissues 
(nervous system and imaginal discs) among the enriched genes and significant 
overrepresentation of categories associated with GMR12B08-negative tissues 
(epidermis and digestive system) among the depleted genes (Figure 2.4B). GO 
categories depleted in 12B08 EU-RNA also include categories associated with mi-
tochondrial activity. We previously observed decreased abundance of mitochon-
dria-associated mRNAs in the embryonic nervous system [126] and this may re-
flect the unique mitochondrial homeostasis needs of neurons [305]. Next, we com-
pared 12B08 EC-tagging results to data obtained by sequencing RNA from dis-
sected larval tissues, as reported in the modENCODE Anatomy RNA-seq data-
base [304]. Of the 1,279 mRNAs enriched two-fold or more by 12B08 EC-tagging, 
we identified 609 genes with corresponding RNA-seq counts above the “very low 
expression” threshold (Flybase annotation) in at least one of the following tissues: 
central nervous system (CNS), imaginal discs, and carcass (composed of muscle, 
epidermis, oenocytes and peripheral neurons). We used these RNA-seq data to 
calculate CNS / carcass and imaginal disc / carcass ratios and found that 524 
genes (86%) were enriched 1.5-fold or more in the CNS or imaginal discs accord-
ing to the modENCODE data (Figure 2.4C). Examples of EC-tagging versus 
modENCODE RNA-seq data are shown for expected enriched CNS genes in the 
“axon guidance” category and expected depleted digestive system genes in the 
“small molecule metabolism” category in Figure 2.4D. These comparisons of EC-
tagging and modENCODE data suggest that EC-tagging is similarly effective at 
identifying cell type-specific mRNAs without the need for any tissue dissection.  
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Figure 2.4: Comparison of EC-tagging and dissection-based transcriptome profil-
ing. (A) Expected specificity of RNA tagging in 12B08>CD:UPRT larvae fed 5EC 
versus larvae fed 5EUd. (B) GO categories overrepresented among 12B08 EU-
RNA enriched and depleted genes. Observed / expected value = frequency of cat-
egory genes in the 12B08 EU-RNA dataset / frequency in the Drosophila genome 
for the 1,279 genes enriched in 12B08 EU-RNA (plotted as positive values) and 
the 405 genes depleted in 12B08 EU-RNA (plotted as negative values). Heatmap 
= Bonferroni-corrected p-values. (C) Relative expression levels for 609 genes en-
riched ≥2-fold in 12B08 EU-RNA with corresponding modENCODE Anatomy RNA-
seq data. 12B08 / whole larvae EU-RNA ratios are plotted on the y-axis and 
modENCODE CNS / carcass ratio or imaginal disc / carcass ratio is plotted on the 
x-axis. (D) 12B08 / whole larvae EU-RNA values (EC-tagging) and modENCODE 
Anatomy RNA-seq CNS / carcass (axon guidance category) or CNS / digestive 
system (small molecule metabolism category) ratios are shown as “Neural / Ref-
erence” values (y-axis). EC-tagging data are the average and standard error of the 
mean for multiple measurements across biological replicate microarrays. 
 
 

To test our prediction that EC-tagging provides greater sensitivity and specific-
ity than TU-tagging, we compared the ability of these methods to purify mRNA from 
mushroom body neurons of the larval brain. Mushroom body neurons comprise an 
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important learning and memory center [306] and while gene expression in the adult 
mushroom body has previously been investigated [307], [308], the transcriptional 
program of larval mushroom body neurons is less well-defined. We used MB247-
Gal4 to express CD:UPRT in mushroom body neurons and fed L3 larvae 1.0 mM 
5EC or 1.0 mM 4-thiouracil (4TU) prior to purification of tagged RNAs. CD:UPRT-
transgenic larvae work for EC-tagging and TU-tagging since the CD:UPRT enzyme 
converts 4-thiouracil as efficiently as the UPRT enzyme alone (Figure A.8). We 
refer to potential mushroom body-specific RNA samples as MB EU-RNA (EC-tag-
ging) and MB TU-RNA (TU-RNA). MB EU-RNA was compared to whole larvae EU-
RNA purified from EUd fed larvae and MB TU-RNA was compared to whole larvae 
TU-RNA purified from 4-thiouridine (4sUd) fed larvae. Biological replicate microar-
rays were analyzed for all samples and there was little variation between replicates 
but considerable variation between EC-tagging and TU-tagging samples (Figure 
A.9).  

 
EC-tagging identified 1,011 mRNAs enriched two-fold or more in MB EU-RNA 

and TU-tagging identified 639 mRNAs enriched two-fold or more in MB TU-RNA. 
There was very little overlap in the set of enriched genes identified by EC-tagging 
and TU-tagging: only 51 genes were enriched in both MB EU-RNA and MB TU-
RNA and we did not identify any functional relationship or cell type-specificity 
shared by these genes (according to GO analysis and Flybase annotations). To 
test for mushroom body mRNA enrichment, we analyzed 25 signaling pathway 
genes expressed in the adult mushroom body [307] (positive control genes, the 
selection criteria of which are described below in section 2.5.12) and 49 predicted 
muscle-specific genes [309] (negative control genes, the selection criteria of which 
are described below in section 2.5.12). As shown in Figure 2.5A, 23 positive control 
genes were enriched greater than 1.8-fold by EC-tagging and only one negative 
control gene was enriched by EC-tagging. In contrast, TU-tagging did not yield any 
enrichment of positive control mRNAs (signals were similar to those obtained for 
negative control genes) and 8 of the 25 mushroom body mRNAs were below the 
limit of detection in the MB TU-RNA sample (Figure 2.5A).  Since MB247 ex-
presses Gal4 in a small group of brain neurons and GMR12B08 expresses Gal4 
broadly in the nervous system, we predicted that MB EU-RNA would have greater 
enrichment of mushroom body mRNAs and 12B08 EU-RNA would have greater 
enrichment of widely-expressed neuronal mRNAs. This was indeed the case: 
mRNAs expressed primarily in the mushroom body (based on published larval ex-
pression data ( [310][311][312][313][314][315]) were strongly enriched in MB EU-
RNA but absent or non-enriched in 12B08 EU-RNA (Figure 2.5B).  
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Figure 2.5: EC-tagging in larval mushroom body neurons. (A)  MB / whole larvae 
EU-RNA ratios and MB / whole larvae TU-RNA ratios for 25 positive control mush-
room body genes and 49 negative control muscle genes. Wilcoxon rank sum test 
p-value is shown (n.s. = not significant).  Values below zero represent genes that 
were not detected (n.d.) in MB EU-RNA. (B and C) Enrichment of mushroom body 
transcripts versus broadly expressed neuronal transcripts in MB EU-RNA, 12B08 
EU-RNA. Data are the average and standard error of the mean for multiple meas-
urements across replicate microarrays. Values for error bars that don’t fit on the 
graph are: prt (±2.3), ey (±2.4), trio (±3.5). Small red bars below zero indicate the 
gene was not detected in 12B08 EU-RNA. (D) GO categories enriched in the 
12B08 versus MB datasets. Venn diagram represents the 210 GO categories en-
riched in the 12B08 dataset (red, 151 unique), the 75 GO categories enriched in 
the MB dataset (blue, 16 unique), and the 59 overlapping categories (purple). Ppk 
is listed as a gene of interest in the MB-specific “ion transport” category. (E) Con-
firmation of ppk expression in a small number of mushroom body neurons. Cell 
bodies (arrowhead) and partial dendrite projections (asterisk) are shown for GFP+ 
neurons in ppk>UAS-mCD8:GFP larval brains. Antibody staining for the mush-
room body transcription factors (Ey) and (Dac) is shown in magenta.  The dorsal 
region of a single brain hemisphere is shown (anterior down, medial left).   
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In contrast, mRNAs expressed broadly in the nervous system were strongly en-
riched in 12B08 EU-RNA and weakly enriched in MB EU-RNA (Figure 2.5C).  Nei-
ther mushroom body genes nor broadly expressed nervous system genes were 
enriched in MB TU-RNA.  
 

We next compared GO categories enriched in the 12B08 EU-RNA, MB EU-
RNA, and MB TU-RNA datasets. Surprisingly, the only non-redundant GO cate-
gory enriched by MB TU-tagging was “chitin-based cuticle development”, suggest-
ing that non-specific incorporation of 4-thiouracil may be particularly strong in the 
epidermis (data not shown). In contrast, the MB EU-RNA data showed significant 
enrichment of categories associated with neural function (Figure 2.5D). Aligning 
the MB EU-RNA and 12B08 EU-RNA data revealed distinct gene expression cat-
egories. Of 210 non-redundant GO categories enriched in the 12B08 dataset, 151 
were unique to this dataset and 59 were shared between the 12B08 and MB da-
tasets. 12B08-specific GO categories include “motor neuron axon guidance”, “mi-
totic cell cycle”, and “imaginal disc pattern formation”. The absence of these cate-
gories from the MB dataset is expected since MB247-Gal4 is not expressed in 
motor neurons, mitotic progenitors or imaginal discs [316]. Of 75 non-redundant 
GO categories enriched in the MB dataset, 16 were unique to the MB dataset. MB-
specific GO categories are associated with mushroom body properties such as 
neuropeptide signaling, G protein-coupled receptor signaling, and behavior. Neu-
ropeptide and G protein-mediated signaling pathways regulate activity in the adult 
mushroom body [317] and our data suggest these signaling systems also function 
in larval learning and memory. In contrast, Wnt and Notch signaling categories 
were only enriched in the 12B08 dataset.  This likely reflects the fact that Wnt and 
Notch signaling is widespread in the nervous system [318], [319] and imaginal 
discs [320] and not restricted to or elevated in the mushroom body like the neuro-
peptide and G protein-mediated pathways. 

 
“Ion transport” is another GO category unique to the MB dataset. Within this 

category, we were surprised to find the pickpocket gene identified as a MB-en-
riched transcript. Pickpocket is a voltage-insensitive ion channel involved in larval 
locomotion [303] and mechanical nociception [321]. Pickpocket is best known for 
its expression and function in the peripheral nervous system and so we sought to 
confirm ppk expression in mushroom body neurons. Ppk-Gal4 matches endoge-
nous ppk expression and is expressed in a small number of brain cells [303], but 
the identity of these ppk-Gal4+ brain cells was not previously determined. We used 
ppk-Gal4 to express UAS-mCD8:GFP (membrane-anchored GFP) and identified 
between two and four GFP+ mushroom body neurons per brain hemisphere.  
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Mushroom body identity was determined by co-localization with Eyeless and 
Dachshund (transcription factors expressed in the mushroom body [314]) (Figure 
2.5E), and neuron projections into the mushroom body calyx, peduncle and lobes 
(Figure A.10). Our discovery of a small population of ppk-expressing mushroom 
body neurons confirms the sensitivity and specificity of EC-tagging. 

 
 

2.4 Discussion 
 
Here, we show that combinatorial control of CD expression, UPRT expression, 

and 5EC delivery allows purification of cell type-specific RNAs without the need to 
physically isolate cells of interest. While dissection-based transcriptome profiling 
experiments yield valuable information, such approaches are often labor intensive, 
may alter gene expression as a result of tissue manipulations, and may be limited 
in the degree of cell type-specificity that can be achieved. Here we show that EC-
tagging yields tissue-specific gene expression data similar to those obtained by 
the dissection-based modENCODE Anatomy RNA-seq project.  

 
Additionally, we show that EC-tagging provides a significant improvement over 

its methodological precursor TU-tagging. EC-tagging was sensitive and specific 
enough to enrich for rare mushroom body mRNAs from a mixture of all larval 
mRNAs, while TU-tagging failed to identify mushroom body mRNAs in parallel ex-
periments.  The failure of TU-tagging to enrich for mushroom body-specific mRNAs 
was likely due to widespread RNA-tagging via endogenous Drosophila UPRT 
[272]. Background RNA labeling is a known limitation of TU-tagging and may be 
partially avoided by dissection of relevant tissues, as previously described [266], 
[285], [322], [323]. In Drosophila larvae, non-specific TU-tagging appears strong-
est in tissues outside the CNS and CNS dissection has been used to improve the 
signal to noise [285], [323]. There are approximately 700 MB247-Gal4-positive 
mushroom body neurons in L3 larvae [316] and L3 larvae are composed of at least 
one million cells. We therefore estimate that in our mushroom body RNA tagging 
experiments, the target cells constitute as little as 0.07% of the population. Given 
this low percentage, it is not surprising that TU-tagging applied to whole larvae 
failed to enrich mushroom body mRNAs. In contrast, EC-tagging effectively iden-
tified known or predicted larval mushroom body transcripts and led to the discovery 
of a novel mushroom body-expressed gene, ppk. While target mRNA enrichment 
by EC-tagging in the MB247-Gal4 and 12B08-Gal4 populations was robust, deple-
tion of transcripts from non-target tissues was variable. As shown for MB EC-tag-
ging, several muscle-specific genes had MB / whole larvae EU-RNA ratios close 
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to 1.0. These mRNAs are highly abundant in larvae (based on modENCODE RNA-
seq data) and we expect such transcripts to be difficult to completely remove dur-
ing EU-RNA purification. EC-tagging is more effective at depleting less abundant 
off-target transcripts, as demonstrated by the depletion of “cuticle development” 
and “small molecule metabolism” mRNAs in the 12B08 EC-tagging experiments. 
Our comparison of 12B08 EC-tagging and modENCODE data for small molecular 
metabolism mRNAs shows that the dissection-based method gives higher levels 
of depletion, but this is expected when analyzing relatively pure dissected samples 
(as in the modENCODE approach) versus analyzing mRNA purified from a mixture 
of all larval RNAs (as in EC-tagging). Another source of off-target transcripts may 
be RNA tagged via 5EU excreted from CD:UPRT+ cells, as observed in SH-SY5Y 
cells. However, depletion of muscle transcripts in our ppk-Gal4 > CD:UPRT exper-
iments (where 5EU could be excreted from the CD:UPRT(+) neurons and taken 
up by the surrounding muscle fibers) and rare off-target transcript enrichment in 
our transcriptome profiling experiments (the 12B08 EC-tagging and MB EC-tag-
ging experiments) argues against significant 5EU excretion during EC-tagging in 
Drosophila. We conclude that while enrichment of cell type-specific transcripts by 
EC-tagging is sensitive and robust, depletion of off-target transcripts may be vari-
able and is likely due to non-specific capture of untagged RNAs during the purifi-
cation step.   

 
There are multiple parameters to consider when designing an EC-tagging ex-

periment. One parameter is the duration of 5EC exposure. Long 5EC exposure 
increases the abundance of tagged RNAs in target cells and allows cell type-spe-
cific mRNA discovery starting from a small amount of input material. In our 24-hour 
EC-tagging experiments, EU-RNA for microarray analysis was obtained from 20 
µg of biotinylated input RNA (starting from 20-30 L3 larvae). While we did not de-
tect any morbidity, mortality, or major changes in gene expression after 24 hours 
of ubiquitous EC-tagging, future users of EC-tagging may want to investigate po-
tential side effects in the context of their experimental system (particularly if feeding 
5EC for more than 24 hours). It is important to note that long periods of 5EC expo-
sure are not a requirement for effective EC-tagging. In addition to the fact that we 
detected robust dose-dependent EC-tagging in a small population of dopaminergic 
neurons after 6 hours of 5EC feeding (Figure 2.3B), we also managed to detect 
tagged RNA from CD:UPRT(+) mushroom body neurons after 3 hours of 5EC feed-
ing and tagged RNA from all cells after 30 minutes of 5EUd feeding (Figure A.4). 
The rapid incorporation of 5EUd suggests that short exposure times will work for 
EC-tagging but will require increased amounts of input RNA (compared to what we 
used following a 24-hour exposure) for detection and purification of EU-RNA.  
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The type of RNA populations to be compared for expression profiling is another 
important consideration for EC-tagging. Here we compared purified EU-RNA from 
CD:UPRT(+) cells to purified EU-RNA from all cells (via 5EUd feeding). This de-
sign allowed comparison of equivalent biosynthetically tagged transcripts and en-
sured that each sample underwent identical processing steps. An alternative is to 
compare purified EU-RNA to input (pre-purification) RNA, but this approach may 
introduce biases. One potential problem is that EU is only incorporated into RNAs 
made during 5EC exposure while the input RNA contains all RNAs, including those 
transcribed prior to 5EC exposure. Therefore, weakly transcribed mRNAs that are 
degraded slowly will be more abundant in the input RNA, even if transcription and 
decay rates are equal in target and non-target cells. Conversely, rapidly degraded 
mRNAs will be more abundant in the purified EU-RNA pool, particularly when using 
short labeling times and enriching for nascent mRNAs. Another potential problem 
when comparing purified EU-RNA and input RNA is that the samples are pro-
cessed differently prior to transcriptome profiling: the biotinylation and purification 
steps may alter EU-RNA relative to input RNA. These potential problems are 
avoided when comparing purified EU-RNA from CD:UPRT(+) cells to purified EU-
RNA from all cells. Another design consideration for EC-tagging is the potential 
use of intersectional approaches to express CD and UPRT, or the split-CD halves 
plus UPRT, from different enhancers. This could refine cell type targeting in mixed 
cell cultures and in vivo.  In Drosophila and other organisms with endogenous ura-
cil incorporation pathways, we predict that combinatorial control of split-CD expres-
sion combined with enhanced 5EU incorporation via targeted UPRT expression 
will give the greatest intersectional expression specificity. As a final experimental 
design option, we found it useful to compare EC-tagging results from related cell 
populations with well-defined distinctions. 12B08-Gal4 EC-tagging and MB247-
Gal4 EC-tagging both enriched for neural transcripts but comparing transcriptome 
data from each Gal4 line allowed us to distinguish broadly expressed neural genes 
from mushroom body-specific neural genes. These data should prove useful for 
identifying novel mushroom body properties, as demonstrated by our discovery of 
pickpocket-expressing mushroom body neurons.  The discovery of these neurons 
reveals previously unknown cellular heterogeneity in the larval mushroom body 
and suggests that the pickpocket-expressing neurons respond to modalities that 
are distinct from those previously described in the mushroom body [324].   
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2.5 Approach 
 
2.5.1 5-ethynylcytosine (5EC) synthesis 
 

As described in Figure 2.6, 5-ethynylcytosine (5EC) was prepared by coupling 
5-iodocytosine (1) with trimethylsilylacetylene under Sonogashira conditions to af-
ford the intermediate 2 in 87% yield [325]. The trimethylsilyl protecting group was 
removed with concentrated aqueous NH3 to give 5EC. The intermediate (2) and 
final product were spectroscopically characterized and the data for 5EC matched 
that reported. 
 

 
Figure 2.6: Scheme detailing the synthesis of 5-ethynylcytosine (5EC). Compound 
(1) is 5-iodocytosine. TMSA = Trimethylsilylacetylene. TEA = triethylamine. 
 

Preparation of intermediate compound (2): A mixture of 5-iodocytosine (com-
pound (1) in Figure 2.6, 105 mg, 0.44 mmol), Pd(PPh3)2Cl2 (15 mg, 0.021 mmol), 
CuI (8 mg, 0.042 mmol), anhydrous triethylamine (268 mg, 2.65 mmol) and 0.8 mL 
of dry DMF was degassed by bubbling argon at 25 °C for 1 h. Trimethylsilyl acet-
ylene (152 mg, 1.55 mmol) was added and the mixture was stirred at 25 °C for 45 
min. The reaction mixture was diluted with MeOH and filtered (5 mL). The precipi-
tate was washed with H2O (3 × 10 mL), acetone (2 × 5 mL), and dried to give 
compound (2) (Figure 2.6) as an off-white solid: yield 80 mg (87%). 1H NMR 
(DMSO-d6) δ 11.11 – 10.67 (m, 1H), 7.73 (s, 2H), 6.61 – 6.30 (m, 1H), 0.20 (s, 
9H). 

 
Preparation of 5EC. A suspension of 70 mg (0.34 mmol) of compound (2) (Figure 
2.6) in concentrated aqueous NH3 (2 mL) and MeOH (0.5 mL) was stirred in a 
sealed reaction vessel for 2 days. The reaction mixture was concentrated under 
reduced pressure to obtain 3 as a brown solid: yield 40 mg (87%). 1H NMR (DMSO-
d6) δ 11.10 – 10.46 (m, 1H), 7.74 (s, 1H), 7.71 – 7.41 (m, 1H), 6.81 – 6.52 (m, 1H), 
4.30 (s, 1H). 
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2.5.2 5-ethynyluracil (5EU) synthesis 
 

5-Iodouracil (compound (1) in Figure 2.7, 2000 mg, 8.4 mmol, 1 eq), TMS-acet-
ylene (2.4 mL, 16.8 mmol, 2 eq), Et3N (4.7 mL, 33.6 mmol, 4 eq), Pd(PPh3)4  
(196mg, 0.17 mmol, 0.02 eq), and CuI (65 mg, 0.34 mmol, 0.04 eq) were dissolved 
in 25 mL of degassed EtOAc. The suspension was stirred at room temperature for 
3 hrs under Ar. The suspension was then filtered and washed with EtOAc. The 
extract was collected and dissolved in 10 mL of 1 M NaOH and stirred at room 
temperature for 2 hrs. The solution was then diluted with 10 mL of H2O and con-
centrated in vacuo. The residue was then redissolved in 10 mL of H2O and AcOH 
was added until a pH of 5 was reached. The suspension was then set on ice for 
30 mins and filtered. The extract was washed with H2O, acetone, and Et2O. The 
extract was then dried in vacuo to give 5EU (823 mg, 72%) as an off white solid. 
Spectra are in agreement with those reported in the literature previously [326]. 
HRMS Calcd for C6H4N2O2 [M-H-] 135.0195, found 135.0195; 1H NMR (400 MHz, 
DMSO) δ 11.29 (s, 2H), 7.78 (s, 1H), 3.99 (s, 1H).  

 
 

 
 
 

 
 

Figure 2.7: Scheme detailing the synthesis of 5-ethynyluracil (5EU). Compound 
(1) is 5-iodouracil. TMSA = Trimethylsilylacetylene. TEA = triethylamine. 
 
 
2.5.3 Cell culture and expression constructs  
 

HeLa cells (American Type Culture Collection (ATCC)) and SH-SY5Y human 
neuroblastoma cells (provided by Prof. Kitazawa) were cultured using standard 
methods and transfected using Lipofectamine (ThermoFisher). A Saccharomyces 
cerevisiae (S.c.) CD:UPRT fusion construct, pSELECT-zeo-FcyFur (InvivoGen), 
was used to PCR amplify S.c.CD, S.c.UPRT and S.c.CD:UPRT for the following 
constructs: pcDNA3.3_HA-CD:UPRT, pcDNA3.3_GFP-S.c.CD, pcDNA3.3_GFP-
S.c.CD:UPRT and pcDNA3.1(zeo)_mCherry-S.c.UPRT.   

 
Split CD constructs were made by chemical synthesis (IDT) of the N-terminal 

CD(A23L)1-77 and C-terminal CD(V108I, I140L, T95S, K177E)57-158 fragments. 
The N-terminal CD was fused to C-terminal leucine zipper sequence: 
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ALKKELQANKKELAQLKWELQALKKELAQ and the C-terminal CD was fused to 
N-terminal leucine zipper sequence: EQLEKKLQALEKKLAQLEWKNQAL-
EKKLAQ [327]. The leucine zipper-fused split CD fragments were sub-cloned into 
pcDNA3.3.  
 
2.5.4 Drosophila genetics  
 

pUAS-HA-CD:UPRT-attB constructs (containing either a N-terminal HA-tagged 
Saccharomyces cerevisiae S.c. CD:UPRT fusion gene or a Drosophila codon-op-
timized CD:UPRT fusion gene) were used to generate second and third chromo-
some UAS-CD:UPRT lines for both the S.c.CD:UPRT and optimized CD:UPRT.  

 
The following Gal4 lines were obtained from the Bloomington Drosophila Stock 

Center: Act5C-Gal4 (#25374), GMR12B08-Gal4 (#48489), ppk-Gal4 (#32078 and 
#32079), MB247-Gal4 (#50742), Canton-S-iso2B (#9514), da-Gal4; da-Gal4 
(#55849) and 10XUAS-IVS-mCD8-GFP (#32185). TH-Gal4 was provided by Prof. 
F. Wolf. 
 
2.5.5 RNA-sequencing human cell lines  
 

Library preparation (using oligo-dT priming), RNA-sequencing and data analy-
sis were performed using the Beijing Genome Institute’s RNA-Seq. service.  Gene 
ontology analysis of differentially expressed genes was performed using DAVID 
[328] and only categories with an enrichment ≥ 2.0 and Bonferonni-corrected p-
values of less than 0.001 were considered significant. 
 
2.5.6 5EC toxicity assays  
 

Toxicity assays in cell lines:  5,000 control HeLa cells or CD:UPRT(+) HeLa 
cells were added per well in a 96-well plate. Cells were pre-incubated for 24 hours 
prior to addition of the indicated concentration of 5EC or 5FC (InvivoGen). At the 
indicated timepoints, 10 µl of Cell Counting Kit-8 (CCK-8) solution (Sigma) was 
added to each well and 450 nm absorbance was measured one hour later.  Percent 
cell viability was calculated as A450 nm treated cells / A450 nm untreated control 
x100. 

 
Toxicity assays in Drosophila: Act5C-Gal4 / CyO ; UAS-CD:UPRT larvae and 

Canton-S controls were hatched onto standard fly media with or without 500 µM 
5EC.  Larval mortality was counted every 24 hours. 
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2.5.7 5EC / 5EUd treatment, RNA biotinylation, and EU-RNA de-
tection 

 
5EC and 5EUd (ThermoFisher) were suspended in DMSO and added to cell 

culture media or yeast-free Drosophila media at the indicated concentrations. Dro-
sophila media must be yeast-free to avoid yeast converting 5EC to 5EUd and 
transfer of 5EUd to Drosophila that ingest the yeast. Total RNA extraction was 
performed using the standard Trizol method. RNA to be biotinylated (10 – 30 µg) 
was first treated with RNAse-free DNAse (Qiagen) followed by RNeasy Mini col-
umn (Qiagen) clean-up. RNA biotinylation was performed using PEG4-carbox-
amide-6-azidohexanyl-biotin and Click-iT reagents according the manufacturer’s 
protocol (ThermoFisher) or biotin-dPEG7-azide (Sigma-Aldrich) and custom rea-
gents as previously described [289].   

 
For Click-iT-based biotinylation, 10- 30 µg of input RNA was mixed with 25 µl 

Click-iT EU buffer (buffer B), 4 µl CuSO4, and PEG4-carboxamide-6-azidohexa-
nyl-biotin at a concentration of 1mM (final volume adjusted to 47.25 µl with RNAse 
free water) then mixed by pipetting before adding 1.25 µl Click-iT EU reaction 
buffer additive 1 (buffer E). The reaction was immediately mixed by pipetting and 
incubated 3 minutes at room temperature before adding 1.5 µl Click-iT EU reaction 
buffer additive 2 (buffer F) followed by a final round of mixing by pipetting. For the 
custom biotinylation reaction, 10 - 30 µg of input RNA (up to 34 µl) was mixed with 
5 µl of 20 mg/ml tris-(3-hydroxypropyltriazolylmethyl) amine (THPTA), 1 µl of 100 
mM CuSO4, 5 µl of 200 mM sodium ascorbate, 5 µl of 10 mM biotin-dPEG7-azide 
and RNAse-free water to adjust the final volume to 50 µl. In both cases, the bioti-
nylation reaction was incubated in a thermomixer at 700 rpm, 25oC for 30-45 
minutes. The biotinylation reaction was stopped with addition of 450 µl HEPES 
buffer (10 mM HEPES pH7.5, 1 mM ethylenediaminetetraacetic acid (EDTA)) and 
500 µl of chloroform followed by vigorous mixing, transfer to Phase Lock Gel Heavy 
tubes (ThermoFisher), and centrifugation at 16,000 x g for 10 minutes at 4oC.  The 
aqueous phase was subjected to a second round of chloroform extraction using 
Phase Lock Gel Heavy tubes and centrifugation at 16,000 x g for 10 minutes at 
4oC.  RNA was precipitated from the final aqueous phase by adding 50 µl 5M NaCl 
and 450 µl isopropanol, mixing well, incubating at room temperature for a minimum 
of 10 minutes, then centrifuging at 12,000 x g for 15 minutes at 4 oC (longer incu-
bation and centrifugation times may increase yields if a pellet is not visible after 
the first spin). Pelleted RNA was washed with 1.0 ml 75% ethanol twice then re-
suspended in 20 – 30 µl RNAse-free water. RNA blot detection of biotinylated RNA 
with streptavidin-HRP was performed as previously described [285]. Dot blots and 
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slot blots were loaded with either 1 µg or 5 µg of total RNA (equal loading for 
samples being compared on a single blot) following the biotinylation reaction and 
clean-up. RNA-transfer blots were loaded with 10 µg of total RNA treated with an 
equal volume of NorthernMax-Gly Sample Loading Dye (Ambion) following stand-
ard northern blot protocol. 
 
2.5.8 EU-RNA capture on streptavidin beads 
 

Biotinylated EU-RNA was captured using Dynabeads MyOne Strepatvidin T1 
(Invitrogen) with 50 µl of beads for 20 µg of biotinylated RNA (roughly equivalent 
to the biotin-reacted RNA obtained from 20-30 third instar larvae). The following 
buffers were used, based on a previous protocol [329]: Solution A (0.1 M NaOH, 
and 0.05 M NaCl); Solution B (0.1 M NaCl); Tris.HCl-NaCl-EDTA (TNE) 2.0 buffer 
(10 mM Tris.HCl pH 7.5, 1 mM EDTA, and 2 M NaCl); Blocking & Washing (B&W) 
Buffer (5 mM Tris.HCl pH 7.5, 0.5 mM EDTA, and 1 M NaCl); TNE 0.2 Buffer (10 
mM Tris.HCl pH 7.5, 1 mM EDTA, and 200 mM NaCl); and Wash Buffer 65 (100 
mM Tris.HCl pH 7.5, 10 mM EDTA, 1 M NaCl and 0.1% Tween 20). Prior to adding 
RNA, beads were washed twice with B&W buffer at room temperature; twice with 
Solution A at room temperature; twice with Solution B at room temperature; twice 
with TNE 2.0 buffer at room temperature; once with Wash 65 Buffer at 65oC with 
vigorous mixing; and twice with TNE 0.2 at room temperature. Beads were subse-
quently incubated in a blocking solution (10 mM Tris.HCl, pH 7.5; 1 mM EDTA; 0.2 
M NaCl; 2 mg/ml nuclease-free bovine serum albumin (BSA); and 1 µg/ml poly(de-
oxyinosinic-deoxycytidylic) acid) for 24 hours at 4oC. Following the blocking steps, 
beads were washed three times with B&W buffer. RNA samples were denatured 
at 70oC for 5 minutes followed by an incubation period of 3 minutes on ice. Dena-
tured RNA was incubated with the blocked beads in a mixture of B&W buffer, 2 µl 
of RNAseOUT Recombinant Ribonuclease Inhibitor (Invitrogen) and nuclease-free 
water for a final volume of 2.5 ml (for 10 µg of RNA) or 5 ml (for 20 µg of RNA). 
The RNA and beads mixture were incubated in the dark at room temperature for 
30-45 minutes with gentle rotation to prevent the beads from settling. Beads were 
then subjected to a number of high stringency washes (1.0 ml each) to remove 
non-biotinylated RNA: four washes with TNE 2.0 at room temperature; four washes 
with B&W buffer at room temperature; four washes with Wash 65 Buffer at 65oC 
with vigorous mixing; and four washes with TNE 0.2 buffer at 65oC with vigorous 
mixing. After the last wash, the beads were directly used for RT-qPCR (detailed 
below in section 2.5.10) or cRNA synthesis (detailed below in section 2.5.11).  
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2.5.9 TU-tagging 
 

Larvae were fed 1.0 mM 4-thiouracil (4TU) (Sigma-Aldrich) or 1.0 mM 4-
thiouridine (4sUd) (Sigma-Aldrich) as previously described [285]. Whole larvae 
were used for total RNA extraction using Trizol reagent. Total RNA was reacted 
with MTSEA-biotin (Biotium) followed by streptavidin-bead purification and elution 
according to published protocols [287].  A total of 20 µg of input RNA was used for 
all purifications (matching input amounts used for EC-tagging experiments) and 
100 ng of eluted TU-RNA was used for cRNA probe generation (as described be-
low in section 2.5.11). 
 
2.5.10 RT-qPCR 
 

Real-time PCR quantitation was performed on a Rotor-Gene Q (Qiagen) in 20 
µL reactions using QuantiTect Primer Assays (Qiagen) and SYBR green detection. 
Ct values were normalized to an RpL32 internal reference and relative abundance 
calculated by the equation, fold-change = 2-Δ(ΔCt). RT-qPCR analysis was per-
formed on biological replicate samples with cDNA synthesis performed using EU-
RNA on beads for one sample and cDNA synthesis performed on eluted EU-RNA 
for the other sample. Dynabeads with bound EU-RNA or eluted EU-RNA were 
used to make cDNA using the SuperScript VILO cDNA Synthesis Kit (Invitrogen). 
For EU-RNA on beads, cDNA synthesis was performed with the recommended 
reaction volume scaled to 50 µl: After the final EU-RNA purification wash, the 
beads were re-suspended in 25 µl of TNE 0.2 buffer (10 mM Tris.HCl pH 7.5, 1 
mM EDTA, and 200 mM NaCl). A total of 10 µl 5X VILO reaction mix was then 
added to the bead solution, mixed by pipetting, and incubated at 25oC for 10 
minutes with continuous mixing on a thermomixer to prevent the beads from set-
tling. Afterwards, 10 µl RNAse-free water and 5 µl Superscript enzyme mix were 
added to the reaction then mixed by pipetting. The reaction was incubated at 42oC 
for 1 hour with continuous mixing on a thermomixer. The reaction was then heated 
to 85oC for five minutes to terminate cDNA synthesis and to release cDNA from 
the beads.  This cDNA was directly used in qPCR reactions. An alternative ap-
proach (used for one of the replicate RT-qPCR experiments) is to elute EU-RNA 
from the beads using an elution buffer (20 mM Tris.HCl, 1 mM EDTA, 0.5% SDS, 
1 mM d-Biotin (Sigma-Aldrich), and 20 U Proteinase K (Life Technologies)), based 
on a previously described protocol [330]. For elution, beads with bound EU-RNA 
were incubated in 300 µl of elution buffer for 30 minutes with vigorous mixing on a 
thermomixer at 65oC. Beads were then collected by magnet and the supernatant 
was aliquoted to a new tube. EU-RNA was extracted from the supernatant once 
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with a mixture of 3M sodium acetate and acid phenol/chloroform, and twice with 
chloroform. EU-RNA was then precipitated with isopropanol and 2 µl of linear pol-
yacrylamide (20 mg/ml). Pellets were washed twice with 75% ethanol and resus-
pended in nuclease-free water.   
 
2.5.11 Microarrays 
 

The Low Input Quick Amp Labeling Kit (Agilent) was used to make Cy3-labelled 
cRNA from EU-RNA bound to beads or 100 ng of eluted TU-RNA.  cRNA synthesis 
from eluted TU-RNA followed the manufacturer’s protocol. The protocol was 
slightly modified for cRNA synthesis from EU-RNA on beads. Following the final 
EU-RNA purification step (described above in section 2.5.8), approximately 6 µl of 
EU-RNA+beads remain. The EU-RNA plus beads mixture was combined with 3 µl 
of diluted One-Color Spike-In Control RNA (Agilent) and 5.4 µl of T7 primer mix.  
All subsequent cDNA synthesis steps were performed per the manufacturer’s pro-
tocol, but all reagent volumes were increased 3-fold: 6 µl 5x first-strand buffer, 3 
µl dithiothreitol (DTT), 1.5 µl dNTP mix, 3.6 µl Affinity Script RNAse block mix. The 
cDNA synthesis reaction was incubated at 40oC for two hours with continuous 
mixing on a thermomixer followed by incubation at 85oC for five minutes followed 
by immediate bead collection using a magnetic stand to remove the cDNA solution 
(approximately 22 - 25 µl cDNA).  This cDNA was then used for cRNA synthesis 
according to the manufacturer’s protocol, with transcription mix reagent volumes 
increased 3-fold: 9.6 µl 5X transcription buffer, 1.8 µl DTT, 3 µl NTP mix, 0.63 µl 
T7 RNA polymerase blend, 0.72 µl Cy3-CTP, and RNAse-free water to bring final 
volume to 48 µl. cRNA purification for TU-RNA and EU-RNA samples was per-
formed using RNeasy Mini Kit columns (Qiagen). 

 
Microarray analysis was performed using Agilent 4 x 44k Gene Expression Mi-

croarrays.  All microarray data are based on pooled biological replicate RNA sam-
ples that were subsequently used for independent processing in duplicate micro-
arrays (independent RNA extraction, biotinylation, EU-RNA / TU-RNA purification, 
and cRNA synthesis).  A total of 1.65 µg of cRNA was hybridized to microarrays at 
65oC for 17 hours followed by washing according to standard Agilent protocols. 
Microarrays were scanned with a GenePix 4000B scanner. Post-processing of mi-
croarray data was performed using the computing environment R. Spots with fluo-
rescence intensity < 66% above background were excluded. Spot fluorescence 
minus background fluorescence signal was normalized by first excluding the bot-
tom 10% lowest fluorescence spots and the top 10% highest fluorescence spots, 
calculating the mean fluorescence for the remaining spots, then applying a 



CHAPTER 2. EC-TAGGING ALLOWS CELL TYPE-SPECIFIC RNA ANALYSIS 42 

normalization factor to all spots so that the mean signal is equivalent across all 
microarrays directly compared to each other. Average signal intensity per spot was 
calculated from biological replicate microarrays and then used to calculate target 
EU-RNA / whole larvae EU-RNA (5EUd-fed) ratios and target TU-RNA / whole 
larvae TU-RNA (4sUd-fed) ratios. Ratios per spot were then used to calculate the 
average ratio and standard deviation per gene (most genes are represented by 
multiple spots on the microarray). For determination of enrichment in Gal4-driver 
targeted populations, spots with 12B08 EU-RNA, MB EU-RNA or MB TU-RNA nor-
malized signal intensity less than 300 (cutoff determined by analysis of signal in-
tensity for negative control genes that are not transcribed in larvae) were excluded 
from the per gene ratio calculations. For determining depletion, spots with whole 
larvae EU-RNA or whole larvae TU-RNA normalized signal intensity less than 300 
were excluded from the per gene ratio calculations.  All raw and normalized micro-
array data are available through the NCBI GEO series record GSE94346.   
 
2.5.12 Transcriptome data analysis  
 

Gene ontology analysis of all Drosophila data (Figures 2.4 and 2.5) was per-
formed using GO-Term Finder [331] and only included named genes (i.e. genes 
known only by an annotation symbol or “CG number” were excluded as they tend 
to lack ontology information). Only categories with an enrichment ≥ 2.0 and Bon-
feronni-corrected P-values of less than 0.001 were considered significant. Redun-
dant GO categories were identified based on nearly identical gene lists and similar 
category names. Alignment of all non-redundant significantly enriched GO catego-
ries from the MB247 and 12B08 datasets allowed identification of the overlapping 
and non-overlapping GO categories summarized in Figure 2.5D.  

 
Positive control mushroom body genes shown in Figure 2.5A were selected 

from the Crocker et al. [307] list of neurotransmitter, neurotransmitter receptor, 
peptide and peptide receptor genes enriched in adult gamma mushroom body neu-
rons with a z-score ≥ 0 (44 genes, as reported in Figure 4 of Crocker et al. [307]). 
From this set of 44, genes with microarray signal below background (no spots with 
normalized fluorescence intensity minus background > 300) for the 12B08 EU-
RNA dataset were excluded (as these may represent adult mushroom body-spe-
cific genes), yielding 25 genes for analysis. Negative control muscle genes shown 
in Figure 2.5A were selected from the Schnorrer et al. [309] list of embryonic RNAi 
targets (77 genes, as reported in supplementary table 3 of Schnorrer et al. [309]). 
From this set of 77, genes with microarray signal below background (no spots with 
normalized fluorescence intensity minus background > 300) in the whole larvae 
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EU-RNA dataset were excluded (as these may not be expressed or only weakly 
expressed in larvae) yielding 56 genes. An additional 7 genes were removed from 
the muscle negative control set since they were also detected in adult mushroom 
body gamma neurons by RNA-seq [307], yielding 49 genes for analysis.  
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Chapter 3 
 
 
Identification of novel regulators of dendrite arborization 
using cell type-specific RNA metabolic labeling 
 
** The following has been reproduced from the following publication in PLOS ONE: 
Aboukilila, M. Y., Sami, J. D., Wang, J., England, W., Spitale, R. C., and Cleary 
M. D. (2020). Identification of novel regulators of dendrite arborization using cell 
type-specific RNA metabolic labeling. PLOS ONE. Dec 2; 15(12), e0240386. doi: 
10.1371/journal.pone.0240386 [332] 
 
 
3.1 Abstract 
 

Obtaining neuron transcriptomes is challenging; their complex morphology and 
interconnected microenvironments make it difficult to isolate neurons without po-
tentially altering gene expression. Multidendritic sensory neurons (md neurons) of 
Drosophila larvae are commonly used to study peripheral nervous system biology, 
particularly dendrite arborization.  I sought to test if EC-tagging, a biosynthetic RNA 
tagging and purification method that avoids the caveats of physical isolation, would 
enable discovery of novel regulators of md neuron dendrite arborization.  Our aims 
were twofold: discover novel md neuron transcripts and test the sensitivity of EC-
tagging. RNAs were biosynthetically tagged by expressing CD:UPRT (a nucleo-
base-converting fusion enzyme) in md neurons and feeding 5-ethynylcytosine 
(EC) to larvae.  Only CD:UPRT-expressing cells are competent to convert EC into 
5-ethynyluridine-monophosphate which is subsequently incorporated into nascent 
RNA transcripts.  Tagged RNAs were purified and used for RNA-sequencing.  Ref-
erence RNA was prepared in a similar manner using 5-ethynyluridine (EUd) to tag 
RNA in all cells and negative control RNA-seq was performed on “mock tagged” 
samples to identify non-specifically purified transcripts. Differential expression 
analysis identified md neuron enriched and depleted transcripts.  Three candidate 
genes encoding RNA-binding proteins (RBPs) were tested for a role in md neuron 
dendrite arborization. Loss-of-function for the m6A-binding factor Ythdc1 did not 
cause any dendrite arborization defects while RNAi of the other two candidates, 
the poly(A) polymerase Hiiragi and the translation regulator Hephaestus, caused 
significant defects in dendrite arborization.  
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3.2 Introduction 
 

Neuron development requires regulation of gene expression at the transcrip-
tional and post-transcriptional levels. Drosophila peripheral nervous system (PNS) 
neurons provide a useful model for investigating these mechanisms. Sensory neu-
rons of the larval PNS are classified according to dendrite morphology: external 
sensory and chordotonal neurons have a single dendrite, bipolar dendrite neurons 
have two unbranched dendrite projections, and multidendritic (md) neurons have 
more complex dendritic arborization. Md neurons innervate the larval body wall 
and function as touch receptors, proprioceptors, thermoreceptors, or nociceptors.  
Md neurons have proven useful for investigating the molecular mechanisms that 
control dendrite arborization . Foundational work used a mutagenesis screen to 
identify genes that regulate dendrite arborization [333]. Others have taken a re-
verse genetics approach and tested candidates through RNA-interference (RNAi) 
based on the functional properties of candidates [65], [276]. The ability to induce 
neuron-specific RNAi in Drosophila makes reverse genetics an attractive approach 
and the efficacy of candidate choice can be improved by selecting genes from 
neuron-specific transcriptome data.  
 

Transcriptome profiling of dendritic arborization (da) neurons, a subclass of md 
neurons, has been performed using fluorescence-activated cell sorting (FACS) 
[334] or magnetic bead-based purification [64]. These studies used differential ex-
pression data to select candidates and demonstrated roles for those genes in da 
neuron dendrite arborization. One caveat of physical isolation is that neurons are 
removed from their natural environment and undergo processing prior to RNA ex-
traction, possibly inducing transcriptional and post-transcriptional responses that 
do not reflect in vivo gene expression. An alternative approach is to use biosyn-
thetic RNA tagging methods that do not require physical isolation and enrich for 
nascent and recently-transcribed mRNAs [223]. These methods use metabolic la-
beling, under in vivo conditions, to generate tagged RNAs in the cells of interest.  
Tagged RNAs are subsequently purified from total RNA of animals or tissues. We 
recently described a cell type-specific biosynthetic RNA tagging method called EC-
tagging [280].  EC-tagging works via targeted expression of a nucleobase-convert-
ing fusion enzyme composed of cytosine deaminase and uracil phosphoribosyl-
transferase (CD:UPRT). Metazoans lack cytosine deaminase activity and have 
varying endogenous uracil phosphoribosyltransferase activity, depending on or-
ganism or cell type [272], [335]. Only cells expressing CD:UPRT are competent to 
convert the bio-orthogonal base 5-ethynylcytosine (5-EC) into 5-ethynyluracil (via 
CD activity) and subsequently into 5-ethynyluridine monophosphate (via 



CHAPTER 3. IDENTIFICATION OF NOVEL REGULATORS OF DENDRITE ARBORIZA-
TION USING CELL TYPE-SPECIFIC RNA METABOLIC LABELING 

46 

transgenic UPRT and endogenous pathways) which is ultimately incorporated into 
nascent RNAs. The 5-ethynyl group allows click-chemistry-based biotinylation of 
tagged RNAs and subsequent purification on streptavidin beads. We previously 
demonstrated the utility of EC-tagging in the Drosophila central nervous system 
(CNS) [280]. This initial work used a microarray platform to analyze transcriptomes 
of relatively large populations of neurons (the entire larval CNS and the mushroom 
body neurons). To further test the specificity and sensitivity of this technique and 
to discover novel regulators of dendrite arborization, here we combine EC-tagging 
with RNA-sequencing to generate md neuron transcriptome profiles. 

 
 

3.3 Results 
 
3.3.1 EC-tagging enriches for larval md neuron-specific tran-

scripts 
 

To identify genes transcribed in all md neurons, we used Gal4109(2)80 [333] to 
drive UAS-CD:UPRT and fed 5EC for 12 hours to L3 larvae staged between 72 – 
84 hours after hatching. Though formed in embryos, md neuron dendrites continue 
growth, elongation and/or arborization throughout the L3 stage [334], thus we pre-
dicted relevant genes of interest would be transcribed during this timeframe.   
Based on a previously described neural EC-tagging time-course [280], we estimate 
it takes six hours before ingested 5EC is metabolized to the point that widespread 
RNA tagging occurs in target neurons. The twelve-hour 5EC feeding is therefore 
expected to generate a population of tagged RNAs synthesized over approxi-
mately six hours. At the end of 5EC feeding, larval carcass (containing primarily 
muscle, epidermis, and the peripheral neurons of interest) was dissected to re-
move CNS neurons that express Gal4109(2)80. A reference sample was prepared by 
feeding 5-ethynyluridine (5EUd) to stage-matched UAS-CD:UPRT larvae, in the 
absence of any Gal4. 5EUd is incorporated into RNA independent of CD:UPRT 
and thus provides a reference containing mRNAs transcribed in all cells over the 
same labeling period. As a negative control, we prepared “mock-tagged” samples 
in which larvae were not fed 5EC or 5EUd but were subjected to the same carcass 
dissection and RNA processing. The mock sample serves as a control for the strin-
gency of the purification and allows identification of transcripts that may be purified 
independent of EC-tagging.  This type of mock reference has proven useful in other 
biosynthetic RNA labeling experiments [268], [336].   
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For all three sample types (5EC-tagged, 5EUd-tagged and mock-tagged), 
equal amounts of total RNA were biotinylated and applied to streptavidin beads.  
RNA captured on the beads was directly used to prepare sequencing libraries.  
The number of mapped reads per sample agreed with the expected yield of tagged 
RNA:  5EUd-tagging (expected high yield, RNA tagging in all cells) gave 48 – 56.6 
million reads, 5EC-tagging (expected low yield, RNA tagging only in rare md neu-
rons) gave 2.7 – 7.7 million reads, and mock-tagging (background) gave 0.11 – 
0.13 million reads. 5EC-tagged biological replicates and 5EUd-tagged biological 
replicates had a high degree of RNA-seq correlation, while the correlation for 
mock-tagged replicates was much lower (Figure 3.1).   
 

 
Figure 3.1: Transcript level correlations for biological replicates. 5EC-tagged bio-
logical replicates and 5EUd-tagged biological replicates had a high degree of RNA-
seq correlation, while the correlation for mock-tagged replicates was much lower. 
TPM = transcripts per million 

 
 

To identify transcripts enriched in md neurons, we performed differential ex-
pression (DE) analysis to compare 5EC-tagged RNA (EC-RNA) and 5EUd-tagged 
RNA (ref-RNA). This differential expression analysis was performed using two ver-
sions of the ref-RNA: 1) the complete RNA-seq dataset and 2) a randomly gener-
ated subset of 2.7 million reads (see “Approach” section below).  The random sub-
set matches the read depth of the lowest yield EC-RNA library, thus controlling for 
possible sample size effects.   
 

DE analysis identified 937 enriched transcripts and 236 depleted transcripts 
(minimum two-fold difference and adjusted p-value < 0.05). To address potential 
non-specific purification among the enriched transcripts, we compared transcript 
levels between EC-RNA and mock-RNA. This comparison identified 85 transcripts 
with no significant enrichment compared to mock-RNA, thus reducing the list of md 
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neuron transcripts to 852. Similar background correction for depleted transcripts is 
not possible since transcripts that are rare or absent in md neurons are expected 
to be low in EC-RNA and mock-RNA. In the background-corrected dataset, known 
md neuron transcripts are among the most significantly enriched and known mus-
cle-specific transcripts are among the most significantly depleted (Figure 3.2). The 
top 60 enriched or depleted genes are listed in (Figure 3.3).   

 
EC-RNA compared to the subset ref-RNA yielded 571 enriched transcripts and 

130 depleted transcripts (minimum two-fold difference and adjusted p-value < 
0.05) and the background correction procedure removed 39 transcripts from the 
enriched list. Enriched and depleted transcripts were similar regardless of the type 
of ref-RNA used (data not shown). We also performed gene ontology (GO) analy-
sis (Tables 3.1A & 3.1B) on the complete ref-RNA DE results (Figure 3.4A) and 
the subset ref-RNA DE results (Figure 3.4B). Both approaches yielded multiple 
neuron-specific GO categories including “peripheral nervous system development” 
and “dendrite morphogenesis”. The “synaptic growth at neuromuscular junction” 
GO category reflects the fact that enriched genes in this category function in the 
synapses of motor neurons and md sensory neurons. Non-neural GO categories, 
“dorsal closure” and “border follicle cell migration”, reflect the fact that many neurite 
growth or morphogenesis genes (e.g., stathmin, shot, kay, shn, aop) are also in-
volved in these processes.  In addition to the EC-tagged data, we performed GO 
analysis on DE results comparing mock-RNA to the complete or subset ref-RNA.  
Importantly, the mock-tagged DE data did not result in any significant GO category 
enrichment.   

 
Given the agreement between EC-RNA compared to the full or subset ref-RNA, 

we focused subsequent analyses on the background-corrected EC-RNA versus 
full ref-RNA.  In addition to the genes listed in (Figure 3.3), this dataset contains 
many previously described md neuron genes (according to Flybase annotations 
and associated references), including transcription regulators (ab, ttk, stan, cnc, 
jim, kay, gro), RNA-binding factors  (bel, Caper, Fmrp, sqd, stau, rump), ion chan-
nels (Piezo, SK), signal receptors and transducers (EcR, Egfr, Rac1, spin, puc), 
and cytoskeletal factors (spas, shot).  We also identified multiple transcripts en-
coding general regulators of neurotransmission, including Frq1, brp, Csp, and Rim. 
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Figure 3.2: Identification of md neuron enriched and depleted transcripts.   
Volcano plot of differential expression results showing the log2 fold change for EC-
tagged TPM / EUd-tagged TPM (x-axis) and the adjusted p-value for each tran-
script (y-axis).  NS = not significant.  Select genes with known md neuron expres-
sion (enriched side of plot) and known muscle expression (depleted side of plot) 
are labeled. 
 
 

While differences in experimental design and target cell populations limit the 
validity of broad comparisons between our data and prior transcriptome studies, 
we selected two gene lists from prior studies to compare with our enriched gene 
set.  Iyer et al. identified 40 transcription factor genes enriched in class I and/or 
class IV da neurons compared to whole larvae [64].  Our enriched gene set con-
tains 6 of these 40 genes, a moderate but significant over-representation (Fisher’s 
exact test comparing representation in the EC-RNA dataset to representation in 
the Drosophila genome, p-value = 0.03).  Hattori et al. identified 24 genes ex-
pressed in class I and/or class IV da neurons for which RNAi caused dendritic 
arborization phenotypes [334].  Our md neuron enriched gene set contains 10 of 
these 24 genes, a significant over-representation (Fisher’s exact test, p-value = 5 
x 10-6). 
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Figure 3.3: Top md neuron enriched and depleted transcripts.  
Only named genes are included, genes known only by “CG number” were ex-
cluded. The primary tissue expression pattern is color coded. Tissue expression 
was determined by searching Flybase annotations and published literature. “Neu-
ral (PNS)” indicates known expression in larval md neurons. “Neural” indicates ex-
pression in the central nervous system at any stage. “Muscle” indicates expression 
in any type of muscle at any stage. “Epidermis” indicates expression in epidermis 
at any stage.  “Ubiquitous” indicates either widespread expression or evidence of 
expression in both neurons and muscle. “Unknown” indicates the literature do not 
support assignment to any of the other categories 
 

Figure 3.4A: Gene ontology of enriched and depleted transcripts using complete 
ref-RNA DE results. Observed / expected value = frequency of category genes in 
EC-RNA / frequency in the Drosophila genome.  Heatmap = Bonferroni-corrected 
P-values.  NMJ = neuromuscular junction. 
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Figure 3.4B: Gene ontology of enriched and depleted transcripts using subset ref-
RNA DE results (derived from the randomly generated subset of 2.7 million reads).  
Observed / expected value = frequency of category genes in EC-RNA / frequency 
in the Drosophila genome.  Heatmap = Bonferroni-corrected P-values.   
 
 

GO 
Term Definition P-Value FDR Count Fold 

Change 
0051124 Synaptic growth at NMJ 1.4x10-4 1.3x10-4 15 5.9 

0007391 Dorsal closure 6.9x10-6 6.5x10-6 26 4.0 

0007422 PNS development 1.7x10-3 1.6x10-3 20 3.8 

0007155 Cell adhesion 2.4x10-3 2.3x10-3 21 3.5 

0008360 Regulation of cell shape 9.6x10-4 9x10-4 23 3.5 

0007298 Border follicle cell migration 7.2x10-5 6.7x10-5 28 3.4 

0007476 Imaginal disc wing morphogenesis 6.5x10-9 6.1x10-9 45 3.4 

0005938 Cell cortex 2.2x10-3 7.3x10-3 21 3.2 

0007399 Nervous system development 3.6x10-3 3.4x10-3 23 3.2 

0008017 Microtubule binding 4.1x10-3 1.1x10-2 22 3.1 

0003729 mRNA binding 7.2x10-4 1.8x10-3 31 2.7 

0048813 Dendrite morphogenesis 2.8x10-3 2.6x10-3 31 2.7 

0043565 Sequence-specific DNA binding 3x10-5 7.7x10-5 44 2.5 
 
Table 3.1A: Enriched Gene Ontology (GO) categories in md neurons.  
Gene Ontology (GO) analysis using DAVID. P-values are Bonferroni-corrected val-
ues. NMJ = Neuromuscular junction. PNS = peripheral nervous system. 
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GO 
Term Definition P-Value FDR Count Fold 

Change 
0045214 Sarcomere organization 7.1x10-7 1.3x10-6 10 19.9 

0007614 Short-term memory 2.8x10-3 5.3x10-3 7 16.1 

0030018 Z disc 7.8x10-3 4.2x10-2 7 11.1 

0005703 Polytene chromosome puff 2.4x10-3 1.3x10-2 8 10.3 

0003779 Actin binding 1.1x10-2 5.8x10-2 11 5.2 

0005875 Microtubule associated complex 2.2x10-5 1.2x10-4 22 4.1 

0005811 Lipid particle 2.3x10-3 1.2x10-2 18 3.6 

0005515 Protein binding 7.6x10-4 4x10-3 31 2.5 

0005524 ATP binding 5.4x10-3 2.8x10-2 32 2.3 

0005886 Plasma membrane 5.7x10-3 3.1x10-2 32 2.3 
 
Table 3.1B: Depleted Gene Ontology (GO) categories in md neurons.  
Gene Ontology (GO) analysis of genes enriched in md neurons using DAVID func-
tional annotation clustering. P-values are Bonferroni-corrected values. 
 
3.3.2 Candidate testing identifies novel regulators of md neuron 

dendrite arborization 
 

We next sought to test the function of novel candidate genes in md neuron 
dendrite arborization.  We focused on genes encoding mRNA-binding proteins (a 
significantly enriched GO category, (Figure 3.4A)) based on our interest in post-
transcriptional control of mRNA processing [126]. Out of 20 enriched RNA-binding 
proteins (RBPs), 10 (rump, fus, bru1, sqd, stau, shep, elav, Fmr1, BicD, and Ca-
per) have previously-described functions in md neuron dendrite arborization 
(based on Flybase annotations or an RNAi screen of RBPs [276]. The RNAi screen 
of Olesnicky et al. [276] tested 7 additional RBPs that we identified as md neuron-
enriched but did not detect any dendrite arborization defects, suggesting these 
RBPs have functions irrelevant to dendrite morphogenesis. We focused on the 
remaining 3 RBPs with no available md neuron information:  ythdc1 (also known 
as YT521-B), hiiragi (hrg), and hephaestus (heph).  Ythdc1 is a nuclear-localized 
m6A binding protein that regulates alternative splicing [337]. Hiiragi is a poly(A) 
polymerase that acts on nascent mRNAs and regulates poly(A) tail length of cyto-
plasmic mRNAs in oocytes [338]. Hephaestus is a polypyrimidine tract binding pro-
tein that represses translation of oskar in oocytes [339]. 
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Figure 3.5.  Identification of novel regulators of md neuron dendrite arborization.   
(A) Dendrite arborization in control and mutant class IV ddaC neurons. A repre-
sentative image is shown for each genotype. The same region was analyzed in all 
cases, with the cell body positioned at lower left.  Larva anterior is to the left and 
dorsal is at the top. Scale bar = 50 mm. (B) Quantification of dendrite arborization.  
Within the window applied to all neurons (as shown in panel A), the number of 
branch termini were counted, and the total dendrite length was traced & quantified 
(pixels) then divided by the total pixels of the window to calculate the dendritic field 
(% coverage). The number of termini per neuron was divided by the dendritic field 
% coverage to calculate # termini / dendritic field. Sample sizes: control n = 9, 
ythdc1-/- n = 9, heph RNAi n = 8, hrg RNAi n = 8, Caper RNAi n = 8.  Data were 
analyzed using ANOVA with Tukey HSD post-test. P-value code: NS=non-signifi-
cant, **** ≤ 0.0001, *** ≤ 0.001, ** ≤ 0.01, * ≤ 0.05.  
 
 

As shown in (Figure 3.5) above, we crossed a single UAS-RNAi line for each 
gene of interest to Gal4477, UAS-mCD8::GFP [276]. The membrane-tethered GFP 
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allowed us to measure the number of dendrite branch termini and dendritic field 
size in ddaC neurons of late L3 larvae.  Gal4477 expression begins in newly differ-
entiated class IV da neurons of embryos and continues throughout larval develop-
ment [340]. Gal4477, UAS-mCD8::GFP crossed to wildtype served as a negative 
control. As a positive control, we selected a known md neuron RBP enriched in 
our dataset, Caper. Caper regulates alternative splicing and is required for proper 
dendrite arborization of the ddaC class IV da neuron [187]. Caper RNAi caused a 
significant increase in dendrite branch termini but no increase in dendritic field size 
since the terminal branches tended to be short and tightly clustered (Figure 3.5).  
These Caper RNAi results are very similar to the previously-described Caper loss-
of-function phenotype [187]. For the analysis of ythdc1, we used a previously de-
scribed loss of function mutant [341] combined with Gal4477, UAS-mCD8::GFP as 
well as a ythdc1 RNAi line. Neither Ythdc1 loss of function (Figure 3.5) nor ythdc1 
RNAi (data not shown) affected the number of dendrite branch termini or field cov-
erage.  In contrast, Heph RNAi caused a significant decrease in the number of 
branch termini and field size (Figure 3.5).  Hrg RNAi also caused a significant de-
crease in branch termini and field size, but the termini / field size value was not 
significantly different from controls (Figure 3.5). While limited to the individual RNAi 
lines tested, these results suggest that heph knockdown primarily affects branch-
ing, resulting in fewer termini and reduced dendritic field size, while hrg knockdown 
primarily affects dendrite growth without directly affecting branching. 

 
 

3.4 Discussion 
 

We selected larval multidendritic (md) sensory neurons for transcription profil-
ing for two reasons: 1) this cell population presents a good target for testing the 
specificity and sensitivity of EC-tagging and 2) md neurons have previously been 
used to identify post-transcriptional regulators of dendrite arborization and we rea-
soned that EC-tagging would enable identification of additional genes in this cate-
gory. Our prior EC-tagging work (Chapter 2 above [280]) used a microarray plat-
form and focused on relatively large populations of cells (all neurons of the central 
nervous system and mushroom body neurons). In contrast, this work demonstrates 
that EC-tagging can be combined with RNA-seq and is sensitive enough to identify 
transcripts in a rare neuronal population. We estimate there are 484 md neurons 
per larva (22 md neurons per hemi-segment [17]) compared to tens of thousands 
of cells in the larval carcass. Using EUd-tagged and mock-tagged references, we 
obtained significant enrichment of expected md sensory neuron transcripts and a 
list of potential novel regulators of md neuron development and function. 
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Neuronal metabolic RNA labeling experiments have revealed that profiling 
newly transcribed mRNAs can reveal gene expression dynamics that are missed 
by more traditional steady-state measurements [17], [271].  Analysis of mRNAs 
synthesized over a relatively short period likely aided our detection of transcripts 
that have a high rate of decay, such as transcription factors, signaling factors, and 
RNA binding proteins (classes of genes we have shown to encode low stability 
mRNAs [126]).  For example, in the embryonic nervous system, mRNAs encoding 
the three RBPs we selected for analysis (ythdc1, heph, and hrg) all have below 
average half-lives [126]. As previously described [223], metabolic RNA tagging ap-
proaches are most effective when comparing purified target cell RNA to a refer-
ence generated by metabolic tagging in all cell types of the starting material (tissue 
or whole animal). For this reason, any genes transcribed in more abundant cells 
of the carcass are unlikely to be identified as md neuron-enriched in this study.  
For example, Iyer et al. identified the transcription factors Poxm and Hand as tran-
scribed in da neurons [64], but these genes are also transcribed in larval muscle 
and are abundant in our EUd ref-RNA.  EC-tagging may be best suited for the 
discovery of differentially transcribed genes while physical isolation methods such 
as FACS are better suited for defining complete transcriptomes.  Depending on 
experiment goals, the potential for a less comprehensive transcriptome profile gen-
erated by EC-tagging should be weighed against the risks of perturbing gene ex-
pression through the use of physical isolation.  

 
 
3.5 Approach 
 
3.5.1 Drosophila genetics 
 

The following lines were obtained from the Bloomington Drosophila Stock Cen-
ter: Oregon-R-P2 (wildtype) (stock # 2376), Gal4477, UAS-mCD8::GFP (stock # 
8746), UAS-ythdc1{RNAi} (stock #34627), UAS-hrg{RNAi} (stock # 33378), UAS-
heph{RNAi} (stock # 55655). For EC-tagging, Gal4109(2)80 (stock # 8769) was com-
bined with UAS-CD:UPRT on the 3rd chromosome (stock # 77120) to make the 
stable line Gal4109(2)80; UAS-CD:UPRT.  The ythdc1 loss of function mutant, 
YT521-B[NP2]/ TM6C -1, was provided by Dr. Eric Lai. 

 
3.5.2 EC-tagging, RNA purification and library preparation 

 
5-ethynylcytosine (5EC) was synthesized as previously described [280].  Bio-

logical replicates were prepared by carrying out 5EC, 5EUd, or mock feeding, 
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carcass dissections and RNA processing independently. Larvae were reared at 
25°C and fed 1 mM 5EC or 5EUd from 72 – 84 hours after hatching. Total carcass 
RNA was extracted using Trizol. For each treatment, duplicate 20 µg RNA samples 
(obtained from 25 – 30 carcasses) were biotinylated using Click-iT Nascent RNA 
Capture reagents (ThermoFisher) and purified on Dynabeads MyOne Streptavidin 
T1 magnetic beads (ThermoFisher) as previously described [280].  

 
After the final wash, beads were combined with NuGen Ovation Universal RNA-

Seq reagents, following the manufacturer’s protocol beginning at the step of first 
strand cDNA synthesis. Primer annealing and cDNA synthesis were performed in 
a heated lid thermomixer to ensure beads did not settle. After cDNA synthesis, 
beads were washed three times with 500 µl 1X PBS, discarding the supernatant 
each time. Beads were resuspended in 50 µl RNaseA/T1/H elution mix (1X RNAse 
H buffer, 12.5 mM D-biotin, RNase A/T1 cocktail (0.1 U/µl), RNase H (0.1 U/µl)) 
and incubated at 37°C for 30 minutes at 1,000 rpm in a thermomixer. The reaction 
was stopped by adding 1 µl of DMSO and heating at 95°C for 4 minutes.  Beads 
were collected on a magnet and the supernatant was mixed with DNA binding 
buffer and applied to a Zymogen DNA Clean and Concentrator-5 column to purify 
first-strand cDNA. Following purification, the duplicate samples were combined 
into a single tube and the volume was reduced to 10 µl using a SpeedVac concen-
trator. The samples were then used to make second-strand cDNA according to the 
NuGen Ovation Universal RNA-Seq protocol, including adapter ligation and ribo-
somal RNA depletion using a Drosophila-specific AnyDeplete rRNA primer mix-
ture. Libraries were amplified and purified according to the NuGen protocol and 
quality was assessed using an Agilent Bioanalyzer DNA high-sensitivity chip. 

 
3.5.3 RNA-sequencing and bioinformatics 

 
Sequencing was performed on a HiSeq 2500. Sequence data were trimmed 

using Trimmomatic prior to mapping to the Drosophila melanogaster cDNA tran-
scriptome (BDGP6) using kallisto. Differential expression analysis was performed 
using DESeq2 [344]. The EUd-RNA reference subset was obtained using the shuf 
command in UNIX to randomly select 2.7 million reads from the EUd-RNA BAM 
files. Gene ontology analysis was performed using DAVID functional annotation 
clustering [328], with the pre-loaded Drosophila melanogaster gene set as back-
ground, high classification stringency and default settings for all other parameters.   
Unnamed genes (those identified only by CG number) were excluded from GO 
analysis. Only categories with an enrichment of ≥ 2.0 and Bonferonni-corrected p-
values of < 0.01 were considered significant.   
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3.5.4 Imaging and quantification of dendrite morphology 
 
Dendrite morphology was analyzed in wandering larval stages. Larval fillet 

preparations were fixed using formaldehyde and stained with rat anti-mCD8 (Ther-
moFisher) at 1:100 followed by Alexa Fluor 488 anti-rat secondary antibody (Ther-
moFisher) at 1:200. Imaging was performed using a Zeiss LSM 880 confocal mi-
croscope. The number of branch termini and total dendrite length were quantified 
in Z-series projections. Branch terminal counting and dendrite tracing were per-
formed using Adobe Photoshop and dendrite length (pixels) were quantified using 
Zeiss Zen Blue software. Dendritic field (% coverage) values were calculated by 
dividing the number of pixels in the dendrite trace by the total number of pixels in 
the area analyzed (the fixed-size analysis window applied to all neurons). All sta-
tistical analyses were performed in R.  Normal distribution of the data for each 
genotype was confirmed using the Wilk-Shapiro test.  Statistical significance was 
determined using ANOVA with Tukey HSD post-test.   
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Chapter 4 
 
 
Synthesis & Future Directions 
 
 

The work presented in this study provides a novel framework of genome-wide 
analysis of RNA metabolism that can be utilized to study transcriptional & post-
transcriptional regulation of gene expression with a high level of specificity & 
sensitivity. As the list of biological functions performed by RNA continues to 
expand, especially with genomic research moving away from isolated cultures of 
cells and into more complex environments like tissues and whole animals, 
developing new and highly stringent methods to achieve nascent & bulk RNA 
isolation & analysis under in vivo conditions with high spatiotemporal control 
becomes a crucial limiting step to fully understand RNA expression and function in 
complex environments. The results of this study show that EC-tagging overcomes 
nearly all the major hurdles of cell type-specific tagging of RNA. First, we show 
that a dual-enzyme system is highly robust and results in very specific RNA 
tagging. We also demonstrate that our method is amenable to split-enzyme 
designs, which will be valuable for fine-tuning cell targeting. Additionally, this work 
demonstrates that EC-tagging is sensitive enough to identify transcripts from a rare 
neuronal subpopulation of 484 neurons. Perhaps most importantly, we show that 
our approach allows in vivo analyses, even within complex tissue environments 
such as the nervous system.  

 
Profiling of the transcriptome of the Drosophila multidendritic (md) sensory 

neurons using EC-tagging also helped shed some light into how post-
transcriptional regulation of gene expression can regulate neurite development. 
RNA-binding proteins (RBPs) have previously been shown to play important roles 
in md neuron dendrite arborization [276]. Given the significance of this class of 
post-transcriptional regulators in dendrite arborization, we prioritized the analysis 
of RBPs from among all the candidate regulators of md neuron development 
identified in this study. Olesnicky et al. used a comprehensive RNAi-based screen 
to identify a large number of RBPs that affect class IV da neuron dendrite 
morphogenesis. We identified three additional md neuron-enriched RBPs of 
interest: ythdc1, hrg and heph.  Knockdown of hrg and heph resulted in dendrite 
arborization defects while ythdc1 loss-of-function and knockdown had no effect. 
The lack of a dendrite arborization phenotype in the ythdc1 mutants may indicate 
this is a false positive (not expressed in multidendritic (md) sensory neurons). It is 
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difficult to test this possibility without a Ythdc1 antibody, but the widespread 
expression of Ythdc1 in CNS neurons [337] suggests a general neural function. An 
alternative explanation is that Ythdc1 controls splicing of transcripts that are 
irrelevant to dendrite arborization.  Drosophila motor neurons that lack m6A, the 
RNA modification recognized by Ythdc1, do not have growth or patterning defects 
but do have a moderate increase in the number of synaptic boutons and active 
zones per bouton [337].  Loss of Ythdc1 in multidendritic (md) sensory neurons 
may similarly affect synapses or synaptic activity, which are phenotypes that would 
not be detected in our analysis.  

 
The hrg RNAi phenotype may be explained by Hrg’s interaction with Orb, an 

ortholog of human cytoplasmic polyadenylation element binding protein 1. 
Hypomorphic alleles of orb cause dendrite arborization defects in class IV da 
neurons [343][344], with decreased branching and decreased field size similar to 
what we observed in hrg RNAi neurons. Hrg and Orb may regulate cytoplasmic 
polyadenylation in md neurons, likely targeting mRNAs encoding regulators of 
dendrite growth. On the other hand, Heph may affect dendrite arborization via its 
repression of oskar (osk) translation. Oskar is necessary for proper localization of 
nanos mRNA in class IV da neurons and osk loss-of-function decreases dendrite 
branching [344][168], similar to the phenotype we observe in heph RNAi neurons. 
Osk mRNA is transported along dendrites [191], [344] and Heph likely represses 
osk translation during transport, as it does in oocytes [339]. In this model, heph 
knockdown may cause a phenotype similar to osk loss-of-function due to altered 
Osk distribution in dendrites. Confirming these predicted interactions and further 
defining mechanisms by which Hrg and Heph control dendrite arborization will be 
important areas of future investigation. 
 

It is worth noting that use of EC-tagging is not limited to studies of differential 
gene expression. Its usage could be expanded to address other aspects of RNA 
biology. For instance, subjecting the cell(s) of interest to brief pulses of  5-
ethynylcytosine (5EC) can be used to directly measure transcription rates and to 
study the expression of rare transcripts, similar to what was done with TU-tagging 
[223]. An additional step of physical enrichment of the cell(s) of interest following 
EC-tagging pulse can overcome the very low yields of tagged RNA expected with 
such short pulses [345]. In addition to studying transcription rates, different aspects 
of post-transcriptional regulation of gene expression could be investigated by 
coupling EC-tagging with other tools that facilitate the analysis of particular RNA 
regulation processes. For example, since noncoding RNAs are expected to 
incorporate the 5-ethynyluridine tag, a genome-wide analysis of global noncoding 
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RNAs can be done or a focus on micro-RNAs can be achieved by combining EC-
tagging and miRAP [259]. Cell type-specific RNA decay kinetics, on the other 
hand, can be measured by using the pulse-chase approach, in which the cells are 
exposed to untagged uridine following their exposure to 5-ethynylcytosine (5EC) 
for specific time intervals. By comparing the RNAs that continue to be enriched at 
different chase time intervals to those that are enriched after the initial pulse of 5-
ethynylcytosine (5EC), we can infer the half-lives of different transcripts [126]. In 
vivo cell type-specific imaging of tagged RNA can be achieved by coupling 
fluorophores to the 5-ethynyluridine (5EUd) in the tagged RNAs following EC-
tagging. This could help in studying trafficking kinetics & localization of RNA, as 
well as visualization of RNA transcription & turnover. Indeed, by coupling EC-
tagging & RNA imaging, we recently found that ribosomal RNA (rRNA) is robust in 
neural progenitors but limited in post-mitotic neurons, supporting a model in which 
neuron-specific translation programs are established by rRNA inheritance [346]. 
Alternative splicing and the differential expression of different isoforms could also 
be addressed by coupling EC-tagging with one of the recently developed long-read 
RNA sequencing platforms (like those developed by Pacific Biosciences and 
Oxford Nanopore Technologies [347]). Indeed, combining metabolic RNA labeling 
with direct the long-read sequencing capability of Oxford Nanopore Technologies 
has already been demonstrated [348], [349]. Finally, combining of EC-tagging with 
miCLIP [350] and 5PSeq [351] has been proposed to identify neural-specific N6-
methyladenosine (m6A) RNA profiles and the role N6-methyladenosine (m6A) plays 
in regulating mRNA translation.  

 
With the evident advantages that novel metabolic RNA tagging techniques, like 

EC-tagging, provide to isolate cell type-specific RNA, big efforts have been 
dedicated to expanding the chemical toolkits that such techniques rely upon. For 
example, approaches that rely on “nucleoside recoding” and targeted “uncaging” 
of inert nucleoside analogue to achieve cell type-specific RNA enrichment have 
been developed [255]. With the continuously evolving field of metabolic RNA 
tagging, a comprehensive and detailed comparison of the available techniques is 
required to establish standards through which more optimal tools could be 
developed and benchmarked. This will yield an expanding set of creative 
applications to address important questions in developmental biology.  
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Appendix A 
 
 
Appendix 
 
 
A.1 Supplemental data  
 
 

 
Figure A.1: EC-tagging of RNA confirmed by RNA-transfer blot. Control and 
CD:UPRT(+) SH-SY5Y cells were exposed to 500µM 5EC for six hours prior to 
total RNA extraction, biotinylation and separation on an agarose gel. Ethidium bro-
mide-stained RNA is shown on the left. RNA was transferred to a nylon membrane 
and probed with streptavidin-HRP to detect EU-RNA.  
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Figure A.2: CD:UPRT(+) cells exposed to 5EC excrete 5EU. The experiment de-
sign is summarized in the scheme at the top of the figure. The corresponding EU-
RNA slot blot signal is shown below each cell type and condition: CD:UPRT(+) 
cells exposed to 5EC (left) and CD:UPRT(-) cells exposed to conditioned media 
(right). The concentration of 5EC added to the CD:UPRT(+) cells is listed at the 
left. 
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Figure A.3: RNA-seq comparison of EC-tagged vs. control HeLa cells. (A) RNA-
seq counts (log10 of FPKM) for 19,503 genes expressed in CD:UPRT(+) cells ex-
posed to 5EC for six hours and CD:UPRT(-) control cell that were not exposed to 
5EC. (B) RNA-seq read and mapping information 
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Figure A.4: Time-dependent EC-tagging. Dot blot detection of EU-RNA from L3 
larvae fed 5EC for the indicated duration. Equal amounts of total RNA were loaded 
per sample (methylene blue stain)  
 
 
 

 
Figure A.5: Drosophila Embryo EC-tagging. Embryos (0 – 18 hours after egg lay-
ing) were permeabilized and treated with 1.0 mM 5EC for 3 hours using methods 
previously established for TU-tagging in Drosophila embryos [285]. Stg refers to 
the GMR32C12 line that expresses Gal4 under the control of string regulatory el-
ements (activating CD:UPRT expression primarily in the nervous system starting 
as early as the germ-band extension stage). The RNA panel shows methylene 
blue-stained RNA. The SA-HRP probe panel shows detection of biotinylated EU-
RNA by streptavidin-HRP.  
 



APPENDIX A. APPENDIX 65 

 
 
 
 
 
 
 
 

 
Figure A.6: Whole larvae EUd-tagging and 12B08 EC-tagging microarray repro-
ducibility. (A) Individual spot signal intensity (F532 mean – background) divided by 
the average signal intensity of all spots, plotted for biological replicate microarrays. 
The EUd plot contains 28,136 spots with signal above background in both micro-
arrays. (B) Correlation values (r-squared) for all pairwise comparisons. Biological 
replicate r-squared values are shown in bold type. 
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Figure A.7: No correlation between efficiency of mRNA purification and uridine 
number. Uridine number per transcripts was normalized to the mean for all Dro-
sophila genes detected by microarray (y-axis). EC-tagging signal per gene was 
based on the average across 12B08 replicate microarrays divide by the average 
signal intensity for all genes (x-axis).  
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Figure A.8: Comparison of TU-tagging by CD:UPRT and UPRT. HeLa cells were 
transfected with vectors expressing the yeast CD:UPRT fusion or Toxoplasma 
gondii UPRT (T.g.UPRT), the enzyme traditionally used for TU-tagging. Control 
HeLa cells were transfected with empty vector. All cells were exposed to 50 µM 4-
thiouracil for four hours followed by RNA extraction, biotinylation and slot blot prob-
ing with streptavidin-HRP. 5 µg of RNA was loaded for each sample.  
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Figure A.9: Mushroom body EC-tagging and TU-tagging microarray reproducibility. 
(A) Individual spot signal intensity (F532 mean – background) divided by the aver-
age signal intensity for all spots, plotted for biological replicate microarrays. The 
MB EU plot contains 18,881 spots with signal above background in both microar-
rays. The MB TU plot contains 27,689 spots with signal above background in both 
microarrays. The 4sUd plot contains 28,243 spots with signal above background 
in both microarrays. (B) Correlation values (r-squared) for all pairwise compari-
sons. Biological replicate r-squared values are shown in bold type.  
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Figure A.10: Ppk-Gal4 central brain neurons are mushroom body neurons. (A) Cell 
bodies and dendrite projections (with stereotypical mushroom body neuron mor-
phology and location) identified by mCD8:GFP expression in ppk>UAS-
mCD8:GFP larval brains. Dorsal regions from two different brains are shown, an-
terior is up, medial is right. (B) Axon projections of the mCD8:GFP(+) neurons in 
ppk>UAS-mCD8:GFP larval brains project through the outer edge of the mush-
room body peduncle (identified by FasII stain). Examples from two different brains 
are shown. (C) Axons of mCD8:GFP(+) neurons in ppk>UAS-mCD8:GFP larval 
brains project through the mushroom body peduncle (arrowhead #1) and extend 
into the vertical lobe (arrowhead #2) and medial lobe (arrowheads labelled #3) of 
the mushroom body (identified by FasII stain). This minimal confocal projection 
only shows part of the axons within the peduncle and vertical lobe, while most of 
the axon pattern in the medial lobe is visible.  
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