
UC Merced
Proceedings of the Annual Meeting of the Cognitive Science 
Society

Title
“We Need to Start Thinking Ahead”:The Impact of Social Context on Linguistic Norm 
Adherence

Permalink
https://escholarship.org/uc/item/02335883

Journal
Proceedings of the Annual Meeting of the Cognitive Science Society, 42(0)

Authors
Lockshin, Jane
Williams, Tom

Publication Date
2020
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/02335883
https://escholarship.org
http://www.cdlib.org/


“We Need to Start Thinking Ahead”:
The Impact of Social Context on Linguistic Norm Adherence
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Golden, CO 80401 USA
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Golden, CO 80401 USA

Abstract

Human dialogue is governed by communicative norms that
speakers are expected to follow in order to be viewed as coop-
erative dialogue partners. Accordingly, for language-capable
autonomous agents to be effective human teammates they must
be able to understand and generate language that complies
with those norms. Moreover, these linguistic norms are highly
context sensitive, requiring autonomous agents to be able to
model the contextual factors that dictate when and how those
norms are applied. In this work, we consider three key lin-
guistic norms (directness, brevity, and politeness), and exam-
ine the extent to which adherence to these norms varies under
changes to three key contextual factors (potential for harm, in-
terlocutor authority, and time pressure). Our results, based on
a human-subject study involving 5,642 human utterances, pro-
vide strong evidence that speakers do indeed vary their adher-
ence to these norms under changes to these contextual factors.
Keywords: Learning Human Values and Preferences; Linguis-
tic Norms; Human-Robot Interaction

Introduction
Human dialogue is governed by communicative norms that
speakers are expected to follow in order to be viewed as co-
operative dialogue partners. Grice, for example, delineates
four conversational maxims (Quantity, Quality, Relation, and
Manner), which he stipulates that humans automatically as-
sume will be followed by all speakers, according to a general
Cooperativity Principle: “Make your conversational contri-
bution such as is required, at the stage at which it occurs,
by the accepted purpose or direction of the talk exchange
in which you are engaged.”(Grice, 1975). Accordingly, for
language-capable autonomous agents to be effective human
teammates they must be able to understand and generate lan-
guage that complies with those norms. Indeed, research has
demonstrated that robots, chatbots, and other autonomous
agents that uniformly fail to comply with Gricean maxims are
viewed as less humanlike (Baratgin, Jacquet, & Cergy, 2019;
Saygin & Cicekli, 2002; Jacquet, Baratgin, & Jamet, 2018).

Humans do not, however, always comply with these norms
themselves – in fact, it is well understood that humans regu-
larly flout these norms in order to satisfy other communica-
tive goals or to adhere to other sociocultural norms. For
example, humans regularly violate these norms for the pur-
pose of implicature, i.e., to use the very violation of these
norms to convey additional information, especially informa-
tion that cannot otherwise be securely or tactfully communi-
cated. Researchers in Human-Robot Interaction (HRI) have

demonstrated the importance of conversational implicature
for artificial agents designed to interact with robots, showing
that artificial agents can attain higher task success when they
strategically violate norms for the sake of implicature (Liang,
Proft, Andersen, & Knepper, 2019) – and fail to understand
most of what is said to them when they are unable to process
common forms of conversational implicature such as Indi-
rect Speech Acts (Williams, Thames, Novakoff, & Scheutz,
2018), which are typically employed to comply with other
sociocultural norms, related to politeness.

Whether or not humans choose to comply with lin-
guistic and sociocultural norms is highly context-sensitive.
By speaking indirectly, speakers choose to violate Grice’s
Maxim of Manner (“Be perspicuous”) in order to avoid vi-
olating sociocultural politeness norms. Accordingly, ones’
willingness to violate Grice’s Maxim of Manner should be
sensitive to the extent to which their context demands po-
liteness. Individuals in a workplace may speak to their col-
leagues differently than their clients, for example, and may
speak to their clients differently when they are involved in
solving time-sensitive issues than when they are engaging in
routine tasks. Indeed, previous work has demonstrated ex-
actly this sort of context sensitivity, both in human-human di-
alogue (Agha, 2006) and human-robot dialogue (Williams et
al., 2018) and has demonstrated the benefits of robots appro-
priately appropriately adapting their utterances to changing
social and conversational contexts (Ritschel, Baur, & André,
2017; Jackson, Wen, & Williams, 2019).

The previously discussed bodies of work have clearly
demonstrated that robots must be able to understand and
generate language that complies with linguistic norms, in-
cluding broadly applicable Gricean Maxims and context-
sensitive sociocultural norms, and as such, must be able to
understand the relationship between specific contexts and
the context-sensitive norms that should be adhered to within
that context. To address this challenge, Gervits, Briggs,
and Scheutz (2017) presented a ranking algorithm that se-
lects between different utterance phrasings based on context-
sensitive priority rankings over linguistic norms. A signifi-
cant limitation of this approach, however, is that Gervits et
al.’s rankings are directly associated with high-level contexts,
such as service operations, military missions, and home emer-
gencies. We believe that there are three primary shortcomings
to this approach: (1) it does not appropriately capture what it
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is about that context that produces the associated norm pri-
oritization ranking; and because of this, (2) their approach
is unable to vary how norms may need to be selectively em-
ployed within high level contexts, and (3) it may be difficult
to extend their approach to new contexts.

We argue that the ideal approach to context-sensitive robot
language understanding and generation instead requires un-
derstanding not of relationships between norms and high-
level contexts, but rather of relationships between norms and
contextual factors; i.e., the features of those contexts that are
actually responsible for the need for those norms to be fol-
lowed (or not). Specifically, we argue for a model in which
norm adherence can be expressed as a network of the form:

P(N, I,F,C) =

∏
Ni∈N

P(Ni|I)P(I) ∏
Fj∈F

P(Ni|Fj)P(Fj|C)P(C)

That is, adherence to each norm Ni in norm set N depends
on (1) certain properties of the intention itself I, and (2) in-
dependent from the intention to be communicated, a set of
contextual factors F, which are themselves informed by the
current context C.

This model thus requires three components to be learned:
(1) the relationship between individual norms (e.g., direct-
ness, politeness, brevity) and properties of the intention to be
communicated (e.g., a simple acknowledgement is perhaps a
priori more likely to be conveyed briefly than is a request for
information); (2) the relationship between individual norms
and individual contextual factors (e.g., utterances issued un-
der time pressure are perhaps more likely to be conveyed
briefly than utterances not issued under time pressure); and
(3) the relationship between contextual factors and high-level
contexts (e.g., time pressure is more likely during a task exe-
cution than during post-task debriefing).

In this paper, we explore the second of these relationships
(i.e., P(Ni|Fj)); specifically, (1) what linguistic norms are
sensitive to context? (2) what specific contextual factors do
we expect to impact those linguistic norms? And (3) how
can the relationship between norm adherence and contextual
factors be learned from human-human interactions?

The rest of the paper proceeds as follows: in the next sec-
tion, we formally define the linguistic norms and contextual
factors we are interested in investigating in this work. Then,
we present the results of a human-subject experiment that al-
lows us to analyze the relationship between contextual factors
and linguistic norm adherence. Finally, we discuss how our
findings may be applied in the future to context-sensitive lan-
guage generation for interactive robots.

Key Features
To introduce our approach, we first formally define our lin-
guistic norms and contextual factors of interest.

Linguistic Norms
Linguistic norms are the loosely-defined “rules” that are ad-
hered to by conversational partners in order to effectively

communicate their intentions while maintaining sensitivity to
their social context (Roughley & Bayertz, 2019), and include
the use of idiomatic language and cultural conventions that
govern language. In this work, we are interested in examin-
ing adherence to the linguistic norms of directness, brevity,
and politeness (i.e., the same linguistic norms examined by
Gervits et al. (2017)), given the presence of one or more con-
textual factors.

Directness – Human interlocutors use conventionally indi-
rect forms such as “Could you X” or “Would you mind X” to
avoid being perceived as impolite. This is especially true in
the case of indirect requests, where a direct command would
be viewed as requiring the listener to perform the speaker’s
desired action at the expense of achieving their own implic-
itly desired actions. Speaking in this way, however, violates
Grice’s (a portion of) Grice’s Maxim of Manner (i.e., to avoid
speaking ambiguously or unclearly). Yoon, Tessler, Good-
man, and Frank (2016) refer to this as a tradeoff between
epistemic and social utility. We classify an utterance as di-
rect if it does not take the form of a conventionalized indirect
speech act, in which the literal and intended meanings notice-
ably differ in a way that is standardized according to cultural
convention (Searle, 1975).

Brevity – Human interlocutors are brief in order to adhere
to (a portion of) Grice’s Maxim of Manner (namely, “Be
brief”) (although one could argue that brevity in some cir-
cumstances could avoid negative face threat (Brown, Levin-
son, & Levinson, 1987) by avoiding imposing on the lis-
tener’s time). We classify an utterance as brief when the
number of words in that utterance falls below some thresh-
old τ.

Politeness – Strategies for mitigating utterance face-threat
vary across social relationships and sociocultural contexts
(Haugh & Chang, 2015), but often include gratitude, defer-
ence, apologizing, and saying “please” (Danescu-Niculescu-
Mizil, Sudhof, Jurafsky, Leskovec, & Potts, 2013) (as well
as the use of indirect speech acts (Clark & Schunk, 1980)).
These strategies typically avoid violation of sociocultural po-
liteness norms while violating Grice’s Maxim of Manner (by,
again, failing to be brief). We classify an utterance as polite
if it exhibits any of these politeness strategies (other than in-
directness, due to our interest in capturing indirectness in and
of itself) (Brown et al., 1987).

Contextual Factors
While researchers such as Yoon, Tessler, Goodman, and
Frank (2017) emphasize the role of individual speakers’ per-
sonal trait weightings on epistemic vs. social utilities, we
instead focus on the role played by interactants’ shared state
context. The contextual factors that define this state context
alter the social climate, and accordingly, the norms that agents
are expected to adhere to in that social context. The three
contextual factors that we are interested in examining in this
work are: potential for harm, interlocutor authority, and time
pressure. These contextual factors were chosen based on their
prevalence and variability across a variety of social domains.
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Potential for harm occurs when a critical situation presents
a serious possibility for negative outcomes for agents within
a context if the correct actions are not carefully executed.
For example, an alarm that signals an emergency inside of
a building signifies potential for harm for the individuals lo-
cated in that building. When individuals take necessary ac-
tions and precautions to alleviate the emergency that triggered
the alarm, potential for harm is reduced.

Interlocutor authority occurs when the agent who is being
spoken to possesses authority over the agent who is speaking,
or vice versa. For example, restaurant managers possess or-
ganizational authority over their employees, and paying cus-
tomers of the restaurant may also have some degree of per-
ceived social authority over the restaurant workers.

Time pressure occurs when there is a limited amount of
time to complete a task. For example, if an individual is
given five minutes to solve a puzzle, time pressure exists dur-
ing these five minutes (and disappears after the allocated time
concludes).

Method
We conducted a human-subjects experiment to examine how
adherence to our norms of interest varied according to
the presence/absence of our contextual factors of interest.
This experiment received ethics approval from our Human-
Subjects Research office.

Experimental Design
We identified the board game Pandemic1 as an ideal example
of a context in which our contextual factors of interest could
be systematically varied (Leacock, 2018). Pandemic is a co-
operative board game in which players work with one another
as staff members of the Center for Disease Control in order to
cure four diseases that are spreading around the globe. Pan-
demic was chosen due to the game’s collaborative nature (all
players win or lose together, so communication between play-
ers is required), and because it allows for systematic variation
of the contextual factors of interest (potential for harm, inter-
locutor authority, and time pressure).

Throughout the game, Pandemic allows for systematic
variation of potential for harm by simulating the infection
and spreading of diseases. Potential for harm is considered
to be active when a significant number of areas around the
world are infected with diseases (indicating that the players
are close to losing the game); a condition that is alleviated
when those diseases are marked as cured.

Interlocutor authority is systematically varied as players
take their turns throughout the game. On each player’s turn,
that player decides what action to take, but can solicit sug-
gestions and engage in strategic discussion with their fellow

1This experiment was conducted in 2019, before the global
outbreak of COVID-19. Researchers seeking to employ similar
methodology in the future without the use of a Pandemic-themed
setting may wish to instead use the board game “Forbidden Island”,
from the same game creator (Leacock, 2011).

Figure 1: Participants playing the board game Pandemic dur-
ing a lab experiment.

teammates. Thus, the player whose turn it is holds authority
over the other players.

Finally, to systematically vary time pressure in the game,
we introduced a between-subjects experimental manipula-
tion: while the game by default does not include any explicit
time pressure, we introduced a timed version of the game in
which participants were given 90 seconds to take their actions
(including all collaborative discussion time needed to decide
what those actions should be).

In Pandemic, each turn consists of taking 1-4 ‘actions’
(moves performed each turn to cure or prevent the spread
of diseases), drawing cards that are needed to cure diseases,
and drawing cards that spread diseases. If a player draws
an epidemic card, a new city becomes infected with a dis-
ease, and cities that are already infected increase their likeli-
hood of spreading disease. To keep game difficulty and length
consistent across games, each game session was played with
four epidemic cards evenly spaced throughout the game’s epi-
demic deck.

Procedure
Participants were recruited in groups to play Pandemic
through web postings and flyers at the Colorado School of
Mines. During time-slot session assignment, we ensured that
members of each group had no prior social connection to one
another.

Upon arrival, participants were given as much time as
needed to read and sign consent forms, after which they re-
ceived verbal and printed game instructions. Participants
were told that they were allowed to refer to the printed in-
structions throughout the duration of the game, if needed.

After addressing any questions or concerns regarding the
game rules, the experimenter left the experiment area, and
video and audio recording of the experiment began. Partic-
ipants were then left to play Pandemic until they either won
or lost the game. Half of the experiment groups played the
traditional untimed version of Pandemic, and the other half
played our timed version.

Upon completion of the game, the experimenter debriefed
the participants as to the true purpose of the study. Before
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Directness
Direct Utterances

“Build a research station in that city.”
“Move to the nearest city containing the yellow disease.”
“I put that card in the discard pile.”

Indirect Utterances
“Can you build one there?”
“I think you should move here.”
“You could have discarded that one, I believe.”

Table 1: Examples of direct versus indirect speech acts ob-
served in our experiment.

departing the experiment area and receiving payment, partic-
ipants were asked to fill out a demographic form to identify
age, gender, and education level.

Participants
Data was collected from 18 participants (5 male, 13 female)
across six three-participant games. Participant ages ranged
from 20 to 33 years of age (M=27.11,SD=3.03). All partic-
ipants were paid $5 for their participation. All participants
were students from Colorado School of Mines.

Data Annotation
Videos of each experimental session were transcribed
and annotated using the ELAN video annotation software
(Borovanskỳ, Kirchner, Kirchner, Moreau, & Vittek, 1996),
with annotations for the following events: beginning and end
of players’ turns; important game events (e.g., drawing of
an epidemic card or curing a disease); and player utterances.
Each player utterance was annotated with the following infor-
mation: which player was speaking; the content of their ut-
terance; and the linguistic norms followed by their utterance
(directness, brevity, and/or politeness). We will now describe
the criteria used to evaluate whether each linguistic norm was
followed in a given utterance:

We categorized utterances as direct if and only if they
did not match the form of common conventionalized indi-
rect speech acts (Searle, 1975) found in Briggs, Williams, and
Scheutz (2017)’s indirect speech act taxonomy. Examples of
direct versus indirect speech acts observed in our experiment
can be found in Table 1.

We categorized an utterance as brief if its length in words
was within the bottom third of utterance lengths in the game
in which it was verbalised. Examples of brief utterances can
be found in Table 2

We categorized an utterance as polite if it reflected one or
more of the following linguistic strategies: gratitude, def-
erence, apologizing, compliments, and “please” (Danescu-
Niculescu-Mizil et al., 2013). Examples of polite versus non-
polite utterances can be found in Table 3.

After each utterance was identified as direct, brief, and/or
polite, the annotated transcript was used to identify which

Brevity
Brief Utterances

“Move there.”
“Hand me the blue.”
“Pick up two.”

Non-Brief Utterances
“Now move there and cure that disease.”
“Are you able to hand me that card?”
“You must pick up two cards at the end of your turn.”

Table 2: Examples of brief versus non-brief speech acts ob-
served in our experiment.

Politeness
Polite Utterances

“Yeah, smart of you for thinking a few moves ahead.”
“You treated China, nice.”
“Pass me the red card, please.”

Non-Polite Utterances
“We need to start thinking ahead.”
“We already cured that.”
“Hand me that one.”

Table 3: Examples of polite versus non-polite speech acts
from our data.

contextual factors held when the speech act was uttered. This
produced a dataset of utterances encoded with both the norms
adhered to in their production and the contextual factors un-
der which they were produced.

In order to identify which contextual factors were adhered
to during the production of each utterance, the following el-
ements were tracked in our video transcripts: game progress,
participant turns, and whether or not participants were timed.

The presence of potential for harm is determined by cer-
tain events that alter the current progress of the game (when
diseases spread or become cured), and the state of the board
itself (markers on the board indicate whether or not the game
is close to completion). Specifically, potential for harm exists
if the following logical expression for harm (H) holds true:

H = M∨P∨R∨ ((E ∨O)∧¬(C∨D))

Where:

• M = Markers that track infections and outbreaks are
at least 75% of the way to the end (the last placement
for the markers signifies the end of the game).
• P = There are less than five cards in the player card

deck (running out of cards in the player card deck sig-
nifies the end of the game).
• R = Less than five cubes (the “infections”) of a disease

remain off the board (if all cubes of one disease are
infected on the board, the game ends).
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• E = An epidemic card is drawn.
• O = An outbreak occurs (when a city has too much of

a disease and infects all of its adjacent cities).
• C = No city has more than two cubes (diseases) of the

same color.
• D = A disease is cured on the current turn.

Interlocutor authority is determined by whose turn it is in
the game: the speaker has authority on their turn.

Finally, the presence of time pressure is determined by the
running of the timer in the game. When the timer starts, all
utterances spoken during the 90 seconds of time allocated to
perform actions were considered to have time pressure, and
the utterances spoken after the completion of the timer (dur-
ing the drawing of cards) are not considered to have time pres-
sure.

Analysis
The six experiments we conducted provided us with a total
of 5,642 utterances. The annotated utterances are available
at https://osf.io/m92as/. This dataset was analyzed us-
ing a logistic regression to ascertain the effects of potential
for harm, interlocutor authority, and time pressure, on likeli-
hood of participants’ utterances exhibiting directness, brevity,
and politeness-beyond-indirectness. This analysis was per-
formed using the JASP statistical software package (JASP
Team, 2019), and an α level of 0.05 was used to establish
statistical significance.

Results
In this section we report each of our three analyses (i.e., the
analyses for each of these three linguistic norms).

Directness: The logistic regression analysis with direct-
ness as the dependent variable was statistically significant
(χ2(5634) = 50.942, p < .001). Specifically, as shown in the
top two plots of Fig. 2, significant effects were found for po-
tential for harm (p = .001) and of time pressure (p < .001):
utterances delivered under potential for harm were 1.378
times more likely to be direct, and utterances delivered un-
der time pressure were 1.486 times more likely to be direct.

Brevity: The logistic regression analysis with brevity
as the dependent variable was not statistically significant
(χ2(5634) = 10.140, p = .181).

Politeness: The logistic regression analysis with polite-
ness as the dependent variable was statistically significant
(χ2(5634) = 68.861, p < .001). Specifically, as shown in
the bottom two plots of Fig. 2, significant effects were found
for potential for harm (p < .001), time pressure (p = .011),
and the interaction of potential for harm, time pressure, and
interlocutor authority (p = .004): utterances delivered under
potential for harm were 1.59 times less likely to be polite, ut-
terances delivered under time pressure were 1.348 times less
likely to be direct, but utterances delivered under potential for
harm and time pressure while speaking to an authority were
2.721 times more likely to be polite.

Contextual Factor(s) Directness Brevity Politeness
PFH, IA, TP 0.42 0.29 0.29
PFH, IA 0.43 0.30 0.26
PFH, TP 0.49 0.39 0.12
IA, TP 0.42 0.33 0.26
PFH 0.43 0.34 0.23
IA 0.34 0.33 0.33
TP 0.45 0.29 0.26
None 0.36 0.32 0.32

Table 4: Probabilities of applying the linguistic norms of di-
rectness, brevity, and politeness, given the presence of poten-
tial for harm (PFH), interlocutor authority (IA), and/or time
pressure (TP).

Discussion
Our results suggest that contextual factors may be used to
help predict adherence to sociocultural linguistic norms of di-
rectness and politeness. Specifically, our results illustrate that
humans speak more directly when potential for harm and/or
time pressure is present, and speak less politely when these
factors are present except when speaking to someone in a po-
sition of authority.

We did not, however, find any ability for these contex-
tual factors to predict adherence to brevity norms. This
is most likely due to the disproportionate influence of ut-
terance type on brevity; some utterance types (e.g., ac-
knowledgements) are universally brief, while others may
tend to be longer. In future work we plan to conduct ad-
ditional analysis of our collected dataset to learn not only
the P(Ni|Fj)modeltermlearnedinthiswork,butalsotheP(Ni|I)
model term of the model defined in our introduction.

This work also provides progress towards our ultimate
goal: building a predictive model that will allow a robotic
agent to autonomously decide which norms to adhere to in
different contextual conditions. As shown in Table 4, while
our current analysis allows us to observe significant differ-
ences in norm adherence between different conditions, if
used as a predictive model this would necessarily produce
the same decision in all conditions (e.g., in all conditions the
model would argue against adherence to politeness norms,
albeit with different levels of confidence). Again, it is our
hope that this shortcoming will be addressed when addi-
tional non-context-dependent factors inherent to the to-be-
communicated intention are accounted for.

Another potential modification to our proposed predictive
model would be to represent all model variables as contin-
uous rather than discrete (Cobb, Rumı́, & Salmerón, 2007):
potential for harm can be assessed as a continuous score
based on different harmful factors; time pressure can be as-
sessed as the amount of time remaining; interlocutor authority
can be assessed based on degrees of social distance; direct-
ness can be assessed based on level of conventional indirect-
ness; politeness can be assessed based on number and type of
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Figure 2: Effects of potential for harm (left) and time pressure (right) on directness (top) and politeness (bottom)

politeness markers employed; and brevity, if retained, can be
assessed based on number of words used. Using continuous
rather than discrete model variables would allow us to both
perform more nuanced statistical testing and allow a predic-
tive model to produce more nuanced results.

In future work, we also aim to integrate this proposed
model into a cognitive robotic architecture, so that it can
be leveraged to effectively generate contextually-appropriate
robot language. Specifically, we plan to integrate our model
into the ADE implementation (Kramer & Scheutz, 2006) of
the Distributed, Integrated, Affect, Reflection, Cognition (DI-
ARC) architecture (Scheutz et al., 2013, 2019). After com-
pleting this integration, we plan to empirically examine the
effectiveness of our model in enabling more natural and con-
textually appropriate human-robot interactions and the learn-
ing of relationships between different contexts and the con-
textual factors explored in this paper, and to assess how this
could enable robots to seamlessly adapt their language as they
change between different real-world contexts.

Conclusion
Designing natural language-capable artificial agents that can
communicate fluidly and appropriately across contexts re-
quires defining features that allow these agents to abide by
the same context-sensitive linguistic norms as their human
teammates. Regardless of the overarching task context that

these agents are designed for, the linguistic norms that should
be adhered to will change along with changes in robots’ en-
vironmental and social context (Malle, Scheutz, & Auster-
weil, 2017). To better understand the impact on these con-
textual factors on linguistic norm adherence, we thus exam-
ined the relationship between key linguistic norms (direct-
ness, brevity, and politeness) and the presence of potential
for harm, interlocutor authority, and time pressure.

Evaluation of our collected data indicates that contextual
factors play a significant role in determining politeness and
directness, but further analysis needs to be conducted to ex-
amine why no such effect was observed on speaker brevity.
In the future, we plan to leverage the results of this experi-
ment to develop a Bayesian Network model of linguistic norm
adherence integrated into a cognitive robot architecture, and
conduct additional human-subjects experiments in our lab to
assess this model. These experiments will allow us to further
evaluate our approach’s performance. Ultimately, we hope
that our proposed model may enable intelligent agents to bet-
ter engage in natural dialogue with their human teammates.
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