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ABSTRACT OF THE DISSERTATION

Differential Privacy for Non-standard Settings

by

Joann Qiongna Chen

Doctor of Philosophy in Electrical and Computer Engineering

University of California, Irvine, 2024

Professor Zhou Li, Chair

In the increasingly digitized world, the intersection of data utilization and privacy protection

presents significant challenges and opportunities. This dissertation explores the concept of

Differential Privacy (DP), a framework that promises robust privacy protections while al-

lowing the utility of data in diverse applications. Our research addresses the translation of

DP from a theoretical construct into practical tools that can be integrated into real-world

systems, focusing on DNS resolution and resource allocation.

One of the core advancements presented in this work is the development of a differentially

private DNS resolution method that significantly reduces tracking accuracy rates with a

provable guarantee. This is complemented by a prototype that the public can easily install

on their local machines.

In the domain of resource allocation, we introduce novel differentially private mechanisms

designed for environments such as cloud computing, virtual machine allocation, and network

bandwidth management. These mechanisms not only ensure the confidentiality of sensitive

metadata but also maintain system performance by integrating noise distribution techniques

that optimize the trade-off between privacy protection and resource utility. This part of

the study provides a comprehensive analysis of how differential privacy can be pragmati-

cally applied to manage resources efficiently while adhering to stringent privacy standards,

xi



showcasing empirical results that support the feasibility of these approaches.

Additionally, the research broadens the scope of privacy-enhancing technologies beyond DP,

exploring their application in machine learning.

Through rigorous empirical studies and innovative system design, this dissertation not only

contributes to the academic field but also aims to influence real-world practices by enhancing

the privacy and utility of systems in which large volumes of personal data are processed.

The implications of this dissertation offer directions for future work in securing digital in-

teractions and promoting a safer, more transparent digital environment. We anticipate the

widespread adoption of privacy-preserving technologies across multiple sectors, promoting a

balanced approach to data privacy that is adaptable to the changing digital landscape.
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Chapter 1

Introduction

1.1 Motivation

Personal data stands at the crossroads of progress and peril as technologies grow so rapidly.

Its immense potential, if harnessed appropriately, can revolutionize numerous areas, from

healthcare to finance. However, misusing this same data can lead to serious privacy viola-

tions. For example, the Netflix Prize competition was intended to improve its collaborative

filtering algorithm, but the sequel was canceled following a privacy lawsuit [210] . While

domain registration services provide a valuable directory, they can sometimes clash with the

directives of the General Data Protection Regulation (GDPR) [167] . We are also seeing

a rise in global surveillance with increasing instances of cross-border monitoring, yet our

legal frameworks are ill-equipped to address this. Similarly, the U.S. lacks a unified federal

law for consumer data tracking. Another pressing issue is the growing use of Artificial In-

telligence (AI) and the privacy concerns around it. Recognizing its importance, the White

House released an Executive Order on October 30, 2023, to ensure the safe and responsible

development of AI [105]. These evolving trends pose significant challenges to personal pri-

vacy and digital rights. This dissertation seeks to navigate this privacy quandary, aiming to

1



harness data’s potential while safeguarding individual privacy.

DP has emerged as a beacon of hope in this uncertain digital age [62] . While highlighting

the importance of safely using AI, the recent presidential order also emphasized the power

of DP [105]. Essentially, DP promises a strong provable privacy guarantee, ensuring that

an individual’s data footprint has minimal influence on the resulting output. This unique

feature not only thwarts adversaries armed with extensive data knowledge but also offers

opportunities for numerous real-world applications.
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Figure 1.1: Comparison of DP Publications to Known De-
ployments (2006 – 2021) [57].

The concept of DP, initially

hailed as a theoretical mar-

vel within academic circles,

has witnessed a tremendous

surge in research, marked by

notable theoretical advances

and empirical enhancements.

While my primary research

focus is translating this aca-

demic theory into tangible,

real-world tools, it is evident

that the broader community

has yet to embrace its practical implementation fully. This discrepancy becomes partic-

ularly clear when considering the relatively modest number of real-world deployments, as

illustrated in Figure 1.1. For example, differentially private stochastic gradient descent (DP-

SGD) has demonstrated significant promise in machine learning [13]. However, the accuracy

of models trained with DP-SGD often leaves room for improvement. While recent research

shows that it’s feasible to train differentially private machine learning models that main-

tain high accuracy, this usually incurs substantial computational overhead. This overhead,
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especially prohibitive for users with limited resources, hinders the broader deployment of

DP-SGD.

1.2 Contributions

The outline and contributions of this thesis are as follows:

1.2.1 LDPResolve: Local Differentially Private DNS Resolution

In Chapter 3 and [41], we explore adapting local differential privacy (LDP) into Domain

Name System (DNS) resolution to bound privacy leakage. We first study DNS-based user

tracking in both open-world and closed-world settings to understand the root causes of

tracking and how naive defenses may compromise legitimate applications that rely on user

DNS records, such as malicious domain detection. To mitigate the DNS-based user tracking

without damaging the legitimate DNS applications, we propose to integrate LDP into DNS.

Based on a novel LDP notion, (XS ,YP ,ϵ1,ϵ2)-ULDP [174], and parallel domain resolving,

we design LDPResolve to solve the dilemma of DNS data utility and privacy. We then

evaluate LDPResolve on a real-world DNS dataset and report our discoveries. A client-

side prototype of LDPResolve is also developed. We demonstrate that the DNS-based

user tracking can be effectively curbed with the deployment of LDPResolve, e.g., tracking

accuracy degraded from 93% to 10.1%. This chapter presents the first attempt adapting

LDP into DNS resolution. Our study suggests the threats coming from the DNS-based user

tracking should be mitigated and it is feasible to protect users’ privacy without damaging

the utility of legitimate applications.
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1.2.2 DPRA: Differentially Private Resource Allocation

In Chapter 4 and [49], we first study the existing resource allocators and find that they

have no or very limited privacy guarantees against allocation-based side channel attacks.

After investigating an existing resource allocation design that offers differential privacy [19],

we found that the mechanism assumes the attacker knows the total number of requests

after DP noise is added. However, we observe that the practical attacker only has a partial

view of the Resource Allocator (RA). Therefore, we choose to model resource allocation

privacy from the attacker’s perspective. Due to the randomness introduced by the RA, we

benefit from “privacy amplification” through such modeling and achieve a better privacy-

utility tradeoff. In summary, we conduct a rigorous privacy analysis of differentially private

resource allocation and derive tighter privacy bounds from the attacker’s perspective for four

noisy mechanisms: CST, UNI, GEO, and DGEO. We theoretically and empirically evaluate

our proposed mechanisms. Our mechanism, GEO, achieves the best privacy-utility tradeoff

and significantly outperforms the baseline.

1.2.3 Privacy Risks in Curriculum Learning

In Chapter 5 and [48], we take a quantitative approach to measure the privacy risks of

curriculum learning (CL). CL, which trains a machine learning model with data following

a meaningful order, i.e., from easy to hard, has been proven to be effective in accelerating

the training process and achieving better model performance. We take the first attempt

to investigate the privacy risk in CL despite its great success and deployment in crucial

areas like image and text classification. More specifically, we select two popular CL meth-

ods, bootstrapping [89] and transfer learning [239], as the evaluation objects. Additionally,

we constructed two other curricula, named baseline curriculum and anti-curriculum, to un-

derstand the impact of data ordering and repetition, respectively. We use nine real-world,
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large-scale datasets (six image datasets and three tabular datasets), train target models with

those CL methods and a normal method, and attack the models with representative mem-

bership inference attack (MIA) methods. Regarding MIA, our evaluation shows that the

target models become slightly more vulnerable under CL. For example, the average attack

accuracy (trained on ResNet-18 with transfer learning) on our selected image datasets ranges

from 0.01% to 2.46%. More importantly, we find CL has a much bigger impact on the sam-

ples within the difficult group compared to the easy group, with the biggest gap of 4.23%

in terms of attack accuracy for CIFAR100 (ResNet-18 is the architecture). This observation

holds for both image and non-image datasets. Finally, we study the effectiveness of existing

DP defense methods designed for privacy-preserving machine learning models and find that

they are still effective in CL setting.
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Chapter 2

Background

In recent years, numerous privacy incidents have highlighted the precarious balance between

technological advancement and the protection of personal data. One notable example is

the Netflix Prize competition, which aimed to refine recommendation algorithms but was

abruptly canceled following a privacy lawsuit that exposed the risks of anonymized data [210].

Additionally, GDPR-compliant domain registration services have highlighted the complexi-

ties of data privacy regulations [167]. The rapid growth of Artificial Intelligence (AI) has also

introduced new dimensions to privacy issues [105]. This dissertation explores some of these

critical privacy challenges by introducing differential privacy (DP) to various applications

and examining privacy issues in machine learning.

2.1 Differential Privacy

2.1.1 A Primer on Differential Privacy

In the central setting, a trusted data curator adds noise (e.g., through the Laplace mechanism

or other mechanisms) to fulfill a DP notion (e.g., (ϵ, δ)-DP) given a query from a data
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consumer, which bounds the information leakage provably.

Definition 2.1 ((ϵ,δ)-Differential Privacy [61]). An algorithmM satisfies (ϵ,δ)-differential

privacy against an adversary, where ϵ,δ ≥ 0, iff for any two neighboring datasets D and D′,

and any subset Y of all possible outcomes of algorithmM, we have

Pr[M(D)∈Y ]≤eϵPr[M(D′)∈Y ]+δ (2.1)

We consider two datasets D and D′ to be neighbors, denoted as D ≃ D′ if and only if

D=D
′
+u or D

′
=D+u, where D+u denotes the dataset resulted from adding one user’s

data u to the dataset D. ϵ measures privacy loss at a differential change in data, which

is also called privacy budget. δ models the probability when the algorithm M fails to be

differentially private, which is also called “failure probability”. The value of δ is normally

very small in order to keep the algorithm satisfying DP most of the time. When δ=0, we

simplify the (ϵ,0)-DP to ϵ-DP and call it pure DP.

Definition 2.2 (ϵ-Local Differential Privacy [235]). An algorithmML satisfies ϵ-local differ-

ential privacy (ϵ-LDP), where ϵ>0, if and only if for any pair of input x1 and x2 ∈D, we have

∀y∈Range(ML) :Pr[ML(x1)=y]≤eϵPr[ML(x2)=y] (2.2)

where Range(ML) denotes the set of all possible output results of an algorithmML.

LDP has seen strong adoption from the industry. Companies like Google [68], Apple [7] and

Samsung [184] have developed their own LDP implementation to compute aggregated user

statistics in a privacy-preserving way. The data collection protocol under LDP consists of

three steps [235]: Encode (users report their answers in a specific format), Perturb (the
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answers are randomized), and Aggregate (the answers are merged and decoded to obtain

statistics, e.g., item frequency). In our work, we focus on the LDP protocols that support

frequency estimation (e.g., Google’s RAPPOR [68]).

2.1.2 Properties

The following composition properties hold for both DP and LDP algorithms, each commonly

used for building complex differentially private algorithms from simpler subroutines.

Sequential Composition. Combining multiple subroutines that satisfy DP for ϵ1, ··· ,ϵk

results in a mechanism that satisfies ϵ-DP for ϵ=
∑

iϵi.

ParallelComposition. Given k algorithms working on disjoint subsets of the dataset, each

satisfying DP for ϵ1,···,ϵk, the result satisfies ϵ-DP for ϵ=maxiϵi.

Post-processing. Given an ϵ-DP algorithmM, releasing g(M(V )) for any g still satisfies

ϵ-DP. That is, post-processing an output of a differentially private algorithm does not incur

any additional loss of privacy.
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Chapter 3

LDPResolve: Local Differentially

Private DNS Resolution

3.1 Introducation

Domain name system (DNS) translates human-readable domain names to machine-readable

IP addresses. It is an essential component of the Internet infrastructure as DNS queries

underpin almost every user’s Internet activity. Nowadays, trillions of users’ requests on a

single day are processed by DNS [30].

Under normal configuration, a user’s DNS queries will be sent to a recursive resolver, which

acts as an agent to obtain the authoritative answers from authoritative nameservers. The

plaintext information of every query is visible to recursive resolvers, even when DNS en-

cryption like DNS-over-HTTPS [110] or DNS-over-TLS [108] is used (the requests are only

encrypted between users and recursive resolvers). Hence, a recursive resolver holding a large

amount of DNS logs also poses privacy threats to users. One prominent threat is user

tracking [195], through which a user’s activities across different networks and devices can
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be correlated, for purposes like personalized advertisement, surveillance, etc. This threat is

more acute nowadays as public resolvers handle the lion’s share of users’ DNS requests and

are well-motivated to launch user tracking [31, 109, 10, 104].

Understanding DNS-based User Tracking. There are in general two types of setting

when considering DNS-based user tracking: closed-world and open-world settings. In the

closed-world setting, all possible victim users must be known to the adversary, and it has

been a well studied area [101, 100, 128, 132, 102, 129, 219]. Tracking in the open-world

setting (i.e., the user sending DNS requests may be unknown) has been studied in [41].

More specifically, this chapter focuses on the problem of DNS-based tracking as discussed

in [41]. This problem is formulated as assigning a DNS session (or a sequence of DNS queries

within a short period) to a user, exploiting the similarity of DNS behaviors from the same

user by utilizing the contextual correlation between domains.

Mitigation with differentially private domain resolving. To prevent user tracking, a

straightforward solution is to add random dummy queries to the original users’ queries.

Spreading users’ queries across resolvers is another solution, which has been exercised in

K-resolver [104]. However, we argue that the threat is not adequately addressed by these

solutions, as they may introduce significant overhead at the client-side to achieve a certain

level of privacy. For instance, DNS queries have to be spread out to a large number of

resolvers to defend against tracking, as discussed in Section 3.4.6. A greater concern is that

these solutions impair the utility of DNS data irreversibly, and such DNS data is critical to

legitimate applications like malicious domain detection [251]. To address the tension between

utility and privacy, we make the first attempt to integrate differential privacy [60], a method

that controls utility loss under privacy guarantee, to the process of domain resolution. We

term our defense LDPResolve, which changes the behavior of a stub resolver under Local

Differential Privacy (LDP) so recursive resolver does not need to be trusted. Yet applying

LDP to our setting has to address two prominent challenges. First, take frequency estimation
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(the primary usage scenario of LDP) as an example, only Direct Encoding (DE) of LDP [235]

can be chosen to avoid revamping DNS protocol, but it will incur very high utility loss.

Second, under the default randomized response protocol, the user has to issue false DNS

queries, but doing so will give the user the wrong DNS response and break every Internet

application.

To tackle these challenges, we propose a novel (XS ,YP ,ϵ1,ϵ2)-ULDP (Utility-optimized LDP)

protocol, which is adjusted from ULDP [174], as the base of our defense. Our key insight is

that though both user tracking and legitimate applications inspect domain names, different

domain names have different levels of importance to them (e.g., popular domain names are

important to user tracking but less so for malicious domain detection). (XS ,YP ,ϵ1,ϵ2)-ULDP

allows us to assign different privacy budgets for DNS queries. Under (XS ,YP ,ϵ1,ϵ2)-ULDP

protocol, we adapt parallel domain resolving to address the issue of false DNS queries. Hence,

users always obtain accurate responses.

Based on the evaluation, we found LDPResolve can achieve the desired outcome: the

tracking accuracy can be significantly reduced while the utility loss is controlled to a certain

level. To highlight, the tracking accuracy of DSCorr [41] can be degraded from 93% to

10.1% while the utility loss measured by the standard deviation of unpopular domains is less

than 10.

3.2 Background

3.2.1 DNS Communications and Dataset

DNS (Domain Name System) queries are issued before most network activities to map a user-

friendly domain name (e.g., www.google.com) to an IP address (e.g., 216.58.193.196). In

particular, a user-end software named stub resolver receives the user’s requests produced by
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other applications and forwards them to a recursive resolver if the responses are not cached.

The recursive resolver can be an Internet Service Provider (ISP) resolver serving users within

the same network or a public resolver (e.g., Google Public DNS [2]) serving users all over the

Internet. It further forwards the requests to authoritative nameservers, which is organized

in a hierarchical structure and provides authoritative answers to the iterative queries.

Users’ DNS traffic between their stub resolvers and authoritative nameservers results in a

wealth of information valuable to applications like malicious domain detection [29, 153, 247,

52] and Internet traffic estimation [86]. Several organizations are gathering those telemetry

data and sharing it with other parties under the concept of Passive DNS, mainly through two

approaches. The first is to place a sensor array between recursive resolvers and authoritative

nameservers, such that only the DNS lookups resulting in cache miss on recursive resolver

are captured, and the client IP addresses are not seen. The Security Information Exchange

(SIE) of FarSight [11] is operated under this model. As clients’ requests are aggregated by

each recursive resolver, a prior study suggests users’ privacy is not violated when the sensors

are configured properly [217]. The second approach is to fetch raw DNS logs directly from

recursive resolvers and share the logs with client IP anonymized [152]. DNS Pai Project

maintained by Qihoo 360 is operated under this mode [9]. While it enables more powerful

applications, like finding abnormal domain associations [152], it could also raise privacy

issues like user tracking. In this work, we thoroughly study such risks and propose a new

approach to protect the end-users.

3.2.2 DNS-based User Tracking

In this dissertation, user tracking is defined as linking users’ network activities across differ-

ent networks without their consent, for purposes like personalizing advertisements or surveil-

lance. When the network activities are DNS communications, user tracking can be done by

linking raw DNS logs collected and shared by the recursive resolvers. Though such tracking

12



is trivial when a user uses a static IP address, many ISPs assign dynamic IP addresses that

change periodically to their customers, so the adversary needs to re-identify the user after

his/her IP address is changed. Also, the user could move between different ISP networks.

Yet, a large number of users can be impacted due to the consolidation of DNS resolvers and

the increasing dependency on the public resolvers [193], which can be queried wherever the

users are. Here are some attack scenarios: 1) the users use a public resolver configured by

their ISP (e.g., campus IT without DNS infrastructure chooses google public DNS); 2) the

users’ browsers set a default public resolver so all DNS traffic about the users is collected

(e.g., DNS-over-HTTPS resolver in Google Chrome [3]); 3) an ISP exchanges DNS data from

its resolver with another ISP; 4) a company retrieves DNS logs from multiple resolvers, e.g.,

DNS Pai mentioned in Section 3.2.1.

Some research has been done on DNS-based user tracking. Herrmann et al. [100] utilized

classification methods such as Bayesian classifier and k-nearest neighbor to identify the re-

occurrence of users based on their DNS queries. In [102, 132], the authors used a modified

k-means algorithm to cluster DNS logs of the same user. DNSMiner [128, 129] re-identified

the user by extracting unique and repetitive fingerprints from DNS traces. Sun et al. [219],

proposed a method called constrained Dirichlet multinomial mixture for clustering DNS

sessions without knowing the number of users in advance.

In this dissertation, we choose the attack methods from [100] and [41] as both cover closed and

open-world settings and can easily be extended to more general scenarios, such as dynamic

IP assignment or open-world setting.

3.2.3 DSCorr: DNS Session Correlation with Domain Embedding

We first present the threat model from [41], followed by the tracking method DSCorr,

which is designed to tailor DNS session correlation based on domain embedding.
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Figure 3.1: An example of sessions constructed from DNS queries. Different colors represent
different source IP addresses, and different shapes represent different queried domain names.

ThreatModel. Following the settings in existing works [41, 100, 102, 128, 129, 132, 219],

we make two key assumptions: 1) Although the attacker has access to raw DNS logs, they

cannot access DHCP logs, making it difficult to link a user’s dynamic IP addresses to their

ID. 2) Tracking users behind a NAT is beyond the scope of this dissertation. Under NAT,

one source IP address (or its anonymized version) can be associated with multiple users,

complicating accurate user profiling, linking, and labeling (for evaluation purposes).

Exiting Defenses. To defeat DNS-based tracking, a user can employ privacy-preserving

DNS resolution techniques like Adaptive DNS [131] or Oblivious DNS [205]. However, these

techniques are still in the early stages of adoption, and our threat model assumes they are

not used by the victims. It is important to note that DNS encryption mechanisms, such

as DNS-over-TLS and DNS-over-HTTPS, do not prevent adversaries in our setting (i.e.,

the resolver), as DNS packets are decrypted by the resolver. Ironically, these mechanisms

might even enhance the adversary’s capability in user tracking since most of the resolvers

supporting these protocols are centralized [31, 109, 10, 104].

DNS Session. Following previous work [41], the general assumption is that the attacker
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Figure 3.2: The objective of the adversary, who aims to correctly link a DNS session to its
requesting user, regardless of IP churns.

constructs DNS sessions from the raw DNS logs and performs data linking at the session

level. Without considering multiple users sharing the same IP address at the same time

(e.g., under NAT), a DNS session is defined as a sequence of DNS queries associated with

a source IP address within a period and issued by the same user [41]. A new session is

created for a DNS query and its following queries if the previous DNS query was observed at

least 45 minutes earlier. According to empirical analysis in [41], a device typically continues

sending DNS requests as long as it stays online. A different device may use the IP address

only if it has not been used for a period of time, usually longer than 45 minutes. Figure 3.1

illustrates how sessions are created from a stream of queries. Notably, a session does not

have to contain all DNS queries from a source IP, and its covered time period is variable.

Two consecutive sessions could belong to the same user. This setting is more flexible than

previous works that set a session to be 24 hours [128, 129], and it avoids errors caused by IP

churns across users. User tracking happens after session construction. Figure 3.2 illustrates

the process of linking user sessions for tracking purposes.

Open-world and Closed-world Settings. Many previous works have studied the closed-

world setting [100, 128, 129, 35, 102, 132, 219], while more recent research has begun exploring

the open-world setting [234, 41]. These two settings are well-defined in the literature of
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website fingerprinting, and we use the definitions proposed by Wang et al. [234]:

• In the closed-world setting, users are assumed to visit only a set of web pages known

to the attacker, and the attacker must determine which of these pages were visited.

• In the open-world setting, users can visit any web pages, and the attacker must also

identify pages not included in the known set.

To extend this definition to DNS-based tracking:

• In the closed-world setting, a DNS session originates from users within a set known to

the attacker, and the attacker must identify which user issued the session.

• In the open-world setting, a DNS session can come from any user, and the attacker

must recognize when the session is from a user not in the known set.

Generally, the open-world setting is considered more realistic yet challenging. As pointed

out by Wang et al. [234], classifying pages with a low base rate is error-prone. Similarly,

users with a low base rate (i.e., users who issue only a few sessions) also exist in DNS-based

tracking.

Ethics. The DNS dataset used in this dissertation is provided by the IT department of an

[anonymized] campus, which manages the campus DNS resolvers. The source IPs are hashed

before the dataset is given to us. As the campus also runs a DHCP server, the user ID

behind each source IP is known to the IT department. To help us build the ground truth,

the IT department also hashes the user IDs and provides us the mapping between them and

the source IPs. Notably, the hashed user IDs are only used to verify the effectiveness of the

tracking methods employed in this dissertation; they are not used as input for any of the

tracking methods. Following similar treatment of DNS datasets in other works [152, 86, 190],

the raw data and all intermediate data are processed and stored on a server located on the
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same campus, with strict access control. The use of the dataset in this dissertation is directly

authorized by the campus administration office. Therefore, only the code of LDPResolve

is made public, without the dataset.

DSCorr Terms. Let a DNS session be s and a domain be d. The sequence of domains

requested by s can be represented as <d1,...,dj,...,dm>, where dj is the d of the jth request

and m is the number of requests in s. The user u behind a session s has either been labeled

by the adversary before the tracking attack or is unknown. Let the sessions already labeled

be SL, and the sessions unlabeled be SU. In the closed-world setting, the users behind SL

and SU are identical. In the open-world setting, they might not be identical.

Workflow of DSCorr. The design of DSCorr is based on semi-supervised learning to

handle the open-world setting. At a high level, DSCorr leverages SL as the training

dataset and creates session clusters grouped by the labeled user IDs. Then, an s in SU will

be assigned to a session cluster in SL, or classified as “unknown”. Four steps are carried

out.

1. Each d is converted to a numerical vector through domain embedding [169].

2. Sessions in SL are grouped to create labeled session clusters and build profiles for

them. A cluster consists of sessions of the same user.

3. Given an s in SU, the k nearest session clusters are identified through a data-sketching

process.

4. Fine-grained distances between s to all neighboring session clusters are computed. s

will be clustered to a session cluster in SL with the minimum distance in the closed-

world setting. For the open-world setting, s might be classified as “unknown” if it is

far from any session clusters.
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3.2.4 Domain importance

For DSCorr and other methods, the similarity between sessions largely depends on the

proportion of domains shared among them. Thus we are motivated to study the properties

of such domains, in particular, whether they are popular among users. To this end, for each

session si, we compare it to the next session si+1 of the same user, and categorize the domains

appearing in both sessions as shared and the domains in si only as unique. Figure 3.3 shows

the distribution of shared and unique domains in terms of session-wise popularity, defined

by the number of sessions in our dataset the domain appears in. It turns out shared domains

are more likely to be popular: 62.7% shared domains are popular, while the number is 35.4%

for unique domains. Domains ranked after 10k have a 97.6% chance of being unique.

The result indicates popular domain names have higher importance for tracking, which may be

counter-intuitive. We speculate the main reason is that the combination of popular domains

is more powerful in linking sessions of the same user. Our observation is also echoed by

Kim et al. [128] that a large number of users cannot be fingerprinted by unique domains.

Noticeably, DSCorr did not track users with user-specific domains (e.g., “ephemeral” or

“disposable” domains) [17, 50], and the integration of this method can be an important

future work.

Other Types of Tracking. Most of the other works in tracking looked into web-based

(or browser-based) tracking. In its basic form, web code like JavaScript from a third-party

content provider attempts to link user’s visits based on tagging [133, 14, 22] or fingerprint-

ing [135, 65, 64]. Tagging stores an identifier to a browser and attempts to make it persistent,

even when the user blocks or frequently clears HTTP cookie. For example, Flash cookie and

HTML5 session storage have been leveraged for this purpose. However, as surveyed by Bu-

jlow et al., those tagging methods are ineffective under private browsing [34]. Still, recent

work showed by filling DNS cache with responses customized to each user, private brows-
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Figure 3.3: CDF of “shared” and “unique” domain for top 10k domains. Domains are ranked
by session-wise popularity.

ing can be circumvented [133]. For fingerprinting, the properties unique to each browser

instance (e.g., clock skew of the device [135] and fonts installed in the operating system [65])

are analyzed passively for identification. While prior research focused on tracking a user on

a single device, a recent study shows cross-device tracking is possible [255].

Different from web-based tracking, network-based tracking looks into the characteristics of

network flows and maps them to the user. For example, Kumpost et al.[141] built user profile

based on HTTP/HTTPS/SSH traffic. Verde et al.[229] leveraged characteristics of Netflow

to track users behind the NAT. Previous works showed that machine-learning approaches

using packet sizes and intervals can correlate flows of the same user, even when the network

flows are encrypted and mixed under Tor [179]. A related attack is website fingerprinting,

which identifies the website visited by a targeted user from the encrypted traffic with network
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features similar to flow correlation. Protocols like HTTPS [141], DNS-over-TLS [106] and

DNS-over-HTTPS [209] are found vulnerable under this attack.

A few other works also use DNS to mine users’ characteristics under very different set-

tings. DNS cache-based tracking [133] uses JavaScript code to query domains and exploits

the client-side DNS cache to tag a user, while we passively analyze the DNS dataset. De-

fecTor [85] exploits DNS packets for website fingerprinting, while DSCorr focuses on re-

identifying users. DSCorr also differs from [112], which reveals sensitive queries by an

institution using the logged DNS queries between recursive resolvers and authoritative name

servers, while we use DNS queries between stub resolvers and recursive resolvers.

3.2.5 Differential Privacy

We leverage differential privacy (DP) mechanisms to protect users from DNS-based user

tracking. Given a query from a data consumer [60], the original idea of DP assumes there

is a trusted data curator adding noises to the result under a DP notion (also called Central

DP).

Different from the central setting, local differential privacy (LDP, as defined in Definition 2.2

assumes there is no trusted data curator, and the noises are added by the data providers

(e.g., Internet users) before the data are collected by the curator. The user enjoys better

privacy as the data curator needs not be trusted, but the data utility is often worse than

central DP under the same privacy budget.

In this dissertation, we focus on the LDP protocols that support frequency estimation (e.g.,

Google’s RAPPOR [68]).
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3.3 Domain Resolution under LDP

In this section, we propose a new privacy-preserving domain resolution method to protect

the user against DSCorr and other tracking methods, while avoiding drastic changes to the

client-side and server-side DNS infrastructure. We first overview the design of our proposed

defense, LDPResolve, and its motivation. Then, we elaborate how LDP can be adapted

in DNS resolution so that the privacy leakage is bounded. In the next section, we evaluate

the effectiveness of LDPResolve.

3.3.1 Overview of LDPResolve

At a high level, similar to other works against traffic fingerprinting [21], LDPResolve adds

noise to DNS queries from the users’ end. Moreover, while user privacy is essential for

tracking mitigation, maintaining DNS data utility is fundamental for legitimate third-party

applications. Therefore, a defense that ignores data utility is unlikely to be supported by

DNS service providers. This is a similar situation to crowdsourcing statistics [68], where

Internet companies need to collect data from users at large while abiding by privacy laws.

Legislation like the Do Not Track Act [5] is directly related to DNS-based user tracking.

Thus, we envision our design also helping companies avoid legal issues while using DNS

data. Our study shows that Local Differential Privacy (LDP) has the potential to maintain

both data utility and user privacy simultaneously. Therefore, we develop LDPResolve,

which adapts LDP for DNS resolution.

For the legitimate applications to be modeled under LDPResolve, we focus on malicious

domain detection, which extensively leverages DNS data [251]. After literature survey, we

found the frequency of domain visits is an important detection feature used by many research

works [29, 153, 247, 52, 147, 51, 77, 194, 220]. Hence, we select the LDP protocols used for

frequency estimation [235].
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Challenges. Applying LDP to our setting involves overcoming two prominent challenges.

First, though Encode of LDP (see Section 3.2.5) have different options (i.e., 5 options are

listed in [235]), Direct Encoding (DE) is the only practical option for encoding DNS queries,

as all other methods have to change the format of a request1, which are unlikely to be

supported by DNS stakeholders. On the other hand, DE often results in much higher utility

loss than other methods when the cardinality of the answer set is large [235]. For example,

the variance of the estimation under DE can be two orders of magnitude larger than other

methods, when the privacy budget is tight and the answer set cardinality is high (see Table

2 of [235]). In our setting, users can resolve any domain among billions of the registered

domains, resulting in an unbearable error margin potentially.

Second, randomized response [237] is the default communication protocol under DE, in

which a user gives a false answer to the data curator at a certain probability. In our setting,

randomized response means replacing the domain to be queried (e.g., google.com) with

another domain drawn from a list (e.g., yahoo.com). Though it is expected to reduce tracking

accuracy, because the user’s DNS behaviors are altered, all Internet applications relying on

DNS are likely to be broken.

Solutions. For the first challenge, it can be addressed through extending a recently proposed

LDP concept, Utility-optimized LDP (ULDP) [174] (see Definition 3.1). The key insight

behind ULDP is that not all data are equally sensitive (e.g., the answer “Yes” is more

sensitive to the question “Have you ever cheated in an exam?” than the answer “No” [174]),

and the non-sensitive data output can be protected in a lesser way (i.e., adding less noise).

Overall, ULDP provides much better utility when non-sensitive data are dominant.

Definition 3.1 (XS ,YP ,ϵ)-ULDP [174]). Given XS ∈X , YP ∈Y , and ϵ∈R≥0, an obfuscation

mechanismMo from X to Y provides (XS ,YP ,ϵ)-ULDP if it satisfies the following properties:

1For example, assuming v is the answer provided by a user, when Unary Encoding (UE) [235] is used,
Encode(v)=[0,...,0,1,0,...,0], a binary vector where only v-th position is 1. When DE is used, Encode(v)=v.
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1. For any y∈YI, there exists an x∈XN such that

Mo(y |x)>0 andMo(y |x′)=0 for any x′ ̸=x. (3.1)

2. For any x,x′∈X and any y∈YP ,

Mo(y |x)≤eϵMo(y |x′) (3.2)

where X (resp. Y ) is a finite set of personal (resp. obfuscated) data. XS ∈ X is a set of

sensitive data common to all users, and XN =X \XS is the remaining personal data. YP ∈Y

is a set of protected data, and YI=Y\YP is a set of invertible data.

We extend ULDP to enable two-level privacy protection. For applications like malicious

domain detection, popular domains like google.com are usually not scrutinized because

they are quite unlikely to be malicious [187, 29, 77]. On the other hand, they are “anchors”

to user tracking, connecting sessions of the same user, as examined in Section 3.2.4. As

such, we treat the popular domains as sensitive data, adding higher-degree noise to them

under ULDP. The remaining unpopular domains are treated as non-sensitive data and be

processed with lower-degree noise to keep good data utility.

The second challenge can be addressed by parallel domain resolving : given a domain name d

to query, a user can send d to an alternative resolver (termed AltRR) when the risk of user

tracking is high, and send a dummy query d′ to the primary resolver. The idea of dispersing

DNS queries for better privacy was described in [38, 104]. Compared to previous works,

our mechanism is fine-tuned with LDP. As such, users’ privacy can be guaranteed under a

privacy budget ϵ. In addition, LDPResolve ensures the DNS data is usable by legitimate

applications that rely on aggregated statistics.

Workflow. Figure 3.4 illustrates the design and workflow of LDPResolve, following the
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Figure 3.4: Workflow of LDPResolve. The symbols are defined in Section 3.3.2. A DNS
query might be perturbed and sent to AltRR based on (XS ,YP ,ϵ1,ϵ2)-ULDP.

concept of randomized response. When the stub resolver is about to send a DNS query for

domain d to a resolver configured by the user (i.e., primary resolver), she asks an oracle

integrated by the stub resolver whether d should be perturbed, depending on a generated

probability and whether d is listed in a sensitive set (set of popular domains). The sensitive

set is generated by a third-party, e.g., Alexa [8] or authoritative nameservers, and it is

periodically delivered to the stub resolver. When it is determined to be perturbed, it sends a

different query with domain name d′ to the primary resolver and the original d to an AltRR

to obtain the authentic answer.

AltRR. AltRR can be another resolver that is not colluding with the primary resolver. It

can be a local recursive resolver (RR), which directly talks to authoritative nameservers.

Instead of altering the entire DNS resolution [205], we use a combination structure of AltRR

and Primary RR, applying a DP-based approach to rationally distribute queries among RR.

In doing so, unlike previous work that considered only privacy, we can achieve a balance

between privacy, performance, and data utility. We expect the usage of AltRR will not

significantly increase the latency. Firstly, Hoang et al. showed that DNS resolution is

slightly longer with AltRR [104]. Secondly, only domains in the sensitive set go through

AltRR and we can use the prefetch strategy since the sensitive set is known beforehand. In
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Section 3.4.7, we evaluate one AltRR implementation based on a local resolver.

As described in Section 2.1.1, Encode, Perturb, and Aggregate are the three key steps

for an LDP protocol. Since we choose DE for Encode, Aggregate becomes a trivial process

as no extra decoding is needed [235]. Perturb needs to be designed in light of ULDP and

we elaborate it next.

3.3.2 Perturb for LDPResolve

Let X be a set of DNS queries and Y be the perturbed queries. We use a randomized

mechanism A to map x∈X to y∈Y with probability P(y|x). We divide DNS queries into

sensitive queries about popular domains (termed XS ⊆X ) and non-sensitive queries about

unpopular domains (termed XN ⊆X ). After perturbation, YP⊆Y and YI⊆Y are generated,

which are associated with popular domains and unpopular domains respectively. We design

A to satisfy a new DP notation (XS ,YP ,ϵ1,ϵ2)-ULDP, as defined in Definition 3.2.

Definition 3.2 ((XS ,YP ,ϵ1,ϵ2)-ULDP). Given XS ,XN ⊆ X , YP ,YI ⊆ Y and ϵ1,ϵ2 ∈ R≥0, a

randomize mechanism A, where A(X)=Y , provides (XS ,YP ,ϵ1,ϵ2)-ULDP if it satisfies the

following properties:

1) For any y∈YI, ∃ x,x′∈XN

P(y|x)>0 and P(y|x′)=0,∀x′ ̸=x. (3.3)

2) For any x,x′∈X and any y∈YP ,

P(y|x)≤eϵ1P(y|x′) (3.4)

That is, ϵ1-differential privacy is guaranteed for ∀x∈X .
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3) For any x,x′∈XS and any y∈YP ,

P(y|x)≤eϵ2P(y|x′) (3.5)

Where ϵ2-differential privacy is guaranteed for ∀x∈XS and ϵ1≥ϵ2.

We then provide a concrete construction (XS ,ϵ1,ϵ2)-URR (or (XS ,ϵ1,ϵ2)-Utility-optimized

Randomized Response) under it (see Definition 3.3). Figure 3.5 illustrates this protocol.

Definition 3.3 ((XS ,ϵ1,ϵ2)-URR). Given XS ⊆ X and ϵ1,ϵ2 ∈ R≥0, let c1 = eϵ2
eϵ2+|XS |−1

, c2 =

1
eϵ2+|XS |−1

, c3=
1

eϵ1+|XS |−1
, c4=

eϵ1−1
eϵ1+|XS |−1

. Then the (XS ,ϵ1,ϵ2)-URR can be defined as:

PuRR(y|x)=



c1 if xi∈XS ,y=x

c2 if xi∈XS ,y∈XS\{x}

c3 if xi∈XN ,y∈XS

c4 if xi∈XN ,y=x

0 otherwise

(3.6)

where c4≥c1≥c2≥c3, c1+(|XS |−1)c2=1, c4+|XS |c3=1.

With these notations, we are able to prove via two different approaches that (XS ,ϵ1,ϵ2)-URR

satisfies (XS ,YP ,ϵ1,ϵ2)-ULDP. The proof is shown below.

Proof. First Approach. We can show how the properties in Definition 3.2 hold by showing

all possible scenarios of input and output combinations satisfy the definition.

1) For any y∈YI , there ∃x,x′∈XN

PuRR(y|x)=c4>0 and PuRR(y|x′)=0,∀x′ ̸=x. (3.7)
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Figure 3.5: An illustration of how data are perturbed under (XS ,ϵ1,ϵ2)-URR.

2) For any x,x′∈XN and any y∈YP ,

PuRR(y|x)
PuRR(y|x′)

≤ c4
c3
≤eϵ1 (3.8)

3) For any x,x′∈XS and any y∈YP ,

PuRR(y|x)
PuRR(y|x′)

≤ c1
c2

=eϵ2≤eϵ1 (3.9)

4) For any x∈XS , x′∈XN and any y∈YP ,

PuRR(y|x)
PuRR(y|x′)

≤ c1
c3

=
eϵ2(eϵ1+|XS |−1)
eϵ2+|XS |−1

≤eϵ1 (3.10)

Proof. Second Approach. We can demonstrate our protection mechanism as a two-layer

model as well: all input data has ϵ1-differential privacy guaranteed while for sensitive data,

another layer of ϵ2-differential privacy is provided.
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– Layer 1. If we do not differentiate XS and XN , then we have same conclusion as

Equation 3.3 and 3.4.

1) For any y∈YI , there ∃x,x′∈XN

PuRR(y|x)=c4≥0 and PuRR(y|x′)=0,∀x′ ̸=x. (3.11)

2) For any x,x′∈X and any y∈YP ,

PuRR(y|x)
PuRR(y|x′)

≤ c1
c3
≤eϵ1 (3.12)

Therefore, for all input data, ϵ1-differential privacy is guaranteed.

– Layer 2. According to our definition, YP⊆XS , let ZP be the protected output set which

follows same definition of YP . Thus we have:

3) For any y,y′∈YP⊆XS and any z∈ZP

PuRR(z|y)
PuRR(z|y′)

≤ c1
c2

=eϵ2 (3.13)

Our (XS ,YP , ϵ1, ϵ2)-ULDP notion is adapted from the (XS ,YP , ϵ)-ULDP notion [174] by

introducing an additional ϵ in order to provide stronger protection over the sensitive data

entries (i.e., popular domains) while maintaining as much utility as possible for the non-

sensitive data (e.g., unpopular domains). (XS ,YP ,ϵ1,ϵ2)-ULDP provides ϵ1-DP and ϵ2-DP

for different input, and it inherits other basic properties of ULDP [174], like sequential

composition and post-processing.
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SensitiveSet. As described in Section 3.3.1, we want to build the sensitive set and associate

it with a different privacy budget. The sensitive set consists of popular domains with a high

volume of visits. As implied by the results in Section 3.2.4, the repetitive queries of a user

to popular domain names form his/her “identifier”. Higher privacy protection for popular

domain names is thus a reasonable deduction. In our experiment, the list is generated based

on DNS sessions from another dataset of 9k users. When LDPResolve is installed by the

users, the sensitive set can be fetched periodically from a web server, like Adblock fetching

EasyList [12] The sensitive set can also be augmented with domains chosen by the user.

We assume the sensitive set is not a secret, so the adversary can obtain the set and actively

prune the enlisted domains before user tracking. In Section 3.4.5, we discuss the impact of

this strategy.

3.4 Evaluation of LDPResolve

We first describe the experiment settings for LDPResolve and three evaluation metrics. In

Section 3.4.1, we investigate to what extent LDPResolve can curb DNS-based user track-

ing. In Section 3.4.2, the three parameters of LDPResolve are assessed. In Section 3.4.4

and Section 3.4.3, we discuss alternative settings of LDPResolve, In Section 3.4.5, we

discuss the impact of the adaptive attack strategies. In Section 3.4.6, we compare against

another relevant work that disperses DNS requests. In Section 3.4.7, we implement a proto-

type of LDPResolve and evaluate its overhead.

Dataset. We extract anonymized DNS query logs from a campus resolver as our evaluation

dataset, which contain information such as hashed IPs, timestamps, domain names, qtypes,

etc. We use 30,716 DNS sessions collected from 1,000 different users in a two-week period to

evaluate both the open-world and the closed-world settings with a focus on the closed-world

setting, as it favors the adversary more. The average, min, and max DNS sessions per user
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are 30.7, 12, 90 respectively. For a DNS session, the longest one covers 96.3 hours, while the

shortest one only issued 1 query. The median duration is 2.74 hours.

We choose 80% sessions of a user to fill SL and leave the remaining 20% for SU, which

enhances the capability of the attacker.

To generate the sensitive set, we collect another DNS dataset with 272,078 sessions from

9,000 users. It has no overlap with SL and SU. We rank domains based on their frequencies

in sessions and take the top NS domains as the sensitive set.

We simulate DNS queries under LDPResolve by perturbing their enclosed domains. We

vary different parameters, including ϵ1, ϵ2 and NS to assess their impact. In the default

setting, we only perturb sessions in SU, which represents the situation that the attacker

has acquired a “clean” SL and tries to correlate it with a noisy SU. The campus wireless

network assigns an IP for each device (though it is periodically changed based on DHCP),

so NAT/VPN egress endpoint is not expected.

Evaluation Metrics. We consider three metrics to evaluate the data utility. The first

is tracking accuracy (or TrkAcc), which is the same as the accuracy used to evaluate

DSCorr. The goal of LDPResolve is to reduce it as much as possible.

The second is standard deviation (or std) of the domain frequency (used by prior works

in malicious domain detection [29, 153, 247, 52]), measured by the session count. In addition

to std across all domains, we also measure it on the ones in sensitive set and non-sensitive

domains, and use std s and std n to represent their std respectively.

The third metric measures the utility at the session level. We measure the change ratio (or

ChgRatio) of domain names and domain pairs after perturbation. If O is original set of do-

main names (or domain pairs) and P is perturbed set, ChgRatio is computed as |O∩P |/|O|.

For ChgRatio on a single domain name, sensitive domain (s) and non-sensitive (n) domain
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are calculated separately. For ChgRatio on domain pairs, pair of two sensitive domains

(s,s), one sensitive domain and one non-sensitive domain (s,n), and two non-sensitive do-

mains (n,n) are measured. We choose ChgRatio because it impacts the mapping of a domain

name to the source IP address or domain names to domain names, which is also utilized a

lot for malicious domain detection [147, 51, 77, 194].

3.4.1 Impact on User Tracking

We first measure the impact of LDPResolve on all tracking methods (jac, cos, bay, ja-bi,

co-bi, ba-bi, DSCorr) in the closed-world setting as described in [41]. We set ϵ1 = 10

and ϵ2 =2 to represent high & low privacy budgets. We set Ns to 2k and 10k out of more

than 2 million domain names from the 9k-user set, to assess the impact of the sensitive set.

When Ns = 2000, 72.6% domain names per session are sensitive, but 1.7% domains in SU

are sensitive, showing a long-tail distribution. When Ns=10000, the numbers are changed

to 92.4% and 8.3% respectively.

Figure 3.6 shows TrkAcc before and after LDPResolve is applied2. It turns out DSCorr

is influenced most: TrkAcc is dropped to 60.0% when Ns is 2k, and 10.1% when Ns is 10k,

from 93.0%. On the other hand, the impact to 1NN-Cosine (cos) is the the smallest among

all tracking methods: TrkAcc is dropped to 62.2% and 34.1% from 86.6%, when Ns is 2k and

10k respectively. The result indicates LDPResolve is effective in protecting users’ privacy,

and it has stronger influence on tracking methods with higher TrkAcc.

We also test LDPResolve in the open-world setting, by setting Ns to 10k. The original

TrkAcc for 1NN-Cosine and DSCorr are 70.9% and 82.3% respectively. Under LDPRe-

solve, TrkAcc of them are dropped to 51.9% and 50.8%. In the open-world setting, one can

achieve an accuracy of at least 50% by labeling all sessions as unknown. Thus, the TrkAcc

2Noticeably, bi-ba has higher TrkAcc comparing to DSCorr (95.7% vs 93.0%). This is because we use
80% and 20% data for training and testing here, varying the number of labeled sessions per user. DSCorr
performs better with less data.
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Figure 3.6: Comparison of TrkAcc before (“raw”) and after deploying LDPResolve (“2k”
and “10k”). “2k” and “10k” are values set to Ns. All numbers are percentage.

drop here is sufficient enough to show the effectiveness of LDPResolve.

For the follow-up experiments, we choose 1NN-Cosine (uni-gram) as the tracking method

since it is more robust to noise, and focus on the closed-world setting.

3.4.2 Impact of Parameters

We discuss the impact of different parameters (ϵ1, ϵ2,Ns) in LDPResolve on the three

evaluation metrics here. We set a large ϵ1 (10) and a small ϵ2 (2) initially because we intend

to preserve more privacy for sensitive domains (more noise added) while maintaining better

utility for other domains (less noise added). Theoretically, eϵ1 needs to be at least the same

order as the size of the sensitive set Ns to avoid significant changes to non-sensitive domains.
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To evaluate the impact of each parameter, we fix other parameters and vary the tested

parameter and obtain privacy and utility results.

We examine ϵ1 from 2 to 15 and ϵ2 from 0.5 to 10 with different size of the sensitive set

Ns. We evaluate the impact of these parameters based on their TrkAcc, std and ChgRatio.

Overall, a large ϵ1 and Ns with small ϵ2 is preferred. More specifically, by setting ϵ1 = 10,

ϵ2=2 and Ns=20,000, LDPResolve is able to decrease the tracking accuracy to 23.3% for

1NN-Cosine, which is proved to be the method most robust to noise. Regarding the utility

measured by std, our result indicates they can be preserved (especially for non-sensitive

domains). For instance, when ϵ2=2 and ϵ1=10, std n is only 5.71.

Impact of ϵ1. ϵ1 is the privacy budget for the whole domain set and the smaller ϵ1 will

introduce greater noise to all the domains. We tested 5 different ϵ1 ranging from 2 to 15

while setting ϵ2 and NS to 2 and 10000 respectively. The result of TrkAcc and std are shown

in Table 3.1. We see that as ϵ1 drops, TrkAcc drops drastically due to the higher-level noise

added. Besides, std of the whole domain set increases slowly with std of sensitive domains

remaining almost the same and std for non-sensitive domains grows, because we use ϵ2 to

control the changes on the sensitive domains.

Figure 3.7a supports this claim as well with the result on ChgRatio. The co-occurrence of any

sets of domains involving non-sensitive domains is dropping sharply from a very high level as

ϵ1 gets smaller. Meanwhile, 99.8% of non-sensitive domain names and 99.5% non-sensitive

domain pairs are unchanged when ϵ1 is set to 15. Only less than 16.8% of non-sensitive

domains and 1.3% non-sensitive domain pairs remain the same after the ϵ1 is decreased to

7. Since non-sensitive domains play a big role in security research, ϵ1 should be set to a

relatively high value in order to guarantee reasonable utility.

Impact of ϵ2. ϵ2 is the privacy budget for sensitive domains only, and the smaller ϵ2 intro-

duces more noise. Similarly to the last setting, we fix ϵ1 to 10, NS to 10000, and examine
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ϵ1 15 10 9 8 7 6 5 2

TrkAcc 38.7 34.1 28.4 19.5 10.2 3.7 1.4 0.2
std 332.30 343.66 352.52 360.62 365.38 367.61 368.45 369.12
std s 1279.53 1279.63 1279.94 1280.39 1279.76 1279.92 1279.01 1280.31
std n 3.48 5.71 6.85 8.54 10.66 10.75 11.20 10.84

Table 3.1: Impact of ϵ1 on TrkAcc (shown in percentage) and overall std. std s and std n

are std for sensitive and non-sensitive domains.

ϵ2 10 8 7 6 5 2 0.5

TrkAcc 84.8 80.2 70.3 57.4 43.6 34.1 33.9
std 121.59 264.24 305.47 326.82 336.81 343.66 343.95
std s 241.10 731.94 967.65 1127.27 1214.65 1279.63 1282.55
std n 3.27 3.80 5.31 5.52 5.67 5.71 4.38

Table 3.2: Impact of ϵ2 on TrkAcc, std, std s and std n.

NS 1000 2000 5000 10000 20000

TrkAcc 68.0 62.2 48.8 34.1 23.3
std 363.13 388.23 376.73 343.66 304.17
std s 2552.22 2205.18 1669.81 1279.63 949.84
std n 1.72 2.15 6.54 5.71 7.13

Table 3.3: Impact of NS on TrkAcc, std, std s and std n.

the impact of different ϵ2 from 0.5 to 10. In this setting, we have the non-sensitive domains

not impacted so their utility to legitimate applications is preserved. But because tracking

relies on sensitive domains, it is disrupted.

As shown in Table 3.2, std of non-sensitive domains is small (all less than 6) and stable

across different ϵ2. A small difference is observed because a different set of non-sensitive

domains is perturbed every time we run the experiment. The same pattern can be found

in Figure 3.7b where the ChgRatio of domains or domain pairs without involving sensitive

domains remains almost unchanged under the fluctuation of ϵ2.

In conclusion, higher ϵ1 and lower ϵ2 are preferred for a good balance between privacy and

data utility.
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Figure 3.7: ChgRatio vs. ϵ1, ϵ2 and NS. s, n, (s, s), (s,n) and (n,n) are explained in
“Evaluation metrics”.

Impact of NS. We fix ϵ1 to 10, ϵ2 to 2 and change NS from 1k to 20k. Table 3.3 shows

that by increasing NS, user tracking is severely interfered, with TrkAcc dropping from 68.0%

to 23.3%. In the meantime, its impact on non-sensitive domains is controlled, with std of

them ranging from 1.72 to 7.13. Figure 3.7c shows that with the increase of NS, ChgRatio

of sensitive domains, nonsensitive domains and pairs of nonsensitive domains are decreasing.

Here we explain this observation in depth. Followed by increase of Ns, 4 perturbation

probabilities c1, c2, c3, c4 all decrease. Sensitive domains will have a greater chance to be

changed as they are associated with c1,c2,c3, while non-sensitive ones are less changed as

it is only impacted by c4. With Ns increased, sensitive set is expanded to contain more

low-frequency domains, so std n also increases. For pairs associated with sensitive domains,

the perturbation breaks their relations, so the ChgRatio of them remain low with a trend of

decreasing.

From the result and explanation above, it is clear that Ns is also an essential parameter for

LDPResolve. Larger Ns is recommended when the legitimate applications highly rely on

the non-sensitive domains. Though due to the power-law distribution of domains, 1k and

20k have a big difference of influence on user sessions, only a small portion of the whole

domain set is impacted, as shown in Section 3.4.1.

Our default setting assumes SL is clean to the adversary. We further explore the scenario

35



when SL has noises injected by LDPResolve. The parameters are the same as our default

setting: ϵ1=10,ϵ2=2, Ns=10000.

Firstly, we assume SL is noisy while SU is clean. The tracking accuracy turns out to be

23.4%, which is even worse than 34.1% when we assume a clean SL and a noisy SU. There-

fore, such “data poisoning attack” is even more effective against user tracking. Secondly,

we allow one clean session for each user to be included in SL (SU is still clean). Tracking

accuracy will be increased to 41.9%. The result suggests even one clean session in SL can

give adversary great lift in countering LDPResolve. Finally, if both SL and SU are noisy,

the accuracy will drop back to 32.5%.

3.4.3 Sensitive Set with SLDs

So far we fill the the sensitive set with FQDNs (Full Qualified Domain Names). It can also be

constructed by extracting the SLDs (Second-Level Domains) part from the popular FQDNs,

by leveraging public suffix list [4]. Then, if the SLD of a domain name matches the sensitive

set, it will be considered as in XS . By doing so, the sub-domains under sensitive domains

are also protected.

By building the new sensitive set based on only 100 most popular SLDs from the same

9k-user dataset, tracking accuracy is dropped to 14.16%. This result shows that by adding

strong noises to a small set of SLDs, tracking will be significantly disturbed.

When applying this change, certain domains need to be excluded, i.e., not adding their

SLDs to sensitive set. One example is domains requested under PTR Record. Because all

PTR records are under the same SLD in-addr.arpa or ip6.arpa, if including those domains

in sensitive set, security research based on PTR records [185] will be significantly impaired.
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3.4.4 Noisy SL

Our default setting assumes SL is clean to the adversary. We further explore the scenario

when SL has noises injected by LDPResolve. The parameters are the same as our default

setting: ϵ1=10,ϵ2=2, Ns=10000.

Firstly, we assume SL is noisy while SU is clean. The tracking accuracy turns out to be

23.4%, which is even worse than 34.1% when we assume a clean SL and a noisy SU. There-

fore, such “data poisoning attack” is even more effective against user tracking. Secondly,

we allow one clean session for each user to be included in SL (SU is still clean). Tracking

accuracy will be increased to 41.9%. The result suggests even one clean session in SL can

give adversary great lift in countering LDPResolve. Finally, if both SL and SU are noisy,

the accuracy will drop back to 32.5%.

3.4.5 Adaptive Tracking against LDPResolve

To counter LDPResolve, an adaptive attacker can try to eliminate the noises introduced

by different means. As ULDP ensures domains in the non-sensitive set are invertible, one

feasible option is to remove the observed domains that appear in the sensitive set, therefore

reduce the effect of change of domains. In this way, the queries left in the records contain only

authentic domains. Another option to eliminate the effect of LDPResolve is to estimate

the domain frequency by reversing (XS ,ϵ1,ϵ2)-URR.

Removing Sensitive Domains. By removing the sensitive domains in the DNS records,

most of the noises would be removed along with them. On the other hand, the tracking

effectiveness should not be restored to the level without LDPResolve, since there are less

domains to be used to connect sessions of the same user.

It turns out that tracking accuracy rises from 34.06% to 53.08% after this adaptive strategy.
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For the vanilla setting (attacker has access to the clean data in both SL and SU and no

domains are removed), the accuracy is 86.6%. As such, we argue that even this strategy is

applied, the tracking accuracy is far from optimum for the adversary.

Reversing(XS ,ϵ1,ϵ2)-URR. LDPResolve uses (XS ,ϵ1,ϵ2)-URR to perturb a request. The

process depends on a few parameters (c1, c2, c3, c4). When they are known to the adversary,

she might attempt to reverse the perturbation process to estimate the real distribution of a

domain based on the observed distribution. We propose an implementation for this strategy

and evaluate its impact on LDPResolve. Mathematical details are listed below.

Suppose
∣∣X∣∣ is the total number of observed queries,

∣∣∣X̂∣∣∣ the estimate and
∣∣∣XN

∣∣∣ is the num-

ber of non-sensitive queries being observed. Note that
∣∣X∣∣= ∣∣∣X̂∣∣∣ under LDPResolve.

∣∣∣X̂N
∣∣∣

is the estimate of the real non-sensitive queries. According to the definition of (XS ,ϵ1,ϵ2)-

URR, we have:

∣∣∣X̂N
∣∣∣= 1

c4

∣∣∣XN
∣∣∣ (3.14)

Therefore, the estimate of real sensitive queries
∣∣∣X̂S

∣∣∣ would be:

∣∣∣X̂S
∣∣∣= |X|−∣∣∣X̂N

∣∣∣= |X|− 1

c4

∣∣∣XN
∣∣∣ (3.15)

For a specific observed sensitive query xS
0 , the total number of xS

0 follows the equation below:
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∣∣xS
0

∣∣= c1
c1+c2+c3

∣∣x̂S
0

∣∣+ c2
c1+c2+c3

∑
k ̸=0

∣∣x̂S
k

∣∣ 1

|XS |

+
c3

c1+c2+c3

∣∣∣X̂N
∣∣∣ 1

|XS |

=
c1

c1+c2+c3

∣∣x̂S
0

∣∣+ c2
|XS |(c1+c2+c3)

(
∣∣∣X̂S

∣∣∣−∣∣x̂S
0

∣∣)
+

c3
c1+c2+c3

∣∣∣X̂N
∣∣∣ 1

|XS |

=
c1

c1+c2+c3

∣∣x̂S
0

∣∣+ c2
|XS |(c1+c2+c3)

(
∣∣X∣∣

− 1

c4

∣∣∣XN
∣∣∣−∣∣x̂S

0

∣∣)+ c3
c4(c1+c2+c3)|XS |

∣∣∣XN
∣∣∣

(3.16)

Therefore, we have the estimation of any observed domains as follows:

∣∣x̂S
0

∣∣= c2−c3
c4
−c2

∣∣X∣∣+∣∣xS
0

∣∣|XS |(c1+c2+c3)

(c1−c2)|XS |
(3.17)

Attacker will then use |x̂S
0 | for user tracking. It turns out this strategy does not work

well when the sensitive set is large, which introduces large randomness to the perturbation

process. When Ns is 10k, TrkAcc is slightly increased from 34.06% to 34.54%. As an

alternative solution, the adversary could choose to reverse the non-sensitive set only, which

are derived by excluding sensitive set from the entire domain set. This strategy increases

TrkAcc to 53.50%, but still far from the vanilla setting when LDPResolve is not deployed

(86.6%).

3.4.6 Comparison with K-resolver

As described in Section 3.3.1, K-resolver [104] is expected to deter tracking by dispersing

DNS queries across resolvers. We test K-resolver by splitting DNS requests into k slices, and

launch 1NN-Cosine tracking against it. The detailed evaluation results are shown below.
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Figure 3.8: Comparison on TrkAcc of LDPResolve and K-resolver by k.

We vary k from 18 to 90 (with step size 8) and TrkAcc is reduced from 62.89% to 30.7%,

as shown in Figure 3.8. It turns out only when k is very large (over 74), K-resolver can

outperform LDPResolve (TrkAcc at 34.06%) in theory. However, finding such a big pool

of resolvers is quite difficult. In fact, Hoang et al. investigated 53 DNS-over-HTTPs resolvers

and found only 26 of them can provide reliable services. LDPResolve offers sufficient

protection by involving much fewer resolvers (only 2). In fact, as a deterministic hash

function is used by K-resolver, a group of domains will always be sent to the same resolver,

regardless of how much information they leak. The randomized protocol of LDPResolve

addresses this limitation.

3.4.7 Prototype

We implement a prototype of LDPResolve to evaluate its overhead. Our prototype is built

on top of dnsdist[1], an open-source DNS load-balancer. We write Lua, Python, and Shell
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Figure 3.9: Comparison of RTT between different settings of LDPResolve. “ldp” are all
queries. “ldp-sensitive” and “ldp-nonsensitive” are queries to domains in and not in the
sensitive list. “ldp-prefetch” is RTT of all queries when prefetch of sensitive domains is
enabled.

scripts to customize dnsdist to support LDPResolve. The code we wrote is released on

GitHub.

For domains that are unperturbed, we query them through a primary resolver, which is a

public resolver (223.5.5.5) in our experiment. For domains that are perturbed, two kinds

of queries are issues: 1) queries sent to the alternative resolver (AltRR), which is set to be a

trusted local recursive resolver running PowerDNS [6] and directly talking to authoritative

nameservers, and 2) dummy queries (i.e., noise) sent to the primary resolver. The two types

of queries are issued in separate processes, so the impact on the normal DNS resolution is

confined. It is also worth mentioning that we create a local cache with a fixed size similar

to the sensitive set.
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We randomly choose a group of sessions of one user in our dataset, replay the first 10k DNS

queries (qname/qtype combination) and evaluate the Round-trip Time (RTT) and traffic

volume.

RTT. Firstly, we measure the distribution of the query RTTs under LDPResolve. Figure

3.9 shows the CDF plot of the 10K queries. Because of the local cache, RTT for most of

the queries is less than 10ms (querying the primary resolver takes about 20ms). Responses

to the non-sensitive domain names are slower than the sensitive ones, because they are less

likely to be requested multiple times (so cached). We also examined the idea of prefetching

the domain names in the sensitive set, and the RTT turns out to be even smaller generally.

Overall, our result shows LDPResolve is efficient under parallel domain resolving.

Traffic Volume. We found the 10k queries generate about 2.76MB of DNS traffic to the

public resolver. When using LDPResolve, 3.28MB DNS traffic is generated, where 2.36MB

goes to the primary resolver, and 0.92MB goes to AltRR, which is 18.8% higher than querying

DNS normally. The traffic sent to the primary resolver is actually reduced because of the

local cache.

3.5 Discussion

Limitations of LDPResolve. 1) The utility could be worse for popular domains due to

ULDP, which can hurt the applications like domain popularity ranking at recursive resolvers.

From the level of authoritative nameservers, the impact is expected to be smaller, as queries

from RRs over the world are aggregated. 2) We consider the passive attacker who only does

traffic analysis and do not consider the active attacker who is able to change the state of

the user’s device, like changing DNS cache [133]. It would be an interesting study about

whether or how an active attacker would be affected under LDPResolve. 3) According

to our implemented prototype of LDPResolve, the overhead of traffic volume is moderate
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and the latency can even be reduced when AltRR uses local resolver, local cache, or prefetch.

These options might not always be available to the users, so the performance result should

be perceived with a grain of salt.

Sensitive Set. As the sensitive set is generated based on the historical domain popularity,

an attacker can manipulate this set by crafting domain visits. There exist two strategies: 1)

injecting a malicious domain into the sensitive set so LDPResolve will perturb it at higher

probabilities, but it also makes a user less likely to visit it; 2) injecting many irrelevant

domains to “kick out” the real popular domains, but to override the query volume from

users requires significant network bandwidth. As such, there is no strong motivation for an

attacker to manipulate the sensitive set.

LDPResolve issues the same sensitive set to all users. An alternative approach is to let a

user customize it for better performance at her end. We can allow a user to manually change

or automatically generate it from her visiting history.

Limitations of Dataset. For evaluation, we use only one DNS dataset. We acknowledge

that using more datasets can address the potential bias caused by the user population, but

getting access to one, especially with session labels, is very challenging. Nevertheless, we

want to emphasize that our DNS dataset contains 10,000 users launching over 300,000 DNS

sessions, targeting 2 million domain names, which is sufficient for a large-scale study.

Alternative Defense Approach. To defend against DNS-based tracking, in addition to

LDPResolve, other approaches include spreading DNS requests to multiple resolvers [104]

and using an “oblivious DNS” which obfuscates the queries from clients [205]. However, none

of those approaches considered the data utility for legitimate purposes like malicious domains

detection. LDPResolve makes the first attempt to balance the privacy and utility of DNS

data. Our adversary model assumes the recursive resolver is not trusted. An alternative

setting is that recursive resolver performs privacy protection before sharing the data with
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another party, e.g., Passive DNS [11, 9]. Noises can be added by the recursive resolver

following a differential privacy notion and better data utility is supposed to be achieved. We

leave this setting as a future work.
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Chapter 4

DPRA: Differentially Private Resource

Allocation

4.1 Introduction

Resource allocation (RA) is a long-standing problem relevant to various application scenar-

ios, such as virtual machine assignment [164], storage allocation [148], network bandwidth

management [162], and channel allocation [228]. Prior works mostly focus on the efficiency

and cost of RA [123, 27, 90, 137, 116, 111, 175], e.g., how to improve resource utilization and

guarantee the quality of service to all users [111]. However, the privacy issues of RA have

been overlooked for a long time and were only studied recently. Angel et al. [20] reveal that a

powerful attacker can determine the existence of other parties in the RA system. Specifically,

for an allocator managing limited resources, when one party requests resources, the number

of resources the other parties can obtain will be affected. Therefore, the attacker can try to

send a large volume of requests and use the allocation results to infer the existence of other

users. Knowing the existence of others opens the door to more serious attacks that can infer

users’ activities. For example, although Metadata-private messengers (MPM) are designed
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to hide the calling activities between clients, such privacy guarantees can be breached with

RA side-channel and traffic analysis [20].

Existing Resource Allocators. Most of existing allocators (e.g., the first-in-first-out al-

locator) do not offer any privacy guarantee [19]. Recently, Angel et al. [19] proposed an

allocator AKR1 that satisfies differential privacy (DP) [61]. Angel et al. consider the sce-

nario where the resource allocator owns a limited number of resources and the attacker

controls a large number of clients. The attacker learns of the existence of another victim

when the requests to the allocator are not fulfilled. To protect privacy during RA, AKR adds

dummy requests to the real ones and then assigns resources to randomly chosen requests.

The number of dummy requests follows the biased Laplace distribution, and by a standard

post-processing argument in DP (explained in Section 4.2.3), the existence of the victim is

differentially private to the attacker. While the dummy requests puzzle the attacker, we

found that the utility of AKR is not satisfactory. For instance, to achieve an acceptable level

of DP (with parameters ϵ=2,δ=10−6) more than 40% of the resources must be wasted in its

experiment setting.

Our Solution. Different from AKR, which implies the attacker knows the total number of

requests after noise is added, we observe that the practical attacker only has a partial view

of RA. Therefore we choose to model the RA privacy from the attacker’s view. Due to the

randomness introduced by RA, we benefit from “privacy amplification” [23, 67] through such

modeling and achieve better privacy-utility tradeoff.

Then, we implemented the DP mechanisms under four noise distributions, including con-

stant (CST), uniform (UNI), one-sided geometric (GEO), and double geometric (DGEO), and

tailored them to our new modeling. We conduct a rigorous privacy analysis and derive much

tighter privacy bounds than AKR. We prove GEO and DGEO always satisfy ϵ-DP under var-

ious parameters, while CST and UNI satisfy ϵ-DP under certain conditions. Interestingly,

1The first letter of the authors’ names.
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we find that adding a constant noise (CST), which obviously violates traditional DP, can

be proven to satisfy DP in the context of RA, due to the randomness of the allocation pro-

cess. On the other hand, AKR only considers non-negative Laplace noise and relies on the

post-processing argument to satisfy (ϵ, δ)-DP.

Evaluation. We evaluate the proposed mechanisms empirically by simulating the RA pro-

cess of Alpenhorn [145] with 5 million to 100 million rounds of requests, to demonstrate the

privacy-utility tradeoff in real-world settings. (1) GEO outperforms other mechanisms when

ϵ is smaller (i.e., ϵ < 2) and has relatively stable performance; (2) DGEO performs better

with a larger ϵ (ϵ > 2). Compared to AKR which wastes 44% of the resources, DGEO only

wastes 10% of resources with ϵ= 2. Moreover, when ϵ= 2.25, AKR utilizes 60% of the re-

sources while DGEO achieves 97% utilization. (3) Parameters of the mechanisms have to be

carefully tuned and negative bias should be avoided. The advantage over AKR is especially

surprising as AKR is supposed to have better utility under the relaxed (ϵ, δ)-DP, whereas our

mechanisms follow the strict ϵ-DP. This justifies the effectiveness of our privacy analysis.

Contributions. The main contributions are summarized below:

• We conduct a rigorous privacy analysis of differentially private RA, and derive tighter

privacy bounds under the attacker’s view for four noisy mechanisms.

• We theoretically and empirically evaluate our proposed mechanisms. One mechanism,

called GEO, leads to the best privacy-utility tradeoff and outperforms AKR by a large

margin.

• We published the code in a GitHub repository [47].
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4.2 Background

4.2.1 Problem Definition

Resource allocation (RA) assigns limited resources to the requesting parties, and we focus

on RA within computing systems in this paper. Examples include resource management

in data centers [18], assignment of virtual machines (VMs) in cloud [164], cache allocation

in computers [148], and channel allocation for Metadata-private Messenger (MPM) [145].

Below we first provide an abstract view of standard RA and describe its involved parties and

procedure. Then, we describe the attackers’ goals and capabilities in RA. The frequently

used notations are defined in Table 4.1.

Notation Description

D,D′ Neighboring datasets differing in one victim
k Number of available resources
m Number of compromised clients
d Number of noisy requests (can be negative)
y Number of resources dispatched to attacker

xℓ,xr,p,s,µ Parameters of the noisy mechanisms

Table 4.1: Notations frequently used in this paper.

RAParties and Procedure. Our abstraction of standard RA considers a scenario where

an allocator allocates resources based on the requests submitted by a number of clients. The

allocator can contain one server or a group of servers for fault-tolerance. In the setting of

data center, the allocator can be a virtual machine manager (VMM), and the client can

be a data center tenant. In the setting of MPM, where two users can set up a call in a

private way, the allocator can be a callee and the client can be a caller. Regarding the RA

procedure, we assume it takes rounds of interactions between the allocator and the clients.

In each round, the allocator receives requests from its clients for resources (e.g., CPUs in

a cloud and communication channels to be allocated to a caller in MPM) and makes the

best efforts to serve the requests. Hence, for each request, the allocator either accepts it and
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Allocator
Request

Clients compromised 
by attacker

Victim

Resource granted

Figure 4.1: An example of RA. An allocator has six resources and the total number of
requests sent by attacker is six. Privacy of the victim is violated when the attacker observes
one of the requests is not fulfilled.

allocates the resources, or rejects it when all resources have been occupied.

Following prior work [19], we assume the quantity of the resources is a limited number k,

and all resources are identical. Each round, some clients send requests, and each request

asks for one piece of resource. Because the resources are identical, the requests are also

identical (except the requesters’ IDs). We note that some assumptions can be relaxed (e.g.,

resources are not identical and each client can request multiple resources) to match different

application scenarios, and we discuss these variations in Section 4.6.3.

AdversaryModel. Since the clients’ requests might not always be fulfilled under limited

resources, the allocator’s response could leak information about the existence of some clients.

Figure 4.1 illustrates how such inference attack can be conducted. Formally, we assume the

attacker in the strongest attack scenario who can:

• compromise all clients except one victim client, and we denote the number of compro-

mised clients as m.

• know the number of available resources k before RA.

• compromise more clients than the resources, i.e., m≥k, and all requests are submitted
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at the same time.

The attacker can tell there is a victim requesting a resource if less than k requests from the

attacker are fulfilled.

We assume the adversary is malicious who can behave arbitrarily rather than being semi-

honest. We only consider the privacy issues in RA and other issues like availability (e.g.,

the attacker blocks a victim from getting resources by overwhelming the allocator) are out

of scope. We note that an adaptive attacker can exploit the correlation of results between

multiple rounds, and infer more information that weakens the allocation privacy. We propose

a few approaches to tackle such adversary in Section 4.6.2.

Regarding the allocator, we assume it is trustworthy, and can see all clients and requests and

add noises. Hence, the allocator can analyze the historical data to estimate the parameters

to be used by our mechanisms without privacy issues. We also assume the communication

between the victim and the allocator is secure, so the number of the victim’s requests are

not leaked.

Impact of RA Side-channel Leakage. Even though the information about the victim

during RA is seemingly insignificant, it can be leveraged as a side channel to break privacy-

enhancing technologies or make the subsequent attacks more effective.

Specifically, Angel et al. described an attack based on the RA side-channel [20] against MPM.

MPM like Vuvuzela [228], Alpenhorn [145], Stadium [226] and Karaoke [144] hide both the

message content and its metadata (including sender, receiver, time of communication, etc.)

from the network adversaries. In essence, a user within an MPM initiates a conversation

with her friend on an agreed time or round and encrypts the messages with a shared key.

In the conversation round, the user initiates k channels to k friends (including the friend

to have the “real” conversation). To avoid leaking metadata, users are forced to send and
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receive a message on each channel in each round 2. Since MPM requires the clients to always

be online, only the communicating parties of a client should be protected, while the client’s

existence is known.

It turns out the privacy guarantee of MPM can be entirely violated. As shown by Angel et

al. [20], a user usually has a greater number of friends than k channels. When the attacker

controls m (m≥k) friends of the user and lets them call the user, if the user is busy (e.g., not

responding) to more than m−k callers controlled by the attacker, the attacker knows the

user is communicating with others who are out of her control. Moreover, when the attacker

compromises the friends of multiple users, she can infer which users are likely active in a

given round with intersection and disclosure attacks [16, 163]. Specifically, the attacker can

narrow down the possible sender-recipient pairs by ignoring all the idle users during the first

round of calling. Then the attacker can build intersections of active users and keep reducing

the set of possible sender-recipient pairs during additional rounds. Because the requests and

resources are all identical under our assumptions, detecting such inference attack is also very

challenging.

Existing Resource Allocators. We aim to design an RA that hides the existence of the

victim while maximizing request fulfillment. One trivial solution that provides perfect privacy

is to have the allocator withhold all the resources and reject every request, but obviously,

this solution has zero utility. Angel et al. characterizes the existing allocators into (1) FIFO

(first in, first out) allocator, (2) Uniform allocator, (3) Slot-based resource allocator (SRA)

and (4) Randomized resource allocator (RRA) [19], while FIFO and uniform allocators are

non-private and SRA and RRA are private. However, both SRA and RRA incur prominent

utility loss.

2MPM is different from the normal messenger apps in that it can decline legitimate calls to providemetadata
privacy. Yet, given that each conversation round has very small latency (e.g., measured in micro-seconds in
the context of Alpenhorn [19]), the impact of call declining on user experience remains moderate.
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4.2.2 Differential Privacy

Our work applies differential privacy (DP) mechanisms to RA. We briefly overview DP in

this subsection and describe how AKR applies DP to RA [19] in the next subsection.

In the standard (central) setting, a trusted data curator adds noise (e.g., through the Laplace

mechanism or Geometric mechanism) to fulfill a DP notion (e.g., (ϵ,δ)-DP) given a query

from a data consumer, which provably bounds the information leakage. (ϵ,δ)-DP [61] is

formally defined in Definition 2.1.

Laplace Mechanism [61]. It computes a function f on input dataset D while satisfying

ϵ-DP, by adding to f(D) a random noise. The magnitude of the noise depends on GSf , i.e.,

the global L1 sensitivity of f , defined as (on any two neighboring datasets D≃D′),

GSf =max
D≃D′
||f(D)−f(D′)||1 (4.1)

When f outputs a single element,M can be written as:

M(D) =f(D)+L
(

GSf
ϵ

)
(4.2)

where L (s) denotes a random variable sampled from the Laplace distribution with scale

parameter s such that Pr[L(s)=x]= 1
2s
e−|x|/s. When f outputs a vector,M adds independent

samples of L
(

GSf
ϵ

)
to each element of the vector.

GeometricMechanism[142]. If the output domain is discrete, one can use this mechanism,

which draws noise from the double geometric distribution: Pr[DG(s)=x]= 1−e−
1
s

1+e−
1
s
e−

1
s
|x|/GSf ,

for x∈Z. The Geometric mechanism satisfies ϵ-DP.

Composition. Two properties, i.e., composition, and post-processing, of DP, are frequently

used to build complicated algorithms from the basic mechanisms. See more details of these
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properties in Section 2.1.2. Sequential composition states that combining multiple subrou-

tines that satisfy DP for (ϵ1,δ1),(ϵ2,δ2),··· results in a mechanism that satisfies (ϵ,δ)-DP for

ϵ=
∑

ϵi and δ=
∑

δi. On the other hand, advanced composition, e.g., Rényi DP [172], can

provide smaller privacy degredation (ϵ grows sub-linearly) comparing to sequential compo-

sition.

Definition 4.1 (Rényi Differential Privacy [172]). A mechanismM :X →Y is said to satisfy

(ν,τ)-RDP if the following holds for any two neighboring datasets D,D′

1

ν−1
logEo∼M(D)

[(
Pr[M(D)=o]

Pr[M(D′)=o]

)ν]
≤τ. (4.3)

Theorem4.1(RDP Sequential Composition [172]). IfM1 andM2 are (ν,τ1)-RDP and (ν,τ2)-

RDP respectively then the mechanism combining the two g(M1(D),M2(D)) is (ν,τ1+τ2)-RDP.

Theorem 4.2 (RDP to (ϵ,δ)-DP [172]). If a mechanism is (ν,τ)-RDP, then it also satisfies

(τ+ log1/δ
ν−1 ,δ)-DP.

k-fold Adaptive Composition [63]. In cases where the attacker interacts with the DP

algorithms over multiple rounds, the k-fold adaptive composition is to describe the privacy

leakage in these cases over time.

Theorem 4.3. For every ϵ > 0, δ, δ′ > 0 and k ∈N, the class of (ϵ,δ)-differentially private

mechanisms is (ϵ′,kδ+δ′)-differentially private under k-fold adaptive composition, for

ϵ′=
√

2kln(1/δ′)·ϵ+k ·ϵϵ0, (4.4)

where ϵ0=eϵ−1. For pure differential privacy, δ is set to 0.
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4.2.3 Differentially Private Allocation in AKR

As all the requests are identical from the allocator’s point of view, the key of providing

privacy is to “control” the number of resources the attacker receives. Thus, AKR asks the

allocator to add dummy requests. Specifically, AKR sets the dataset D to be all requests

made by clients, and computes the noise L
(

GSf
ϵ

)
. To ensure the number of added requests

(i.e.,M(D) in Equation 4.2) is non-negative, a bias µ is added when sampling the Laplace

noise so that the probability of the noise being negative is bounded by δ, which we refer to

as the biased Laplace distribution. The workflow of AKR is:

• Input: k, µ, GSf , ϵ, D

• Noise d ←−
⌈
max

(
0,µ+L

(
GSf
ϵ

))⌉
• Set Q←−|D|+d dummy requests

• U←− uniformly select min(|Q|,k) items out of Q

• Output: U

Overall, AKR satisfies (ϵ,δ)-DP. Below is its DP proof.

Theorem4.4(DP Proof for AKR [19]). AlgorithmM is (ϵ, δ)-differentially private for ϵ=1/s

and δ=
∫ 1

−∞L(w|µ,1/ϵ)dw. Specifically, for any subset of values L in the range [f(D),∞) of

M:

Pr[M(D)∈L]≤eϵPr[M(D′)∈L]+δ (4.5)

and

Pr[M(D′)∈L]≤eϵPr[M(D)∈L] (4.6)
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where f(S) computes the cardinality of set S.

Note that:

δ=

∫ 1

−∞
L(w|µ,1/ϵ)dw=


1
2
eϵ(1−µ) if µ>1

1− 1
2
eϵ(1−µ) if µ≤1

(4.7)

We can see µ tends to be large in order to have a small δ.

Given that the noise is non-negative, what the attacker observes after allocation can be seen

as a post-processing of the requests, as the victim’s request is indistinguishable from the

added dummy requests. Specifically, let Y be a random variable denoting the number of

resource attacker gets. Since the attacker only learns which requests of her were fulfilled,

from her point of view dummy requests and victim are indistinguishable. Thus for each

value l ∈ [0,k], Pr[Y = l|M(D)= t] =Pr[Y = l|M(D′)= t], where t is the number of requests

with dummies. Combined with the inequalities governing the probabilities thatM outputs

each value of t for D and D′, respectively. We have that Pr [Y = l|D] ≤ eϵPr [Y = l|D′]+ δ,

and similarly with D and D′ exchanged. Thus the distribution of the number of attacker’s

requests allocated are very close for D and D′.

4.3 Modeling Resource Allocation

In this section, we first demonstrate the problem of AKR’s modeling of RA. Then, we present

a taxonomy of different ways to “add noise” in RA and a general approach to model privacy.

4.3.1 Privacy Amplification from Allocation

We argue that AKR’s modeling of RA leads to suboptimal utility due to the lack of consider-

ation for the attacker’s view and capabilities. Though AKR, by its definition, does not reveal
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the number of total requests each round, their proof indicates a stronger statement that

the DP guarantee holds even when the attacker observes the total number of requests after

noise is added (i.e., the number of requests from both the attacker and the victim). More

specifically, their proof guarantees that the noisy total number of requests is bounded by

(ϵ,δ)-DP when honest clients are added. However, such information is not actually accessible

to the attacker, thus it creates a gap between the proof and the actual definition of the RA

problem. Examining the attacker’s view is crucial for privacy amplification in our study. By

comprehending the capabilities and limitations of the attackers, we can construct a precise

analysis and avoid unnecessary noise. In real-world scenarios, the capability of an attacker

can be considerably limited, as they are typically not granted access to the internal states

of an allocator. In fact, if the attacker can observe the internal states of an allocator, she

just needs to access the number of requests before adding noise, which defeats all DP-based

protection.

We note that such a modeling gap is common in DP for ease of proof. For example, in DP-

SGD [71], the privacy guarantee is proved on each SGD step, implying that the attacker can

observe the intermediate steps, but such information should not be accessible to the attacker.

A similar case also appears in the proof of privacy blanket [24, Theorem 3.1] (which assumes

the attacker has unrealistic extra information for the ease of proof) for the shuffle DP model.

Hence, we propose to more precisely model the attacker’s capabilities and offer a tighter

bound under the notion of DP. By conducting the privacy analysis from scratch, we present

a set of “privacy amplification” results3. In this dissertation, the privacy amplification stems

from the fact that the attacker only has a partial view of the allocation result. The attacker

is aware of whether the other compromised clients receive the allocated resources, except

for the one uncompromised client. Compared to AKR, which has to introduce larger noise

to deter the (unrealistic) attacker, we can use smaller noise to satisfy DP. In Section 4.5.2

3Privacy amplification refers to the effect where we can prove the privacy cost is reduced after some opera-
tions (e.g., subsampling [23] and shuffling [67]).
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(“Why Models Attacker’s View”), we elaborate the impact of privacy amplification.

4.3.2 Design Space

As described in Section 4.2.1, RA takes two steps: (1) receive a request, and (2) allocate

the resource if the request is accepted. Hence, for privacy protection, the allocator can add

noise to either (1) the number of requests (i.e., by adding dummy requests or removing

some requests), or (2) the number of available resources (i.e., by withholding some available

resource). After that, the allocator can randomly select requests and assign resources to

them. Therefore, the design space for the allocator is composed of:

• DS1: Choosing Where to Add Noise. The allocator can add noise to either the

number of requests or the number of resources or both. Our analysis shows that

randomizing the number of resources has the same effect as randomizing the number

of requests(explained later), thus we focus on designing methods to add noise to the

number of requests. In Section 4.6.4, we give a few real-world examples.

• DS2: ChoosingHowNoise isGenerated. The allocator adds noise to the observed

number of requests, and we have the flexibility to choose:

– The distribution of the noise.

– The range (support) of the distribution.

We found AKR only covered part of the design space: (1) AKR considered RA as post-

processing and only adds non-negative noise (dummy requests) to the requests. (2) AKR did

not consider distributions other than the Laplace distribution.

Adding Noise to Resource. Beyond adding noise to the requests, we can choose to add

noise to the resources. Here we consider that the noise is always negative, or the resources

are withheld from being assigned to clients. The positive noise can be seen as “creating”
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resources on the fly and assigning more than what is asked by a client, which could be

impractical for a real-world system. Yet, we can prove that withholding any number of

resources can be equivalently modeled as assigning them to dummy requests. Specifically,

the allocator could withhold n resources from k requests, which results in k − n random

requests getting resources. This is equivalent to that n requests being randomly removed

from the system (so that the rest k−n requests are granted with resources). Thus, we only

consider adding noise to requests.

4.3.3 PrivacyModeling

Under DS1, we model RA’s privacy through the lens of DP as follows. We use d to denote

the random variable for the number of noisy requests. D denotes the number of requests

made in a round. Given two neighboring datasets D, D′, w.l.o.g., we assume D′ equals to

D plus the honest request from the victim client4. RA’s privacy can be quantified as:

Pr
[
ViewAM(D)=y

]
Pr
[
ViewAM(D′)=y

]= ∑xr

i=xℓ
Pr[d= i]Pr[y | |D|+d]∑xr

i=xℓ
Pr[d= i]Pr[y | |D′|+d]

(4.8)

where ViewAM(·) models the allocation outcomes in the attacker’s view. Note that ViewAM

differs fromM in Equation 2.1 in that ViewAM is a partial view of the final allocation outcome.

Pr[d= i] denotes the probability d= i, where d is a random variable and i is within some range

[xℓ,xr], and Pr [y | |D|+d] is the probability that attacker gets y resources. This equation

measures the difference in the attacker’s observation that is impacted by the one honest

request. If d ≥ 0, the allocator adds some dummy requests; d < 0 models removing some

requests (e.g., ignoring requests). Notice that Equation 4.8 follows ϵ-DP, which is different

4For the other neighboring case (D′ equals to D minus the honest request), the modeling and proofs are
similar, so it is omitted in this version due to page limit.
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from AKR that follows (ϵ, δ)-DP.

With Pr[y | |D|+d], we are able to more precisely model RA privacy than AKR and captures

the randomness introduce by RA, since y represents only the output in the attacker’s view

(i.e., y≤|D|). We now describe the detailed analysis of Pr[y | |D|+d] under two cases: d≥0

and d<0. We enumerate all possible situations under RA and derive the exact probability

expressions for Pr[y | |D|+d] and Pr[y | |D′|+d](i.e., Equation 4.9 and Equation 4.10).

RequestAddition(d≥0). For the case of D, assuming there are m requests from D, given

a specific number of dummy requests d≥0, we have:

∀(k−d)+≤y≤min(k,m), Pr[y | |D|+d]=

(
m
y

)(
d

k−y

)(
m+d
k

) (4.9)

Pr[y | |D|+d] = 0 if y is outside of the above range. y has to satisfy y ≤min(k,m) because

what the attacker observes cannot exceed the total number of resources k or the number of

requests m. Similarly, y≥(k−d)+ (we use x+ to denote max(0,x)) because there are only d

other requests, so the attacker must get at least (k−d)+ resources.

We only model the case when the number of requests m≥ k−d because when m< k−d,

all requests are fulfilled (no privacy leakage). In that case, Pr[y | |D|+d] = 1 for y=m and

Pr[y | |D|+d]=0 otherwise.

The denominator of Equation 4.9 is
(
m+d
k

)
because we have a total of m+d requests and

we allocate k resources to them (equivalent to choosing k from m+d requests to allocate

resources). Thus there are
(
m+d
k

)
possible assignments. The numerator is

(
m
y

)(
d

k−y

)
because,

for the fixed set of m requests controlled by the attacker, y of them are fulfilled; there are
(
m
y

)
possible assignments. Similarly, for the rest d requests, there are

(
d

k−y

)
possible assignments.

So all together there are
(
m
y

)(
d

k−y

)
possible assignments that satisfy the constraint that y

resources go to m processes.
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For the case of D′, which has an additional honest request, the attacker could receive one

fewer resource. Thus we have:

∀(k−d−1)+≤y≤min(k,m), Pr[y | |D′|+d]=

(
m
y

)(
d+1
k−y

)(
m+d+1

k

) (4.10)

Similar to Equation 4.9, in Equation 4.10, when m<k−d−1, Pr[y | |D′|+d] = 1 for y=m

and Pr[y | |D′|+d]=0 otherwise.

Request Removal (d < 0). For the case of D (the honest request does not exist), when

the number of added dummy requests is negative (d < 0), some requests will be removed

randomly. We have:

Pr[y | |D|+d]=

 1 if y=min(m+d,k)+

0 otherwise
(4.11)

This case is simpler than “Request Addition”, and what the attacker observes is determin-

istic: if after adding negative noise d, m+d is still greater than k, then the attacker will

always receive k resources; if m+d≤k, then the attacker will always receive m+d resources.

For the case of D′, there are m+1+d requests, and we need to consider whether the honest

request is fulfilled. Let x=min(m+1+d,k)+, which leads to two scenarios:

• Allocator assigns resources to the honest client: in this case, y can only be x−1. The

probability of the allocator assigning resources to the honest client is x
m+1

, which is

equivalent to the case of selecting x=min(m+1+d,k)+ items from a total of m+1

items without replacement and that the honest client is selected.

• Allocator does not assign resources to the honest client: y must be x if the honest
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request is not fulfilled, which happens with probability 1− x
m+1

.

Thus we have:

Pr[y | |D′|+d]=


1− x

m+1
if y=x

x
m+1

if y=x−1

0 otherwise

(4.12)

where x=min(m+1+d,k)+.

We want to highlight that considering request removal (negative noise) is another key dif-

ference from AKR.

Attacker’s Strategy. From the attacker’s point of view, it is important to set m (the

number of compromised clients) to a value that can maximize privacy leakage (i.e., maximize

Equation 4.8). Recall that we assume k (resource capacity) is known to the attacker, and each

client can submit at most one request (see Section 4.2.1). Following the previous analysis

of request addition and request removal, we can derive the best attacker strategy below we

follow this strategy for this rest of the paper.

Theorem4.5. The maximum privacy leakage happens when the attacker sendsm=k requests.

Proof. We consider the cases of noise d < 0 and d≥ 0, and prove m= k causes maximum

privacy leakage in both cases.

First, considering the case when noise is non-negative (d≥0), the attacker’s goal is to choose

m to maximize the difference between the cases of D and D′. Note that the difference

can only be observed when m+d≥ k because otherwise, all requests will be granted with

resources. To ensure m+d≥k for all d≥0, we have m≥k. Based on the previous analysis,
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when 0≤d<k, there is no privacy at y=k−d−1, because

Pr[y | |D|+d]=0,Pr[y | |D′|+d]=
m!k!

(k−d−1)!(m+d+1)!
(4.13)

Thus it does not matter to the attacker what value to set to m in this case. For d≥k, the

privacy protection is given by

Pr[y | |D|+d]

Pr[y | |D′|+d]
=

(
m
y

)(
d

k−y

)
/
(
d+m
k

)(
m
y

)(
d+1
k−y

)
/
(
d+m+1

k

)≤1+
k

m+d+1−k
(4.14)

In order to maximize the above, we need to set m to its minimum within the range of m≥k,

that is, m=k.

Now, we consider the case when negative noise (d<0) is added. By observing Equation 4.11

and Equation 4.12, we know that to trigger the different outputs for case D and D′ (i.e.,

y=m+d for case D and y=m+d+1 for case D′), m+d needs to be <k. The difference of

D and D′ (privacy protection) is then given by

Pr[y | |D|+d]

Pr[y | |D′|+d]
=

1

1−m+1+d
m+1

=
m+1

−d
(4.15)

To have m+ d < k (i.e., d < k−m) hold for all d < 0, we have m ≤ k. Now, in order to

maximize Equation 4.15, m is to be set to k.

4.4 Noisy Mechanisms

In this section, we analyze different noisy mechanisms under DS2. As the RA output is

discrete, we choose discrete distributions for the mechanisms. Specifically, we consider con-

stant, uniform, one-sided geometric, and double geometric distributions, and name them

CST, UNI, GEO, DGEO for short. Though these mechanisms have been studied in the stan-

dard DP [81, 79], we conducted new theoretical analysis to derive tighter privacy bounds,
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CST UNI GEO DGEO AKR [19]

Privacy ϵ-DP ϵ-DP ϵ-DP ϵ-DP (ϵ, δ)-DP
Noise Constant Discrete uniform One-sided geometric Double geometric Laplace

Noise Sign + +/− +/− +/− +
DP Condition Noise c≥k Right bound xr≥k - - -
Utility (ϵ=0.65) 0.50 0.46 0.47 0.44 0.32
Utility (ϵ=1.7) 0.50 0.65 0.82 0.77 0.53
Utility (ϵ=2.3) 0.50 0.70 0.90 0.98 0.59

Table 4.2: A summary of different mechanisms and their utility under some representative ϵ
values. Note that k=10 and δ=10−6.

which require extensive proof work. In Table 4.2, a summary of different mechanisms is

given. In particular, 1) we prove the DP bounds for all mechanisms, though CST and UNI

only satisfy DP when certain conditions are met (i.e., noise sample space should be at least

k); 2) our mechanisms outperform AKR in utility by a large margin5.

4.4.1 Constant Noise (CST)

In this case, we consider request addition only, and the noise d always equals a constant

number c. Observing Equations (4.9) and (4.10), the valid y support sets differ in one case

where y=k−d−1. But as long as d≥k, both Pr[y | |D|+d] and Pr[y | |D′|+d] have the same

valid set of y∈{0,1,···,min(m,k)}, and the privacy can be quantified as:

Pr[y | |D|+d]

Pr[y | |D′|+d]
=

(my )(
d

k−y)
(d+m

k )

(my )(
d+1
k−y)

(d+m+1
k )

=
(m+d+1)(d+y+1−k)
(m+d+1−k)(d+1)

(4.16)

As a result, we have the following theorem:

Theorem 4.6. Assuming an allocator has k resources, constant noise has to be at least k to

satisfy DP.

Proof. Suppose the resource allocated to the attacker is y, and the attacker always sends

5The numbers come from simulation of Section 4.5.2. The theoretical analysis of utility has also been done,
but omitted due to page limit.

63



out m=k requests. Then we have

 y∈{(k−d)+,(k−d)++1,···,k} when D

y∈{(k−d−1)+,(k−d−1)++1,···,k} when D′
(4.17)

Note that y = (k − d)+ happens in D when all dummy requests get resources and the

remaining resources go to the attacker. Similarly, y= (k−d−1)+ happens in D′ when the

victim and all dummy requests get resources and the remaining resources go to the attacker.

When d≥ k, y ∈{0,1,···,k} for both D and D′. Thus, given m= k and Equation 4.16, we

can give an upper-bound of its privacy leakage as:

eϵ=
Pr[y | |D|+d]

Pr[y | |D′|+d]
=
(m+d+1)(d+y+1−k)
(m+d+1−k)(d+1)

≤ k+d+1

d+1
(4.18)

where eϵ= k+d+1
d+1

is reached at y=k.

This is a surprising result, as adding a fixed noise should not satisfy DP. In our case, adding

a fixed noise still provides privacy because of the randomness of the allocation process. Still,

we argue that it does not offer good utility. Due to the constraint c≥k, the utility is never

more than 0.5.

4.4.2 UniformMechanism (UNI)

In this case, the discrete noise (it can be negative or non-negative) is drawn uniformly from

[xℓ,xr]:

Pr[d= i]=
1

xr−xℓ+1
, i=xℓ,xℓ+1,...,xr (4.19)

xℓ and xr define the shape of distribution used in UNI, with xℓ defining the starting point.

Below, we prove that the attacker’s view satisfies DP when xr≥k or [−k−1,0]∈ [xℓ,xr].
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Theorem 4.7. Assume the server has k resources. Adding a random noise drawn uniformly

from {xℓ,xℓ+1,...,xr} (both xℓ and xr≥k are integers) to the number of requests satisfies ϵ-DP,

where

eϵ≤max
y∈Y

(
f(y)+

∑xr

i=max(xℓ,k−y)g(i)

f1(y)+
∑xr

i=max(xℓ,(k−y−1)+)g(i+1)

)
(4.20)

and Y ={1,2,...,k}, g(i)= (k!)2(i!)2

y!((k−y)!)2(i−k+y)!(k+i)!
, f(y)=1xℓ+k≤y<k+(−k−xℓ)1y=0,xℓ<−k,

f1(y)=
k−y+1
k+1

1xℓ+k+1≤y≤k+
y+1
k+1
1xℓ+k≤y<k+(−k−1−xℓ)1y=0,xℓ<−k−1.

Proof. Assume an allocator has k resources. W.l.o.g., D contains m requests and D′ contains

m+1 requests. Before going further into examination of the privacy, we first consider the

value of m. For the view of an attacker, it is crucial to set m to an optimal value that causes

maximum leakage during allocation. This optimal value is k is shown in previous analysis

in Section 4.3.2.

We examine the probability the attacker gets assigned y resources after allocation. In the

case of D,

Pr
[
ViewAM(D)=y

]
=

+∞∑
i=−∞

Pr[d= i]Pr[y | |D|+d]

=
xr∑

i=max(xℓ,k−y)

Pr[d= i]Pr[y | |D|+d]+Pr[d=y−k]·1+Pr[d<−k]1y=0

=
1

xr−xℓ+1

 xr∑
i=max(xℓ,k−y)

(
m
y

)(
i

k−y

)(
m+i
k

) +1xℓ+k≤y<k+(−k−xℓ)1y=0,xℓ<−k


=

1

xr−xℓ+1

1xℓ+k≤y<k+(−k−xℓ)1y=0,xℓ<−k+
xr∑

i=max(xℓ,k−y)

k!k!i!i!

y!((k−y)!)2(i−k+y)!(k+i)!
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Similarly, for the case of D′,

Pr
[
ViewAM(D′)=y

]
=

+∞∑
i=−∞

Pr[d= i]Pr[y | |D′|+d]

=
xr∑

i=max(xℓ,k−y−1,0)

Pr[d= i]Pr[y | |D′|+d]+Pr[d<−k−1]1y=0+
k−y+1

k+1
Pr[d=y−k−1]

+
y+1

k+1
Pr[d=y−k]

=
1

xr−xℓ+1

(
xr∑

i=max(xℓ,k−y−1,0)

(
m
y

)(
i+1
k−y

)(
m+i+1

k

) +

(
y+1

k+1

)
1xℓ+k≤y<k

+
k−y+1

k+1
1xℓ+k+1≤y≤k+(−k−1−xℓ)1y=0,xℓ<−k−1

)

=
1

xr−xℓ+1

(
k−y+1

k+1
1xℓ+k+1≤y≤k+

y+1

k+1
1xℓ+k≤y<k+(−k−1−xℓ)1y=0,xℓ<−k−1

+
xr∑

i=max(xℓ,(k−y−1)+)

(k!)2((i+1)!)2

y!(k−y)!2(i+1−k+y)!(k+i+1)!

)

Therefore, privacy protection here satisfies

eϵ≤max
y∈Y

(
f(y)+

∑xr

i=max(xℓ,k−y)g(i)

f1(y)+
∑xr

i=max(xℓ,(k−y−1)+)g(i+1)

)
(4.21)

where Y ={1,2,...,k}, g(i)= (k!)2(i!)2

y!((k−y)!)2(i−k+y)!(k+i)!
, f(y)=1xℓ+k≤y<k+(−k−xℓ)1y=0,xℓ<−k,

f1(y)=
k−y+1
k+1

1xℓ+k+1≤y≤k+
y+1
k+1
1xℓ+k≤y<k+(−k−1−xℓ)1y=0,xℓ<−k−1.

Yet, our analysis shows UNI is also not recommended when the utility requirement is more

critical. This is because utility degrades linearly to negative noise when number of requests

equals to the number of resources. In a nutshell, suppose total number requests is n and

n = k, removing requests causes less resource to be allocated with certainty, while adding

requests results in the same with a probability. With this, our goal is to have xℓ ≥ 0 and
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xr ≥ k in order to achieve best privacy and utility tradeoff, and Section 4.5.3 studies how

these parameters should be determined.

4.4.3 One-sided Geometric Mechanism (GEO)

Intuitively, reducing the probability density of large noise can reduce the amount of dummy

requests added, and thus improve utility. To this end, we adopt the geometric distribution

within the range [xℓ,∞) with the noise distribution:

Pr[d= i]=p(1−p)i−xℓ , i=xℓ,xℓ+1,xℓ+2,... (4.22)

Like UNI, xℓ also models the starting point of the new distribution. For p, a larger value

makes the noise decay faster and has negligible probability for large value i, thus improving

utility. In terms of privacy, we can also prove attacker’s view satisfies DP (See Theorem 4.8

below).

Theorem 4.8. Assume the server has k resources. Adding a random noise drawn from the

geometric distribution (with parameter p and starting from integer xℓ) to the number of requests

satisfies ϵ-DP, where

eϵ≤max
y∈Y

f(y)+ p((k)!)2

y!((k−y)!)2
∑∞

i=max(k−y,xℓ)
g(i)

f1(y)+
p(1−p)−1((k)!)2

y!((k−y)!)2
∑∞

i=x0
g(i+1)


and Y ={0,1,...,k}, g(i)= (1−p)i−xℓ (i!)2

(i−k+y)!(k+i)!
,

f(y) = (1 − p)y−k−xℓ1k+xℓ≤y<k +
(
1−(1−p)−k−xℓ

)
1y=0,xℓ<−k, f1(y) =

p
k+1

(−y + k + 1)(1 −

p)y−k−1−xℓ1k+1+xℓ≤y≤k +
1+y
k+1

p(1− p)y−k−xℓ1k+xℓ≤y<k +
(
1−(1−p)−k−xℓ−1

)
1y=0,xℓ<−k−1, x0 =

max((k−y−1)+,xℓ).

Proof. Given an allocator with k resources and an attacker sending m=k requests, we assess
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the probability of the attacker being allocated y resources.

Pr
[
ViewAM(D)=y

]
=

∞∑
i=max(k−y,xℓ)

p(1−p)i−xℓ

(
m
y

)(
i

k−y

)(
m+i
k

) +f(y)

=
p(k!)2

y!((k−y)!)2
∞∑

i=max(k−y,xℓ)

(1−p)i−xℓ(i!)2

(i−k+y)!(k+i)!
+f(y)

where

f(y)=p(1−p)y−k−xℓ1k+xℓ≤y<k+
(
1−(1−p)−k−xℓ

)
1y=0,xℓ<−k. Similarly, for the other case,

Pr
[
ViewAM(D′)=y

]
=
∞∑

i=x0

p(1−p)i−xℓ

(
m
y

)(
i+1
k−y

)(
m+i+1

k

) +f ′(y)=
∞∑

i=x0

p(1−p)i−xℓ(k!)2((i+1)!)2

y!((k−y)!)2(i+1−k+y)!(k+i+1)!
+f1(y)

where x0=max((k−y−1)+,xℓ) and

f1(y)=
(−y+k+1)p(1−p)y−k−1−xℓ

k+1
1k+1+xℓ≤y≤k

+
(1+y)p(1−p)y−k−xℓ

k+1
1k+xℓ≤y<k

+
(
1−(1−p)−k−xℓ−1

)
1y=0,xℓ<−k−1

Given above numerator and denominator, we have the privacy protection satisfies

eϵ≤max
y∈Y

f(y)+ p((k)!)2

y!((k−y)!)2
∑∞

i=max(k−y,xℓ)
g(i)

f1(y)+
p(1−p)−1((k)!)2

y!((k−y)!)2
∑∞

i=x0
g(i+1)


where Y ={0,1,...,k}, g(i)= (1−p)i−xℓ (i!)2

(i−k+y)!(k+i)!
,

f(y) = (1 − p)y−k−xℓ1k+xℓ≤y<k +
(
1−(1−p)−k−xℓ

)
1y=0,xℓ<−k, f1(y) =

p
k+1

(−y + k + 1)(1 −

p)y−k−1−xℓ1k+1+xℓ≤y≤k +
1+y
k+1

p(1 − p)y−k−xℓ1k+xℓ≤y<k +
(
1−(1−p)−k−xℓ−1

)
1y=0,xℓ<−k−1 and

x0=max((k−y−1)+,xℓ).
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For the same reason in Section 4.4.2, negative noise has negative influence on utility in a

deterministic way. Therefore, though GEO tolerates negative noise (i.e., xℓ can be negative),

we do not recommend setting xℓ<0.

The two parameters xℓ and p both influence ϵ and utility: For xℓ>0, increasing xℓ reduces

both ϵ and utility, and increasing p raises ϵ and utility. For xℓ<0, utility and privacy varies

in different cases. Section 4.5.3 studies the parameter settings.

4.4.4 Double Geometric Mechanism (DGEO)

AKR adds a biased Laplace noise to the number of requests (explained in Section 4.2.3).

Likely, we propose to draw the noise from a biased double geometric distribution:

Pr[d= i]=
1−e−ϵ

1+e−ϵ
e−ϵ|i−µ|,∀i∈Z (4.23)

We call s=1/ϵ the scale of the noise and µ the bias of the noise. Adding double-geometric

noise with a scale 1/ϵ to the number of requests satisfies ϵ-DP [61, 142], and we prove it

below.

Theorem 4.9. Assume the server has k resources. Adding a random noise drawn from the

double geometric distribution (with bias µ and scale s) to the number of requests satisfies ϵ-DP,

where

eϵ≤max
y∈Y

(
f(y)+

∑+∞
i=(k−y)+e

− 1
s
|i−µ|g(i)

f1(y)+
∑+∞

i=(k−y−1)+e
− 1

s
|i−µ|g(i+1)

)

and Y ={1,2,...,k}, g(i)= (k!)2(i!)2

u!((k−y)!)2(i−k+y)!(k+i)!
, f(y)=e−

1
s
|y−k−µ|

1y ̸=k+
∑−k−1

i=−∞e
− 1

s
|i−µ|

1y=0,

f1(y)=
e−

1
s |y−k−1−µ|(k−y+1)

k+1
+ e

−1
s |y−k−µ|(y+1)

k+1
1y ̸=k+

∑−k−2
i=−∞e

− 1
s
|i−µ|

1y=0, and s is the scale param-

eter in double geometric distribution.
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Here f(y) and f1(y) in Theorem 4.9 are from negative noise and the summations are from

positive noise. When positive noise is being added, the probability of attacker getting y

allocation can be straightforwardly calculated by substituting Pr[d= i] in Equation 4.8 with

biased double geometric distribution.

For negative noise, attacker can only get y < k with a probability of e−ϵ|y−k−µ| for the case

of D. Whereas for the case of D′ the attacker can still get k resources if noise equals to −1,

and the victim is removed. Or else, the attacker will get y<k resources in all other negative

noise cases. This whole process is given by f1(y). Finally, privacy bound in Theorem 4.9 is

derived from the worst case y.

Proof. Given an allocator with k resources and an attacker sending m=k requests, we assess

the probability the attacker is allocated y resources.

Pr
[
ViewAM(D)=y

]
=

+∞∑
i=−∞

Pr[d= i]Pr[y | |D|+d]

=
1−e− 1

s

1+e−
1
s

e−
1
s
|y−k−µ|

1y ̸=k+
−k−1∑
i=−∞

e−
1
s
|i−µ|

1y=0+
+∞∑

i=(k−y)+

e−
1
s
|i−µ|

(
m
y

)(
i

k−y

)(
m+i
k

)


=
1−e− 1

s

1+e−
1
s

 +∞∑
i=(k−y)+

k!k!i!i!e−
1
s
|i−µ|

y!((k−y)!)2(i−k+y)!(k+i)!
+e−

1
s
|y−k−µ|

1y ̸=k+
−k−1∑
i=−∞

e−
1
s
|i−µ|

1y=0


Similarly,

Pr
[
ViewAM(D′)=y

]
=

+∞∑
i=−∞

Pr[d= i]Pr[y | |D′|+d]

=
1−e− 1

s

1+e−
1
s

(
e−

1
s
|y−k−1−µ|(k−y+1)

k+1
+
−k−2∑
i=−∞

e−
1
s
|i−µ|

1y=0+
e−

1
s
|y−k−µ|(y+1)

k+1
1y ̸=k

+
+∞∑

i=(k−y−1)+

e−
1
s
|i−µ|(k!)2((i+1)!)2

y!((k−y)!)2(i+1−k+y)!(k+i+1)!

)
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Given above numerator and denominator, we have privacy protection as follows

eϵ≤max
y∈Y

(
f(y)+

∑+∞
i=(k−y)+e

− 1
s
|i−µ|g(i)

f1(y)+
∑+∞

i=(k−y−1)+e
− 1

s
|i−µ|g(i+1)

)

where Y ={1,2,...,k}, g(i)= (k!)2(i!)2

u!((k−y)!)2(i−k+y)!(k+i)!
, f(y)=e−

1
s
|y−k−µ|

1y ̸=k+
∑−k−1

i=−∞e
− 1

s
|i−µ|

1y=0,

f1(y) =
e−

1
s |y−k−1−µ|(k−y+1)

k+1
+ e−

1
s |y−k−µ|(y+1)

k+1
1y ̸=k +

∑−k−2
i=−∞e−

1
s
|i−µ|

1y=0, and s is the scale pa-

rameter.

AKR chooses Laplace noise, which is similar to DGEO but in the continuous domain. AKR

sets a positive bias µ so that the probability that the noise is negative is bounded by δ, and

the authors prove AKR follows (ϵ,δ)-DP. In order to have a small δ (i.e., the probability

of failing DP to be small), µ must be fairly large which leads to unsatisfactory utility. For

example, when δ equals a common value of 10−6, µ has to be at least 15 (it is even larger

than the number of real requests and resources) to achieve ϵ=1 for k=10.

Hence, accommodating negative noise without using a large bias is essential to high utility

and we show it is possible. In a nutshell, negative noise may relax the pre-allocation ϵ, but

not necessarily introduces δ. Though negative noise causes a discrepancy in the possible

outcomes of D and D′ from the attacker’s view and in the range of y (resources dispatched

to attacker), which violates DP, together with non-negative noise they will not violate DP, as

proved in Theorem 4.9 (i.e., the attacker’s view satisifies DP). In Section 4.5.2, we provide

empirical analysis to show the impact of RA on utility and privacy from the attacker’s view.

4.5 Evaluation

In this section, we evaluate the privacy and utility of different mechanisms. Here we

summarize the key results. 1) Our mechanisms outperform AKR by 11% to 65% in terms of

utility (e.g., DGEO outperforms AKR by 53% given ϵ= 2). GEO has a clear advantage for
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smaller ϵ while DGEO is able to achieve better utility with larger ϵ. 2) Different parameters

can achieve similar privacy protection but lead to very different levels of utility.

4.5.1 Evaluation Setup

Settings. To compare different mechanisms in privacy-utility tradeoff, we choose to simulate

RA using a real-world system setting. Similar to AKR, we take Alpenhorn [145], an MPM,

as one of our target systems. In essence, a user in Alpenhorn starts a conversation with

his/her friend on an agreed time or round. In a conversation round, the user initiates k

channels to k friends, then sends and receives messages on each channel to hide the real

communication pattern. Section 4.2.1 describes how its privacy guarantee can be violated.

The evaluation by AKR models how Alpenhorn allocates channels for requests to defend

against allocation-based side-channel attacks. Similar to AKR, we set the resource capacity

k=10 for most of the experiments, meaning that a user has maximum of 10 channels that

can be established with other clients. We also experiment with larger k (15,20) to test the

scalability of the proposed mechanisms and AKR. AKR sets an upper bound to the number

of requests in each round and considers at most 10% of them to be honest requests. We

remove the upper bound and set the number of victim requests to at most 1, to simulate

the worst case for the victim, as explained in Section 4.2.1. Note that AKR uses a Poisson

distribution to simulate the request number from all users while our total requests in case

D and D′ are fixed to m and m+1, respectively. Given that we assume at most one victim

exists during allocation, we did not apply the Poisson distribution. Unless otherwise stated,

we simulate 10 million independent rounds of allocation with requests of attacker m=k (the

optimal attacker strategy, as proved in Theorem 4.5), and measure privacy and utility.

In Section 4.6.5, we try to justify the the choice of simulation setup and discuss the limitation

of simulation.
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Metrics. We evaluate the performance of different mechanisms under three metrics: privacy,

utility, and waiting overhead. Regarding privacy, we compute the empirical ϵ by Equation 4.8

with the simulation results and the larger value indicates more privacy leakage. Theoretical

ϵ can be derived from Theorem 4.6 to Theorem 4.9, but their values are not always com-

putable. For the study of parameters (Section 4.5.3), we compute some theoretical ϵ for the

comparison.

As for the utility, we mainly measure the empirical resource utilization U , or how many (in

ratio) resources are put into real use after allocation, from the simulation results. This differs

from the classic DP that considers the accuracy of the analysis results as utility, or how close

the noisy output is to the ground truth. The same utility measure is chosen by AKR as well.

U is given by:

U=
k∑

j=0

Pr[r=j]
j

k
(4.24)

where r is the number of fulfilled requests, k is the number of resources, and Pr[r=j] is the

probability of j requests being fulfilled.

While resource utilization is relevant to the overhead on the allocator, the overhead on the

client can be measured by their waiting time (or waiting overhead). We use the probability

of the victim getting the resource in any round, as the higher probability should lead to a

shorter waiting time for the resource. For example, in Alpenhorn (original version that is

not protected by DP) with k resources and m attacker requests, the probability that the

victim gets resource Pr[Va] is given by:

Pr[Va]=

(
k−1
m

)(
1
1

)(
k

m+1

) (4.25)

Denoting the Pr [Vb] as the probability that the victim gets resources after DP, the ratio

between Pr[Va] and Pr[Vb] represents the amount of waiting overhead caused by a DP mech-
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Figure 4.2: Comparison of different mechanisms. The ranges of ϵ for CST and UNI are
limited. CST’s utility never exceeds 0.5 because at least k dummy requests are required to
make it differentially private. The utility of GEO does not increase when ϵ is between 1.8 to
2.3, and we speculate this is because the parameters leading to the optimal utility have not
been discovered through simulation.

anisms.

Implementation. We implement our code in Python 3.7.10 with NumPy 1.19.5 libraries.

The implementations are open-sourced6.

4.5.2 Evaluation Results

We compare the performance of different mechanisms, i.e., CST, UNI, GEO, DGEO, and AKR

with simulation.

First, we enumerate different ϵ values for each mechanism and compute the best utility value,

which is derived by searching in the space of possible mechanism parameters. Figure 4.2

illustrates the quantitative results of the tradeoff between privacy and utility. Note that, for

AKR, since it is (ϵ,δ)-DP, we set δ = 10−6, which is commonly chosen by other DP works

6https://github.com/dpra-dp/dpra
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Figure 4.3: Allocation results by GEO with p=0.90, which sets the bias to 10. The x-axis
represents the number of fulfilled requests of the attacker, and the y-axis represents the
frequency of each output out of 100 million rounds. We increase the simulation rounds from
10 million to 100 million in order to yield precise results.

(Angel et al. even chooses a larger value, δ=10−4 [19]).

In general, we found that all of our proposed mechanisms have better utility than AKR for

every ϵ when the parameters are fine-tuned. Specifically, GEO has better utility given lower

ϵ (i.e., under 2) while DGEO yields better utility given more relaxed ϵ (i.e., over 2). AKR

reaches the utility of 0.58 with (2,10−6)-DP, while GEO and DGEO are able to achieve the

utility of 0.89 with 2-DP, increasing the utility by 0.31 (53%). Overall, the margin of DGEO

over AKR ranges from 0.05 to 0.39, GEO is able to outperform AKR over a range of 0.08

to 0.36, and UNI is able to outperform AKR by at most 0.15. This result is surprising as

(ϵ,δ)-DP usually yields better utility than ϵ-DP. We believe this is due to the fact that our

mechanisms have the ability to accommodate negative noise, while AKR has to use a large

bias to satisfy DP.

Since CST cannot achieve a utility value of more than 0.5, in the following experiments, we
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focus on the other mechanisms. In the previous experiment, we change the mechanism

parameters to fit ϵ, but in the real-world deployment, the parameters are determined ahead.

Here we evaluate the impact of the parameters related to bias. For DGEO and AKR, they are

represented by µ. For UNI and GEO, the starting point (xℓ for UNI and GEO) model the bias.

We configure bias to a small value of 10. With the utility targeting 0.5, GEO and DGEO

are able to bound privacy with ϵ of 0.80 and 0.77. UNI and AKR result in much higher ϵ at

1.28 and 1.5. Hence, with a small bias, our mechanisms can protect allocation with better

privacy while achieving the same utility as AKR.

So far, the prior experiments quantitatively measure how the mechanisms perform. Like

Angel et al. [19], we visualize privacy protection under a fixed set of parameters. Specifically,

we measure the difference in allocation results (D and D′) based on the number of resources

allocated to the attacker. Figure 4.3 shows the visualization of GEO, when bias is configured

to 10. The lines of D and D′ stay close, suggesting the privacy leakage of GEO is small.

Regarding the waiting overhead Pr[Va], we found UNI, GEO, DGEO and AKR reach 1.45, 1.92,

1.91 and 1.88 when configuring bias to 10, suggesting our mechanisms either have similar or

lower waiting overhead than AKR. Still, we acknowledge that such overhead is significant

and we discuss this issue in Section 4.6.5.

WhyModelsAttacker’sView. In Section 4.4.4, we argue that modeling the attacker view

is better than modeling the whole view that is adopted by AKR. Here we justify this claim

under the same simulation. Figure 4.4 shows an example with the zero-mean (µ=0) double-

geometric distribution under simulation. Given two different cases D and D′, Figure 4.4a

depicts the difference of output before allocation and Figure 4.4b shows the output after

allocation from the attacker’s view, assuming DGEO with scale 1 is applied to allocate k=10

resources, and D contains m=10 requests. Our study shows that the existence of the victim

can drastically affect the portion of resources an attacker can get after allocation.
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(a) Before RA. (b) After RA.

Figure 4.4: Distribution of output over 5 million runs. Before RA, we draw noise from a
double geometric distribution with ϵ=1 and k=10. After RA, the distribution changes, and
the privacy leakage increases (the empirical ϵ rises to 2.07).

Original ϵ used 4 2 1 0.5 0.2
Empirical ϵ before RA 4.00 2.00 1.03 0.54 0.27
Empirical ϵ after RA 3.28 2.26 2.01 1.90 1.79
Theoretical bound of ϵ after RA 3.29 2.26 2.07 1.91 1.79

Table 4.3: Comparison of different settings of DGEO with k = 10. We use 5 different ϵ
values (first row). Row 2 shows the empirical ϵ is close to the original ϵ, which indicates our
simulation has only small errors. Row 3 is the empirical ϵ after RA, which deviates from the
original ϵ. The last row shows our theoretical bound of ϵ given in Theorem 4.9 is close to
the empirical value.

Table 4.3 uses four different zero-mean double geometric distributions to further explain why

RA itself should be part of the privacy modeling. First, when the original ϵ decreases, more

noise is expected, which leads to an increase in privacy protection for both before and after

RA. However, given a relatively high scale (i.e., small ϵ), the privacy protection after RA

can be 6 times worse than that before RA. Such extra information leakage is an indicator

that the privacy budget is affected by RA.

We also take a step forward to measure the privacy amplification caused by modeling the

attacker’s view. We adjust AKR by replacing its Laplace noise with double geometric noise,

which we denote as AKR-DGEO, and compare it with DGEO. As their noise mechanisms
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become the same, we can exemplifies the privacy-utility tradeoff without and with privacy

amplification. Our empirical analyses indicate that, for a utility measure of approximately

0.42, privacy amplification results in a decrease of the privacy parameter ϵ from 1.00 to

0.59. Likewise, when the utility measure is near 0.60, ϵ diminishes from 2.00 to 1.43 after

amplification.

4.5.3 Impact of Parameters

Impact of Parameters. To assess the impact of mechanism parameters, we compute the

privacy and utility values theoretically, as explained in Section 4.5.1. Here we first discuss

the guidelines for setting parameters before diving into the details. For UNI, one should

avoid large xr as the privacy benefit diminishes and utility drops noticeably. Regarding xℓ,

we found negative values do not offer good privacy and small xℓ is necessary to maintain

good privacy. For GEO, a negative starting point xℓ should be avoided as it does no good

to utility or privacy. We suggest that a small positive starting point xℓ with a moderately

high p value would be optimal for GEO. For example, an xℓ of 3 with p= 0.7 can achieve

reasonable privacy ϵ=1.24 and a good utility of 0.75. Our evaluation in Section 4.5.3 also

indicates that a small positive bias µ with a scale s around 1 would be optimal for DGEO.

For the larger resource capacity k, GEO and DGEO still perform well.

Starting Point xℓ and End Point xr of UNI. In Figure 4.5, we display privacy and utility

across various xr (xr =10,15,20) and xℓ values (along the x-axis). Notably, xr =15 largely

mirrors xr = 20 in terms of ϵ, even though xr = 20 is expected to offer superior privacy.

Regarding utility, xr=10 consistently ranks highest for different xℓ, followed by xr=15 and

xr = 20. Regarding xℓ, increasing its value enhances privacy (resulting in a lower ϵ), with

utility peaking when xℓ ranges between [−5,0]. However, we observe two outliers related

to xℓ in Figure 4.5a. First, a peak is observed when xℓ = −10, because all requests in D

are removed deterministically but the probability of the same situation for D′ is 1
k+1

, where
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(b) Utility of UNI given different xℓ and xr.

Figure 4.5: Impact of xℓ and xr on UNI.
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(a) ϵ of GEO given different p and xℓ.
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(b) Utility of GEO given different p and xℓ.

Figure 4.6: Impact of p and xℓ on GEO.

victim exists. Second, when xℓ=xr =10, ϵ drops to 1.75 because this special case implies

that attacker gets no resource in victim’s absence.

Geometric Parameter p and Starting Point xℓ of GEO. Figure 4.6 depicts how p and

xℓ affect GEO. For xℓ =−50 and xℓ =−10, both ϵ and utility approach 0 due to the high

likelihood of request removal. At xℓ = 0, utility is high but ϵ consistently exceeds 2. For

xℓ = 10,20, ϵ is below 1.5, with utility rising as xℓ increases. For p, its influence on ϵ is

minimal, except at xℓ=10 where ϵ increases sharply after p=0.5. Utility consistently grows

with p across all settings.
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(a) ϵ of DGEO given different scale s and bias µ.
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Figure 4.7: Impact of s and µ on DGEO.
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(a) Comparison of mechanisms under k=15.
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(b) Comparison of mechanisms under k=20.

Figure 4.8: Privacy protection and utility under k=15,20. The ranges for the x-axis differ
for k because not all utility values can be derived under every ϵ.

Geometric Scale s and Bias µ of DGEO. In DGEO, the scale parameter s determines the

noise’s decay rate. A smaller s results in noise more closely concentrated around the bias µ.

µ introduces more noise to the allocation, impacting post-allocation privacy. We evaluate

the influence of these parameters on privacy and utility, presenting the findings in Figure 4.7.

Introducing bias µ improves privacy, especially when s < 1. For larger s, the distribution

resembles a discrete uniform, keeping ϵ stable (around 2 for µ ≥ 0). s has limited utility

impact unless µ=0.
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ResourceCapacity k. We set k to 10 for the prior experiments like Angel et al. [19]. Here

we test our mechanisms and AKR on k=15,20. Figure 4.8 shows the privacy-utility tradeoff.

For AKR, besides the default δ=10−6, we also evaluate δ=10−12, bringing its privacy closer

to ϵ-DP. Figure 4.8 illustrates that δ significantly impacts AKR’s utility, with average gaps

of 0.2 for k=15 and 0.1 for k=20. GEO and DGEO still perform well for these new k values

and better than AKR.

4.6 Discussion

4.6.1 RelatedWork

JointDP. We focus on the partial view of the attacker. The Joint DP definition proposed

by Kearns et al. [127] formalizes this intuition, primarily to compute equilibrium in games

with incomplete information [127, 196, 197]. Note that Joint DP is just a definition, and

classic DP primitives like Laplace mechanism are still used. We are the first to formally

investigate the design space and adapt various DP mechanisms to RA.

PrivateMatching andAllocation. Our problem can be seen as a variation of the private

allocation/matching problem, through which users have (non-binary) valuations for products

(potentially in multiple rounds), and the goal is to maximize welfare while protecting users’

private value for each good. Existing works [32, 124, 176, 125, 55, 107] have applied DP

algorithms (e.g., Laplace mechanism) that are asymptotically interesting. Our modeling of

RA is different and we explored different noisy mechanisms.

BiasedNoise. AKR employs biased noise to satisfy DP, while DGEO uses it to improve the

privacy-utility tradeoff. Biased noise has been examined before. Mazloom and Gordon [166]

introduced a modified 2-sided geometric distribution to generate noise that enables differen-

tially private access patterns with high efficiency. DJoin [177] cuts Laplace noise at zero to
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provide distributed queries with DP. Shrinkwrap [25] offers a truncated Laplace mechanism

for differentially private data federation, where dummies are introduced to pad intermediate

results. He et al. [97] proposes a model for private record linkage, allowing the disclosure

of the true matching records while keeping the protocol executions indistinguishable when

non-matching records are replaced.

DPAgainstSide-channelLeakage. The leakage from RA can be considered as allocation-

based side channels [19]. A more common type of side channels is consumption-based, which

happens when the system resources (e.g., network bandwidth and cache) are consumed. A

number of works have applied DP to protect the system against the latter type of leakage.

The protected resources/services include procfs of system statistics [242], streaming traf-

fic [248], Trusted Execution Environment (TEE) [243], health data (e.g., ECG data) [201],

task schedules [43], and packet scheduler [26].

Another related line of work is differentially oblivious [40], which was proposed to address the

fundamental limitation of ORAM (Oblivious RAM). Though ORAM can protect the pro-

gram’s secret by hiding its memory access pattern, it incurs very high performance overhead.

By converting full obliviousness to differential obliviousness, one can obtain meaningful pri-

vacy with little overhead [40, 231, 136]. While this paper also hides a victim’s secret (i.e.,

its existence at certain time), it considers an orthogonal adversary model where the at-

tacker observes part of the true results without any mechanism to hide the victim-related

information.

4.6.2 Privacy Consumption over Multiple Rounds

Like Angel et al. [19], our analysis focuses on a single round. Privacy normally degrades over

multiple rounds rapidly. For instance, naively applying the sequential composition property

of DP over multiple rounds deteriorates the privacy guarantee (i.e., ϵ) linearly. Inspired by
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previous work, we identify three ways to curb the privacy consumption: (1) using advanced

composition [172] to reduce the total ϵ, (2) reusing noise for repeated requests [223, 69],

and (3) bounding the number of requests. Though relaxations could happen for attacker’s

background knowledge [58], our approach does not limit the attacker’s background knowledge

but rather their view, and therefore we believe composition works in our case. Next, we

discuss how the three methods can be applied in more detail.

Using Advanced Composition. Traditional composition theorem in DP may result in a

union bound over noise, which is sub-optimal. Avoiding union bound for multiple queries

has been an important open problem in differential privacy [218]. The well-known advanced

composition theorem [63] adjusts pure DP to approximate (ϵ,δ)-DP with δ>0 to yield better

composition results. In cases where the attacker interacts with the allocator over multiple

rounds, we argue that the leakage can be modeled by the k-fold adaptive composition [63].

Mironov [172] proposed new bounding techniques for advanced composition under Rényi DP

(RDP) to this end. In our case, we can transform ϵ-DP to (α,ϵ)-RDP for any α>0 [172], com-

pose RDP with Theorem 4.1, and transform back to (ϵ,δ)-DP with Theorem 4.2. Popular

DP libraries like Opacus have supported RDP advanced composition [191]. Alternatively,

we can utilize Equations 4 and 5 in [182] to derive the (ϵ, δ)-DP bound directly and employ

numerical methods [82] to obtain more accurate results.

Yet, it is an open question to directly prove the RDP guarantee for our mechanisms (to avoid

conversions mentioned above and compose better). One possible route is to follow the proof

of the discrete Gaussian mechanism [36] and we leave it as a future work.

ReusingNoise. When new incoming requests are from the same set of clients of the previous

round, the server can avoid consuming extra privacy budget by reusing the noise generated

for the previous round [223, 69]. In this way, the attacker gains no more information than

the previous round while the server consumes no extra budget. Specifically, the output of the
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algorithm remains the same if we fix the randomness that happens in a certain round. Thus,

the server can utilize a persistent secret key for a pseudo-random function (PRF) over the

same set of clients, where in each round the server is able to simulate the same randomness

for the same set of clients.

Bounding the Number of Requests. Drawing from [66], we can simplify the privacy

analysis by eliminating the need to consider every RA round for each client by capping

client requests over a period (e.g., a maximum of 2 calls daily for MPM clients).

4.6.3 Other Settings

Though our study primarily examines clients submitting binary requests for a single resource

under worst-case privacy, it can be extended to (1) the non-binary setting that clients can

submit requests for more than one resource, (2) the multi-resource setting that there are

multiple kinds of resources and clients can request arbitrary resources, and (3) the average-

case privacy.

Non-binaryRequests thatCan be FulfilledPartially. This setting can be transformed

to the binary case by casting each non-binary request as multiple binary requests. The global

sensitive will be changed to the number of maximum requests per client.

Non-binaryRequests thatCannot be Fulfilled Partially. The problem is transformed

into an optimization problem aiming for maximum utilization of resources [127]. In general,

the allocator picks the requests that maximize its target function. The allocator can add

noise to the number of requests, which we expect to yield worse utility compared to our

primary setting. This is because when requests for large resources are added or removed

from the allocator, a great amount of resources are wasted.

Multiple-resources Allocation. A multiple-resource allocator deals with multiple types
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of resources simultaneously. In this setting, the privacy protection of the allocator subjects

to sequential composition, thus the overall privacy depends on the summation of all privacy

losses. The intuition is that the privacy leakage of each allocation can be seen as auxiliary

information, and be combined with leakage from allocations of other types of resources.

Multiple Honest Requests. Multiple honest requests in allocation happens when the at-

tacker is not strong enough to control all other clients except the victim. Assume the requests

are binary in this setting and the attacker does not know the resource distribution among

the honest requests. In this case, the honest requests (other than the one from the victim)

are equivalent to the dummy requests in our primary setting because the distribution among

them remains unknown to the attacker. Therefore, we can add less noises in this setting in

order to achieve the same privacy guarantee. We have justified the above assumption by

experimenting with DGEO (the results are omitted due to page limit).

4.6.4 Real-world Examples and Utility Analysis

Here we first give a few examples of how the noise under d≥0 and d<0 can be instantiated

in real-world systems. We follow the basic setting as described in Section 4.2.1 first (i.e., all

resources are identical and one request asks for one piece of resource).

• In the cloud setting, users request for VMs and whether they are served is based on the

available resources like CPU and memory. When d> 0, the allocator creates dummy

VMs that potentially occupy resources. When d < 0, not all the requested resources

are allocated to the VM (even though there are available resources).

• Inside a computer, requests to cache resources (e.g., cache ways) are automatically

generated during a memory access, which can lead to cache side-channel attacks [246].

d>0 will assign cache ways to dummy programs and d<0 will skip the caching of some

memory content. Either option will reduce the accuracy of the attack which relies on
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cache contention between attacker and victim.

• In MPM, the requests are from a user’s friends who intend to start a conversation in

a round. Noise d>0 is to add fake friends and d<0 means to reject some requests.

For more complex allocators, we can extend the DP mechanisms following Section 4.6.3. For

example, the buddy system manages memory in power of two increments [134] and we can

support it by considering the memory requests as non-binary. When concurrent requests

are supported by multiple resource pools (e.g., hypervisor resource pools [230]), multiple-

resources allocation can be applied.

Regarding the results about privacy-utility tradeoff (e.g., summarized in Table 4.2), we argue

they are practical in the real-world setting. For example, a study of Google Cloud shows

the resource utilization is 40% - 60% and the resource waste due to early task termination is

4.53 - 14.22% [78]. In this case, the utility after DGEO and GEO should be acceptable (e.g.,

0.82 for GEO at ϵ=1.7).

4.6.5 Limitations

EmpiricalStudyonPrivacy. The privacy analysis in our evaluation is empirical-based (i.e.,

ϵ’s are calculated empirically based on our simulation result). We choose simulation for two

main reasons. First, we aim to compare the privacy-utility tradeoff of different mechanisms

at different privacy parameters (e.g., Figure 4.2) and the computational overhead will be

very high if the experiments are executed on the large-scale real-world systems. Second,

for the MPM system we evaluate, there is no published dataset about its communication

data, so we have to simulate the allocations. In fact, Angel et al. took a similar approach to

evaluate privacy empirically [19], and the scale of our simulation is comparable or larger (from

5 million rounds to 100 million rounds). Simulation has been leveraged to evaluate other

privacy-preserving systems for the same reason, like differentially oblivious database [192].
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We also acknowledge the limitation of our simulation, which does not fully approximate

real-world, large-scale systems.

Efficiency. Adding dummies results in higher waiting overhead because the clients now

need to go through more rounds in order to get the desired resources. However, once the

resources are allocated, no additional delay should be observed.

The spatial overhead due to serving the dummy clients could be prominent, especially for

systems that operate on very limited resources. The same limitation exists in AKR, and the

overhead is often unavoidable for systems leveraging DP. On the other hand, our approach

provides better resource utilization than AKR, e.g., 98% under DGEO and 59% under AKR

when ϵ=2.3. Higher resource utilization also leads to smaller waiting overhead. For example,

for an approach with 40% utilization, the chances for a user to get resource allocated within

5 dialing rounds in Alpenhorn is about 99%. Our proposed mechanisms all surpass 40% as

shown in Table 4.2.

Attacks against DPRA. Potential side-channel attacks against DP algorithms, such as

timing attacks [122], may compromise our DPRA, but require adaptation to the RA setting.
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Chapter 5

Privacy Risks in Curriculum Learning

and DPDefenses

5.1 Introduction

Key to the success of machine learning (ML), especially deep learning (DL), is the advance-

ment of algorithms, software, and hardware in training models on large-scale datasets. The

traditional way to train a neural network (NN) is by feeding the training pipeline with ran-

dom mini-batches in a sequence sampled from the training dataset. In other words, NN is

forced to “remember” samples repeatedly in random order. On the other hand, human al-

ways learns the easy concepts first and then the hard ones, as guided by curricula. Given that

NN is inspired by the human brain [199], curriculum learning (CL), which simulates human

learning by ordering the training data with difficulty scores and repeating the order across

training epochs, has been proposed [28]. With a “teacher” network, the difficult scores can

be generated ahead of the samples and guide the training process. Previous studies have

shown that CL can achieve both fast learning speed and high test accuracy [215, 236], and

CL has been adopted in many application domains like computer vision [28, 200, 59, 214],
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natural language processing [28, 216, 254, 87, 155], and claiming prominent success [236].

Despite the huge success of ML, the privacy issues of ML are becoming more and more con-

cerning, given that the training data could contain a large amount of sensitive information.

The two most notable privacy attacks are membership inference attack (MIA) [118, 207] and

attribute inference attack (AIA) [212], where MIA aims to infer whether a given data sample

is used to train the target model and AIA aims to infer the sensitive attribute of a data sam-

ple. Numerous attacks have emerged and demonstrated that privacy threats are real (e.g.,

over 80% MIA accuracy against CIFAR100 [203]). Recent studies have also shown the data

samples are not equally vulnerable under privacy attacks [244], and the attack effectiveness

could differ across target classes [118], target individuals [159], and subgroups [42]. Yet,

all previous works assume standard, stochastic training is employed by the target model.

Hence, one interesting and important research problem is how new training techniques im-

pact privacy for the overall population and individual samples. In this work, we specifically

study the privacy risks of CL. We are particularly motivated because CL modifies the data

order, which differs from many new techniques such as contrastive learning [99] and other

self-supervised learning techniques [156]. In general, CL increases a model’s overall perfor-

mance and lets a model treat samples differently based on their difficulty levels1 Furthermore,

Shumailov et al. [208] studied the connection between data ordering and backdoor attacks,

which indicates data ordering could have negative impacts. This further motivates us to

investigate the privacy risks of CL.

Our Study. We take a quantitative approach to measure the privacy risks of CL. We

selected two popular CL methods, bootstrapping [89] and transfer learning [239], as the

evaluation objects, and constructed two other curriculum, named baseline curriculum and

anti-curriculum, to understand the impact of data ordering and repeating, respectively. We

selected 9 real-world, large-scale datasets (6 are image datasets and 3 are tabular datasets),

1The terms “difficulty level” and “difficulty score” are interchangeable.
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trained target models with those CL methods and a normal method, and attacked the models

with representative MIA and AIA methods.

Regarding MIA, our evaluation shows that the target models become slightly more vulnerable

under CL, e.g., the average attack accuracy (trained on ResNet-18 with transfer leaning) on

our selected image datasets ranges from 0.01% to 2.46%. More importantly, we found CL

has a much bigger impact on the samples within the difficult group compared to the easy

group, with the biggest gap of 4.23% in terms of attack accuracy for CIFAR100 (ResNet-18

is the architecture). This observation sustains both image and non-image datasets. We

found the reason is that the data order reinforces the learning process hence making the

model memorize difficult samples better, which is supported by measuring the memorization

scores. Regarding AIA, we found CL does not increase the attack accuracy, which can be

explained by the fact that the sensitive attribute to be inferred is not influenced by data

ordering and repeating.

In addition to understanding the attacks, we also study existing defenses under the CL

settings, including DP-SGD [13], MemGuard [118], MixupMMD [149] and AdvReg [180].

The result shows that none of them can mitigate the threats from MIA without dampening

the model accuracy. In particular, DP-SGD is effective in curbing MIA, and the drop of

attack accuracy for the CL setting is even more than the normal setting. However, the

privacy provided by DP-SGD is at the cost of dropping the classification accuracy of the

target model.

Inspired by CL and a recent MIA that calibrates membership scores to achieve better attack

accuracy [238], we consider the difficulty score as input for calibration and proposed a new

MIA method, named Diff-Cali (difficulty calibrated MIA) . Our attack cannot only bring

the difficult samples to a more vulnerable stage but also achieves a higher true-positive rate

at low false-positive rate regions.

90



Contributions. The contributions of this work are summarized below.

• We take the first step to understanding the privacy risks introduced by CL.

• We conduct a comprehensive analysis to quantify the privacy risks and our results show

CL introduces disparate impacts to samples separated by difficulty levels.

• We propose a new MIA that exploits the difficulty scores for better attack performance.

5.2 Preliminary

5.2.1 Curriculum Learning

Curriculum learning (CL) [28] is designed to emulate the concept of the human learning

process. The general idea is to have a curriculum that imposes a structure on the training

data so the “student” ML models can learn from the easier samples before the harder ones.

As a result, training ML models under CL observes a shorter duration of convergence and

higher testing accuracy[28, 239, 84, 89]. For example, Weinshall et al. proposed to use

transfer learning to build the curriculum and achieved 0.5% to 3.5% higher accuracy than a

model trained in the normal setting [239]. CL has gained significant interest from the ML

community, powering real-world applications in many domains. Section 5.7 provides a more

detailed survey.

Below, we formalize CL following the definition of Hacohen et al. [89]. Let X = {Xi}Ni=1 =

{(xi,yi)}Ni=1 be the training dataset, where N is the number of samples, xi is a data point,

and yi is the label of xi. T is the ML model to be trained. Assuming Stochastic Gradient

Descent (SGD) is used for optimization, and each training iteration takes a mini-batch of

X , and a sequence of M mini-batches B1,...,BM will be used for each epoch. The standard

training procedure will sample X uniformly to generate the mini-batches. Instead, CL uses
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a difficulty measurer f(X ,C) to generate difficult scores for X , and a training scheduler sorts

X by the difficult scores in an ascending order ahead of training. C is the curriculum, and we

will elaborate on its common options in Section 5.4.1. A sequence of subsets X ′1,...,X ′M ⊆X

are extracted from X after sorting, and the size of X ′i is determined by a pacing function

g(i). A mini-batch Bi is sampled uniformly from X ′i . Algorithm 1 summarizes the process.

Noticeably, slight changes can be applied (e.g., skip the step of mini-batch sampling), but

they should not affect the conclusions drawn from this study.

Algorithm1: Curriculum learning framework.

Input: Training dataset X ={Xi}Ni=1, difficulty measurer f(X ,C), pacing function
g(i), number of iterations M, number of epochs E, target model T

1 X ←f(X ,C);
2 for e∈1,...,E do
3 for i∈1,...,M do
4 X ′i←X [1,...,g(i)];
5 Bi←sample(X ′i );
6 T← train(T,Bi)

5.2.2 Privacy Risks in Machine Learning

Prior works have shown that the ML models could memorize sensitive information from the

training data, which can be inferred by an adversary who keeps querying the model. Two

major types of attacks are MIA [207, 180, 181, 203] and AIA [168, 212], which have been

extensively studied. The detailed literature survey of privacy attacks and other attacks is left

to Section 5.7. Membership InferenceAttack (MIA). Given a target model T and any

adversary’s external knowledge K, the goal of MIA is to determine whether a data sample

x was used to train the model. Formally, we have:

AMI :x,T,K 7→1 or 0 (5.1)

where T is the target model and K is the adversary’s external knowledge, e.g., the distribu-

tion of the training data for T . 1 (0) denotes the sample is a member (non-member).
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MIA can lead to serious privacy threats. For example, given a model trained on clinical

records of cancer patients to determine the medicine dosage [118], the attacker can learn

whether a person has cancer by applying MIA to the model. We follow previous work [207,

203, 213, 151, 53] and assume that the adversary only has black-box access to T , which means

that the adversary can only query T with the data sample and obtain its corresponding

output. Then, AMI predicts membership with the output of T . Section 5.4.2 elaborates the

details.

Attribute Inference Attack (AIA). Different from MIA, the goal of AIA is to infer

attributes of a data sample that are not related to the target model’s original classification

task. A specific attack scenario is when AIA is used to infer some hidden sensitive attributes.

For instance, a target model is trained to conduct gender classification, while AIA aims to

infer the political view of a data sample. Such attribute is often hidden when training the

target model. However, due to the intrinsic overlearning property of ML [212], a target model

may try to capture attributes not directly relevant to its task. Note that AIA is different

from property inference attack (PIA) [76] which infers a property about the entire dataset

rather than a sample: e.g., PIA can tell whether a training dataset is gender-balanced.

Instead of having direct access to the sample, we follow previous work [168, 212] and consider

the adversary only has its representation (e.g., embedding) generated by a target model T .

Formally, AIA can be defined as:

AAI :h 7→s (5.2)

where h is a sample’s representation provided by T and s is the sample’s sensitive attribute

predicted by AAI . Section 5.4.4 elaborates the details.

93



5.3 Datasets and Target Models

In this work, we aim to quantify the privacy risks introduced by CL through the lens of

MIA and AIA. To this end, we select popular datasets and models that are used for ML

classification tasks. In our study, a total of 9 unique datasets are used, with 8 datasets used

for MIAs and 3 datasets used for AIA. Among these datasets, 6 of them are image datasets,

while the remaining 3 datasets consisted of non-image data.

MIADatasets. We use the following 8 datasets for MIA evaluation, which are also adopted

by previous work [99, 154, 171, 207] to study MIA. They are CIFAR100 [139], Tiny Ima-

geNet [146], Place100, Place 60[253], SVHN [183], Purchase[207], Texas hospital stays[207]

and Locations [245]. We focus on image datasets mainly (the first 5 datasets), but tabular

datasets are also evaluated. Below are the detailed descriptions for the datasets.

• CIFAR100 [139]. This dataset consists of 60,000 colored images in 100 classes, with

600 images per class. The size of each image is 32×32.

• Tiny ImageNet [146]. This is a subset of the ImageNet dataset[56]. It contains

100,000 colored images of 200 classes (500 for each class). The size of each image is

64×64.

• Place100. This dataset is a subset of Places365[253] dataset, which is composed of

more than 1.8 million images with 365 scene categories. Place100 is generated by

randomly selecting 100 scene categories with 600 random images per category.

• Place60. This dataset is similar to Place100, except that it has 60 classes containing

1,000 images each.

• SVHN[183]. The Street View House Numbers (SVHN) dataset is a real-world image

dataset containing over 600,000 digit images. This dataset includes images of house
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numbers taken from Google Street View images. The size of each image is 32×32.

• Purchase. This is a tabular dataset about purchase styles. Following Shokri et

al. [207], we leverage the Purchase-100 dataset (abbreviated as Purchase) and use

10, 000 records for training. The dataset itself contains 197, 324 records from 100

classes, where each record has 600 binary features.

• Texas hospital stays. This dataset contains information about inpatient stays in

several health facilities. Following Shokri et al. [207], our task is to predict a patient’s

main procedure. After pre-processing, the resulting dataset has 67,330 records and

6,170 binary features.

• Locations [245] . The original dataset was released by Foursquare about its mobile

users’ location “check-ins”, which has 11,592 users and 1,136,481 check-in records.

Our task is to predict the user’s geo-social type (128 in total). Here we use the version

pre-processed by Shokri et al. [207], which has 446 binary features.

AIADatasets. Datasets with multiple attributes are required for AIA. To this end, we adapt

Place100 and Place60 used as MIA datasets to AIA setting as they both contain multiple

attribute labels. More specifically, the model for Place100 outputs whether a sample is

an indoor scene, while the sensitive attribute is the category of the scene, which contains

100 labels. Place60 has the total number of categories as 60. In addition to Place100 and

Place60, we introduce UTKFace [250] specifically for AIA study.

• UTKFace [250]. This is a large-scale facial dataset, which consists of over 20,000

face images with annotations of age, gender, and ethnicity. In our evaluation, we set

gender classification as the the task for target model, and the sensitive attribute to be

inferred is ethnicity, which includes 5 classes.

TargetModels. We adopt three popular neural network architectures as the target model’s
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architecture for the image datasets. They are ResNet-18 [95], ResNet-34 [95] and Mo-

bileNet [204]. We choose these models because variants of ResNet are still achieving SOTA

(State of The Art) or near SOTA performance in image classification, and MobileNet is

widely used on mobile devices. We adopt cross entropy as the loss function and SGD as the

optimizer. We train all models for 200 epochs with a batch size of 128. The learning rate

is set to 0.12. For the non-image dataset Purchase and Location, we choose a 3-layer MLP

with the same number of epochs and batch size. The number of neurons in the hidden layer

is 256. For the Texas dataset, we use a 5-layer MLP with 512 neurons in the hidden layer

because this dataset contains more features. To avoid fortuitous outcomes, all experiments

are repeated 5 times with the standard deviation presented.

5.4 Methodology

In this section, we describe the curriculum designs experimented with by our study, the

implementation of the basic MIA and AIA, our proposed MIA, and the defense techniques

to be tested.

5.4.1 Curriculum Designs

We choose two popular curriculum learning (CL) methods, which also have open-sourced

implementations [88, 221], to train the target model. We expect our major observations

(described in Section 5.5) are also applicable to other CL methods, like self-paced curricu-

lum [140, 120], and automated curriculum [84], because they share similar high-level ideas

(e.g., self-paced curriculum differs from bootstrapping only in that self-paced curriculum

does not let the curriculum completely guide its learning process). Below we explain the two

CL methods.

2This learning rate is empirically chosen and has a very limited effect on attack accuracy. For example,
when using a learning rate of 0.001, the MIA accuracy is affected by less than 0.2% when attacking a ResNet-18
model trained on CIFAR100.
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• Bootstrapping [89]. The target model T is first trained without CL, then it serves

as a difficulty measurer (f in Algorithm 1) to order the training samples by their loss.

• Transfer learning [239]. Different from bootstrapping, a pre-trained model is used

for the difficulty measurer. We use inception-v3 [222]3 as the pre-trained model to

evaluate the image datasets. The evaluation on tabular datasets with transfer learning

is skipped, as we did not find a widely used pre-trained model in such a setting.

To better assess the improvement brought by the above two CL methods and their vulnera-

bilities under attacks, we establish two other methods for comparison.

• Baseline curriculum. It uses a random curriculum that is irrelevant to the data

samples’ difficulty. This curriculum is then used across all training epochs. The normal

training process is different in that a random order is drawn for every training epoch.

• Anti-curriculum. It shares the same difficulty measurer with bootstrapping but

arranges the samples from difficult to easy, reversing the outcome of bootstrapping.

For the pacing function g, we choose varied exponential pacing [89], exponentially increasing

the fraction of data by steps (a step denotes the iterations with the same output of g).

According to [89], different pacing functions perform similarly.

In summary, the four CL methods differ in the difficulty measurer and each CL method

feeds training data using the same curriculum (or ordering) across all epochs. The baseline

and anti-curriculum methods help us understand the contribution of data ranking and order

fixing separately (e.g., anti-curriculum can be considered as using a wrong curriculum but

still repeating the order across epochs as advised by CL).

3It is a widely-used image recognitionmodel that achieves over 78.1% accuracy on the ImageNet dataset [56].
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As described in Section 5.2.1, CL can accelerate the training process to reach higher accuracy.

We first validate this claim by evaluating the training performance and the testing accuracy

and comparing them to the normal training method, which does not use any curriculum as

guidance.

Dataset
Method

Normal Bootstrapping Anti-curriculum Baseline Transfer Learning

Tiny ImageNet 0.3842 0.4002 0.3776 0.3798 0.3803
CIFAR100 0.6081 0.6232 0.5991 0.6099 0.6127
Place100 0.2992 0.3159 0.2967 0.3088 0.3007
Place60 0.4756 0.4903 0.4815 0.4847 0.4707
SVHN 0.9592 0.9598 0.9566 0.9593 0.9599
Purchase 0.4931 0.5324 0.4760 0.5289 -
Texas 0.4809 0.4975 0.4606 0.4877 -
Location 0.5861 0.5914 0.5563 0.5838 -

Table 5.1: Target model’s average test accuracy on different datasets. ResNet-18 is used
for all image datasets, and MLP for non-image datasets Purchase, Texas, and Location.
Transfer learning CL does not apply to non-image datasets. The target model accuracy is
relatively low except for SVHN because we use a subset of the original training data.
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Figure 5.1: The training accuracy of different training methods with ResNet-18 on CIFAR100
along the increase of epochs (total of 90 epochs). Bootstrapping, transfer learning, and
baseline reach higher accuracy faster and converge to a better result.

Table 5.1 validates the effectiveness of CL. At least one of the four CL methods can outper-

form the normal training by 0.06% to 4.42%, and the corresponding average training accuracy

is given in Table 5.2. The maximum standard deviation in Table 5.1 is 0.0221 while 32 out

of 37 results have a standard deviation less than 0.01. This indicates the difference among

various CL methods is statistically significant.
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Dataset
Method

Normal Bootstrapping Transfer Baseline Anti-curriculum

Tiny ImageNet 100.0 100.0 100.0 100.0 99.963
CIFAR100 100.0 100.0 99.997 99.993 100.0
Place100 100.0 100.0 100.0 100.0 100.0
Place60 100.0 99.996 99.972 100.0 99.918
SVHN 100.0 100.0 100.0 100.0 100.0
Purchase 100.0 100.0 / 99.990 100.0
Texas 96.770 94.030 / 95.600 97.410
Location 100.0 100.0 / 100.0 100.0

Table 5.2: The average training accuracy of datasets in Table 5.1. Image datasets are trained
on ResNet-18 while non-image datasets are trained on MLP. Numbers are all in percentage.
We observe that all training accuracies are nearly 100%. Note that for non-image datasets,
we skip the transfer method as there is no commonly used pre-trained model for the tabular
dataset.

It is worth noticing that bootstrapping and transfer learning always outperform normal

training, and anti-curriculum performs the worst consistently. Interestingly, we observe

that the baseline performs as well as the transfer learning curriculum for Place100 and

Place60, which means the transfer learning curriculum does not suit these two datasets well.

Figure 5.1 validates the major motivation of adopting CL, i.e., reaching higher accuracy while

converging faster. Throughout most of the training, bootstrapping and transfer learning

reach higher accuracy faster than all the other methods. At the same time, it takes the

longest for the anti-curriculum to reach the same training accuracy compared to all other

methods. This indicates that repeating a meaningful data order improves training. This

observation aligns with the discovery from previous work [241, 89]. Finally, CL is expected

to have a disparate impact on classification accuracy across samples. Besides the analysis

in Section 5.5, we also use t-distributed stochastic neighbor embedding (t-SNE) to visualize

the classification tasks carried out by bootstrapping and normal ML on the most difficult

batch of data of SVHN. Figure 5.2 shows all samples within the difficult batch, and it turns

out bootstrapping can separate samples from group “1”, “2” and “3” better than normal

training.
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Figure 5.2: t-SNE of the classification results on the difficult batch of SVHN.

5.4.2 Basic MIA

After providing a high-level overview of MIA in Section 5.2.2, we now delve into the details,

focusing on the three well-known attacks: NN-based (Neural Network-based) [207, 202],

metric-based [213], and label-only attacks [151, 53].

NN-based attack assumes a vector of prediction posteriors (e.g., confidence scores or loss)

of all class labels can be returned by the target model T when querying T with a data

sample x. It is also assumed that the adversary has a shadow dataset (D) that has the same

distribution and format as T ’s private training dataset. D is used to train a set of shadow

models S that behave similarly as T (e.g., having the same architecture as T like previous

work [207, 203, 213]). The attacker trains an attack model AMI using S. In particular, the

attacker queries every shadow model S with the samples from its own training dataset and

a disjoint testing dataset. The prediction posteriors of all samples and whether they are in

training (denoted member) or testing (denoted non-member) are used as input to train AMI .

Finally, the attacker queries T with a sample of interest x and uses the prediction posteriors
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as the input to AMI to predict the membership status.

Compared to the NN-based attack, the model AMI of metric-based attacks does not need to

be trained. Instead, AMI generates a privacy risk score from the output of T and compares

it to class-specific thresholds.

For the label-only attack, it assumes only the prediction label instead of the prediction

posteriors are returned from T . Still, the adversary can continuously add adversarial pertur-

bations to the input sample x until its prediction label has been changed. The key insight

is that the magnitude of the adversarial perturbation is larger for the member sample as T

gives a more confident prediction. D and S can be used to select a threshold to separate the

perturbation magnitudes of members and non-members.

MIAModels. Following the original setting of the NN-based attacks [207], we adopt a 3-

layer MLP with 64 and 32 hidden neurons, and 2 output neurons, as our attack model AMI .

We use cross-entropy as the loss function and Adam as the optimizer with a learning rate

of 0.01. AMI is trained for 100 epochs. For metric-based attacks, we follow the implemen-

tation of Song et al. [213] and consider 4 metrics, including correctness, confidence, entropy,

and modified entropy. The associated attack methods are named metric-corr, metric-conf,

metric-ent, and metric-ment. For label-only attacks, we leverage the implementation from

ART [225].

Related research has shown that NN-based attacks often, though not universally, achieve bet-

ter attack accuracy compared to metric-based and label-only attacks [207, 203, 99]. Thus we

use NN-based attack (specifically black-box-top3) for most of our evaluation in Section 5.5.
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5.4.3 Our ProposedMIA

Given that CL orders training samples by difficulty, impacting the model, we investigate

the potential enhancement of MIA when the target model is trained under CL. For this

purpose, we propose a novel MIA method called Diff-Cali specifically tailored for CL. We

first introduce calibrated MIA, which serves as inspiration for designing Diff-Cali, followed

by the details of Diff-Cali.

CalibratedMIA. Recently, Watson et al. [238] proposed to use a calibrated membership

score instead of the standard membership score (e.g., loss) to determine whether a sample

is a member. Assume s(T,x) is the original membership score, where T is the target model,

and x is a sample. The calibrated membership score scal(T,x) is defined as follows:

scal(T,x)=s(T,x)−ES←A(D)[s(S,x)] (5.3)

where S are shadow models4 that behave similarly as T , D is the shadow dataset, function

s(T,x) and s(S,x) output the membership scores from target and shadow models, A randomly

samples subsets of D to train S, and E computes the expectation of s(S,x). Finally, scal(T,x)

is compared to a fixed threshold θ, and a sample is considered a member if scal(T,x)≥θ.

Previous MIA methods could have a high false positive rate (FPR) on non-members, often

over-represented in the samples to be tested by the attacker. Equation 5.3 addresses this

issue by using the difference between the target model and shadow models to derive the

membership signal: if x is non-member to S, it is also more likely non-member to T , therefore

scal(T,x) should be small. The evaluation results in [238] show the area under ROC curve

(AUC) can be improved “by up to 0.10” (e.g., after calibrating the loss-based membership

score with Equation 5.3).

4S are named as reference models in [238], which resemble shadow models [207] as they are also trained on
the same data distribution of T .
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Difficulty Calibrated MIA (Diff-Cali). Calibrated MIA compares scal(T,x) of all sam-

ples to a fixed threshold θ, and we argue that θ can be calibrated as well. We observe

that a CL curriculum re-orders the samples by their difficulty before the target model is

trained, and such strategy changes how a sample is memorized and vulnerable under MIA

(see Section 5.5.1 and Section 5.5.2). More specifically, we observe that CL makes the target

model more vulnerable to MIA, especially for difficult samples (Finding 1 in Section 5.5.1).

Therefore, we can update θ according to the curriculum and make the attack model more

accurate. We assume the attacker can generate a curriculum similar as the one used by the

target model. For example, the attacker can use the publicly released pre-trained model to

generate the curriculum. Alternatively, the attacker can train shadow models similar to the

target model and then build a curriculum according to loss from them.

We implement this idea for NN-based MIA. When the attack model AMI outputs the pre-

diction posteriors for an input x, the posterior of the label “member” is compared against

θ, and x is predicted as a member when the posterior is larger. When training AMI , we

adjust θ based on samples’ difficulty level to improve the training accuracy, and the pseudo-

code is shown in Algorithm 2. Specifically, in each epoch, the calibrated membership scores

scal(T,D) are generated for ∀x∈D, and we use the loss to compute s (Line 2). Next, we try to

find the threshold θ0 (ranging from 0 to 0.1 based on our empirical study) that achieves the

best accuracy in separating members and non-members from D (Line 3). After that, AMI

is updated by minimizing the training loss on D (Line 4) through adjusting the threshold

with the following function:

g(x,C,θ0)=
(|D|−C(x))(θ0−0.0001)

|D|−1
+0.0001 (5.4)

where C(x) indicates the rank of sample x given by curriculum C. The rank for the easiest

sample is 1, while the most difficult is |D|. g(x,C, θ0) is to assign a threshold θ from

[0.0001,θ0] (0.0001 is the initial threshold suggested by [238]) to each x based on its difficulty

103



level (determined by a curriculum C), that is, calibrating threshold of each x based their

difficulty level. The most difficult sample compares to 0.0001, the easiest one compares

to θ0, and others compare to θ that is ranged in [0.0001,θ0]. The more difficult x has a

smaller threshold, meaning that we are lowering the bar for them to be predicted as members

compared to the easy samples. During the testing phase, the threshold for a sample x is also

adjusted with g(x,C,θ0).

Algorithm 2: Training the attack model and adjusting threshold under Diff-Cali.
“pred” is “prediction”.

Input: Target model TTT , reference model SSS, shadow dataset DDD, labels of shadow
dataset LLL, attack model AMIAMIAMI , curriculum CCC, number of epochs EEE

1 for e∈1,...,E do
2 scal(T,D)=s(T,D)−s(S,D);
3 θ0=argmax

θ
pred(AMI ,L,scal(T,D));

4 AMI← train(AMI ,scal(T,D),g(x,C,θ0));

Diff-Cali follows the direction of addressing the issue caused by over-represented non-members [238,

37]. On top of those works, Diff-Cali is customized under CL to amplify the effects of MIA.

To demonstrate the benefit of Diff-Cali, we compare it with the score-based membership

attack after difficulty calibration with default threshold in [238] (Cal).

Overall, Diff-Cali outperforms Cal by 4.0% to 9.9% of attack accuracy while maintaining

the same AUC. Besides, Diff-Cali improves MIA’s TPR at extremely low FPR, making the

difficult sample more vulnerable. This focus (on the low FPR regime) is the setting with

the most practical consequences, i.e., de-identifying even a few users contained in a sensitive

dataset is far more significant than making an average-case statement like ‘most people are

not in the sensitive dataset’ [37]. Moreover, we conclude that the knowledge of the actual

curriculum being used is not required for the proformance boost from introducing Diff-Cali

(See Figure 5.5). The detailed evaluation of Diff-Cali across all metrics such as attack

accuracy, confidence score, and TPR at low FPR are presented in Section 5.5.3.

Some recent works suggest to use class-specific thresholds [213]. We did not adjust the
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threshold by classes because our threshold has been fine-tuned with difficulty levels.

5.4.4 Basic AIA

Song et al. proposed an inference-time attack and model-repurposing attack [212] for AIA,

and here we focus on the first attack and follow the same setting as this work. We consider

the model evaluation to be partitioned [212] or the model is trained under federated learn-

ing [168]. The target model T is split into two parts, i.e., an encoder and a classifier, and

the adversary has black-box access to the encoder E. The attacker has an auxiliary dataset

D containing pairs of (x,s) where s is the sensitive attribute. The embeddings h can be

generated by querying E, i.e., h=E(x),∀x∈D. All pairs of (h,s) will be used to train the

attack model AAI and later used to predict the values of s in the target model T .

AIAModel. Our AAI is a 3-layer MLP with 128 hidden neurons in each hidden layer. We

use cross-entropy as the loss function and SGD as the optimizer with a learning rate of 0.01.

The attack model is trained for 100 epochs. The dimension of each sample’s embedding

(i.e., second to the last layer’s output) is 512 for ResNet-18, 512 for ResNet-34, and 1024 for

MobileNet. To train the target model T , we use the label for the original classification (e.g.,

gender). To train AAI , we use the label from another field (e.g., race).

5.4.5 Defense Methods

Some defense methods have been proposed to reduce the success rate of privacy attacks, in

particular, MIA. We are interested in how they perform under curriculum learning and our

proposed attack. To this end, we select DP-SGD [13], MemGuard [118], MixupMMD [149]

and AdvReg [180]. DP-SGD and MemGuard represent two directions in privacy protection,

while MixupMMD and AdvReg are two more recent defense methods. Below, we explain

the four defense methods.
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DP-SGD. Differentially-Private Stochastic Gradient Descent (DP-SGD) modifies the stochas-

tic gradient descent (SGD) algorithm and integrates (ϵ,δ)-DP [61] (see Definition 2.1) to

provide provable privacy guarantee.

After a per-sample gradient is computed, DP-SGD clips it to a fixed maximum norm C and

Gaussian noise is added to the aggregated parameter gradient with standard deviation δC.

The output of the trained model will satisfy (ϵ,δ)-DP.

MemGuard. Different from DP-SGD, MemGuard does not change the training process. At

a high level, it obfuscates the predictions of the target model by adding noises to its output.

It is designed to defend against MIA in particular, while DP-SGD deals with all sorts of

privacy risks. Assuming an attack model AMI has been trained with shadow training [207],

and AMI(T (x),y) outputs a confidence score ranging in [0,1], where T (x) is the prediction

of the target model and y is the label for x. A sample is considered a member if the score is

larger than 0.5 and a non-member if smaller than 0.5. MemGuard has two phases. In Phase

1, it crafts adversarial noise and adds it to T (x) to force AMI(T (x),y) to be 0.5 to confuse

the attacker, while the distance between the original prediction and the noisy prediction is

minimized. In phase II, the adversary adds the noise to the original prediction with a certain

probability of trade-off the utility and privacy.

MixupMMD. Li et al. [149] found a model vulnerability under MIA relates to the difference

between the training and testing accuracy, and they proposed MixupMMD to intentionally

reduce the training accuracy to validation accuracy. A new penalty, Maximum Mean Dis-

crepancy (MMD), is used by the regularizer.

AdvReg. Nasr et al. [180] proposed to mitigate MIA by formulating the defense as a min-

max optimization problem. Given a validation set that serves as “non-members”, AdvReg

introduces an adversarial classifier to infer the membership status using the posteriors gener-

ated from the target model. The optimization goal is to minimize the original classification
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Dataset
Method

Normal Bootstrapping Anti-curriculum Baseline Transfer Learning

Tiny ImageNet 0.9193 0.9385 0.9116 0.9207 0.9439
CIFAR100 0.8577 0.8751 0.8376 0.8582 0.8718
Place100 0.9425 0.9549 0.9335 0.9416 0.9617
Place60 0.8773 0.8987 0.8625 0.8827 0.8902
SVHN 0.5570 0.5605 0.5514 0.5599 0.5580
Purchase 0.9524 0.9453 0.9118 0.9458 -
Texas 0.6749 0.7068 0.5950 0.7039 -
Location 0.9153 0.9194 0.8980 0.9169 -

Table 5.3: Accuracy of NN-based MIA on models trained on 8 datasets. Transfer learning
CL does not apply to non-image dataset Purchase, Texas and Location.

loss and maximize the loss of the adversarial classifier.

5.5 Evaluation Results

In this section, we present the evaluation results of MIA and AIA when CL is applied to

train the target model. We also attempt to explain the observations from the angle of data

memorization and show the impact of CL on the existing defenses. We highlight our insights

with text boxes.

Evaluationsetup. To evaluate MIA and AIA, we split each dataset described in Section 5.3

into three disjoint parts: one for training the target model, one for training a shadow model,

and one for testing both the target and shadow model.

To evaluate the defense methods, we split each dataset into five parts as some advanced

methods need reference datasets for training. More details about the defenses can be found

in Section 5.5.5. All experiments were repeated 5 times to minimize the fortuitous outcomes,

and the mean value and standard deviation were reported.

Evaluationmetrics. First, we compute the attack accuracy, measured by the correct predic-

tions (member/non-member) versus all predictions, to assess the effectiveness of MIA/AIA,
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and the classification accuracy of the target model to assess the impact of curriculum learn-

ing and defenses. Second, to better understand the attack results, we retrieve the confidence

scores of members and non-members, respectively. Note that the confidence score indicates

the likelihood of a sample being classified as a member or non-member. Third, we compute

the true-positive rate (TPR) at the false-positive rate (FPR) of the attacks. As noted by

Carlini et al. [37], attacks should emphasize the member guesses over non-member guesses, so

they should be evaluated by considering TPR at low FPR. This cannot be precisely modeled

by the overall accuracy, precision, or recall.

5.5.1 Evaluation of Basic MIA

We start with the experiments on the 5 image datasets (CIFAR100, Tiny ImageNet, Place100,

Place60, and SVHN), using ResNet-18 as the target model architecture and later ResNet-34

and MobileNet for comparison. The evaluation of the tabular datasets (Purchase, Texas

hospital stays, and Locations) is presented at the end. The attack models are described

in Section 5.4.2.

MIAAccuracy. We found that models trained using meaningful CL methods (i.e., boot-

strapping and transfer learning) are slightly morevulnerable to MIA. Table 5.3 shows the

accuracy of NN-based black-box-top3 MIA [207] by datasets and CL methods. The biggest

attack accuracy improvement observed for image datasets is 2.46% (Tiny ImageNet with

transfer learning) while the biggest improvement for non-image datasets is 3.20% (Texas

with bootstrapping). Among different CL methods, bootstrapping and transfer learning are

the most vulnerable, with an average of 1.29% and 1.44% improvement in the attack accuracy

against the normal training, respectively. For baseline CL, the attack accuracy decreases for

Place100, whereas a slight increase is observed for the attack accuracy on other datasets. For

anti-curriculum CL, the attack accuracy decreases for all datasets. This result indicates both

the data repeating (reflected by the results of baseline) and ordering (reflected by the results
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of bootstrapping and anti-curriculum) of CL (explained in Section 5.4.1) contribute to the

vulnerability under MIA. The consistent performance of bootstrapping and anti-curriculum

indicates that data ordering plays a bigger role.

Regarding the impact of datasets, we found more complex datasets (e.g., with more classes

of labels) tend to have higher attack accuracy in general. For example, the average MIA

accuracy is 94.39% for Tiny ImageNet (200 classes), 87.18% for CIFAR100 (100 classes),

96.17% for Place100 (100 classes), 89.02% for Place60 (60 classes), and 55.80% for SVHN

(10 classes), all under transfer learning. The same effects have also been observed in other

works like [207].

Regarding the metric-based and label-only attacks, the result is similar to the NN-based

attack, as suggested by the evaluation on CIFAR100, shown in Table 5.4. The only exception

is metric-corr, which performs worse than other attacks with bootstrapping. This result can

be explained by the assumption of metric-corr that the target model is trained to predict

correctly on its training data, which may not generalize well on the test data. In the rest of

the evaluation, we fix the attack model to black-box-top3, and the NN-based attack in the

rest of the paper primarily refers to black-box-top3, unless indicated otherwise.
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Figure 5.3: MIA accuracy on CIFAR-100, Tiny ImageNet. ResNet-18 is used for target
model training.
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Attack
Method

Normal Bootstrapping Anti-CL Baseline Transfer Learning

NN-based [207] 0.8577 0.8751 0.8376 0.8582 0.8718
Metric-corr [213] 0.6920 0.6820 0.6905 0.6930 0.6855
Metric-conf [213] 0.8600 0.8810 0.8458 0.8553 0.8740
Metric-ent [213] 0.8490 0.8750 0.8320 0.8435 0.8685
Metric-ment [213] 0.8620 0.8820 0.8463 0.8568 0.8760
Label-only [225] 0.8200 0.8263 0.7963 0.8050 0.8088
Cali [238] 0.7889 0.8272 0.7532 0.7781 0.8148
Diff-Cali 0.8519 0.8670 0.8382 0.8438 0.8614

Table 5.4: Average accuracy of NN-based, metric-based, label-only and our Diff-Cali attacks
on models trained on CIFAR100 with ResNet-18.

Figure 5.3 shows the attack accuracy of samples from different difficulty levels. More specif-

ically, we construct the test dataset as half member samples and half non-member samples.

Member samples are divided into different difficulty levels while non-member samples across

each difficulty level are fixed. Figure 5.3 demonstrates that using a meaningful curriculum

(i.e., bootstrapping and transfer learning) makes the model more vulnerable, especially for

the difficult samples.

Confidence Score. Since the key contribution of CL is to factor in the samples’ difficulty

levels during the training procedure, here we evaluate how difficulty levels impact the sam-

ples’ vulnerability individually. Intuitively, the difficult samples should be harder to attack.

However, since CL forces the model to learn the samples in a repetitive manner, we want

to find out whether samples will be remembered by the model differently. To assess and

quantify the possible privacy risk discrepancy caused by CL, we first arrange samples ac-

cording to their difficulty level. Then, we use the confidence score and attack accuracy to

analyze individual samples. Note that we train a separate model and use the sample loss

given by this model as a guide to determine how difficult a sample is. This model is used

solely for getting the difficulty levels of all samples and is different from the target model in

our following evaluation.
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Figure 5.4: Attack model’s confidence score for both member and non-member samples on
CIFAR-100 and Tiny ImageNet. ResNet-18 is used for target model training, and data
samples are arranged according to their difficulty scores from bootstrapping.

Figure 5.4 depicts the attack model’s confidence score by samples’ difficulty levels. Though

the difficult samples are not more vulnerable than the easy samples, the gap in confidence

scores ismuchnarrower (especially for the confidence score of members). Take the target

model in CIFAR100 as an example, our attack model can recognize the most difficult member

samples (scored as difficulty level 9) from this model with over 7.83% (absolute growth from

72.19% to 80.02%) more confidence, thanks to transfer learning (Figure 5.4a). Interestingly,

for the most difficult member samples, it is even possible for anti-curriculum to have a higher

confidence score compared to the normal training ((Figure 5.4c) ). This observation indicates
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that enforcing difficult samples to the training process first does not necessarily make the

model more likely to forget them. If we perceive feeding difficult samples first to a model as

negative, the repetition of a curriculum can possibly compensate for such a negative effect,

i.e., making the target model memorize the difficult samples better than a normal ML where

these samples are presented at random times throughout training.
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Figure 5.5: TPR/FPR of NN-based MIA and Diff-Cali under different training method
trained with ResNet-18 on CIFAR100.

TPR at Low FPR. In addition to the attack accuracy, we measured the relation between

TPR at low FPR, as explained in “evaluation metrics” (Section 5.5). Following Carlini et

al. [37], we present the ROC curve for the attacks with both linear scaling and log scaling

to emphasize the low-FPR regime. Figure 5.5a and Figure 5.5b demonstrate the ROC curve
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Method
Architecture

ResNet-18 ResNet-34 MobileNet

Normal 0.8572 ± 0.0011 0.8564 ± 0.0001 0.7979 ± 0.0001
Bootstrapping 0.8751 ± 0.0001 0.8746 ± 0.0003 0.8308 ± 0.0000
Anti-curriculum 0.8376 ± 0.0002 0.8481 ± 0.0002 0.7763 ± 0.0002
Baseline 0.8582 ± 0.0001 0.8559 ± 0.0002 0.8318 ± 0.0000
Transfer Learning 0.8718 ± 0.0001 0.8715 ± 0.0002 0.8430 ± 0.0001

Table 5.5: The average accuracy of NN-based attacks on models trained on different network
architectures with CIFAR100.

for NN-based attack. The results show that using curriculum increases ROC. The TPR of

transfer learning and bootstrapping are generally higher than the others except at extremely

low FPR (< 10−4). This indicates CL introduces disparate impact to members and non-

members for most samples. Moreover, the NN-based attack fails to achieve a TPR better

than random chance at any FPR below 0.045, indicating potential for further improvement.

Loss Distribution. The previous evaluation presents a macro-level understanding of CL’s

impact on MIA. Here we present a micro-level analysis by examining the loss distribution

between members and non-members in models trained with normal and CL methods. Due to

the space limitation, here we only show the results of ResNet-18 trained on Tiny ImageNet

in Figure 5.6 which shows a clearer discrepancy in terms of the loss distributions comparing

to other datasets. Note that the loss scores are normalized. As one can see, there is a clear

difference between their loss distributions, e.g., bootstrapping makes the overall members’

loss much lower and the members’ loss distribution less overlapped with non-members’,

especially for those members with higher difficulty levels. In Section 5.5.2, we also reason

this observation from the perspective of data memorization.

Target Model Architectures. To study the impact of the architecture of the target

model, we launched MIA against ResNet-34 and MobileNet and compare the results against

ResNet-18. Table 5.5 demonstrates the average attack accuracy of MIA when target models

are trained with ResNet-18, ResNet-34, and MobileNet, respectively. It shows that they
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Figure 5.6: Loss distribution for models trained on Tiny ImageNet with ResNet-18.

all share a similar trend of how CL affects MIA. Though MobileNet turns out to be less

vulnerable (5.85% and 5.93% less attack accuracy compared to ResNet-34 and ResNet-18,

respectively), bootstrapping, transfer learning, and baseline all increase the overall attack

accuracy. Figure 5.7 demonstrates the results by difficulty levels on ResNet-34 and Mo-

bileNet when training with Tiny ImageNet, which can be viewed together with Figure 5.3b

about ResNet-18. Though MobileNet turns out to be less vulnerable (4% less attack accu-

racy compared to ResNet-34 and ResNet-18), bootstrapping, transfer learning, and baseline

all increase the overall attack accuracy and narrow down the gap between difficult and easy

samples. As such, the privacy concerns in CL cannot be addressed by changing the target

models’ architectures. This observation is consistent with other works [151, 99] about MIA

vs. architectures.

Non-imageDatasets. As shown in Table 5.3, most experiments remain to have the same

trend they are showing in image datasets. For Purchase, however, attack accuracy on normal

training is 0.71% higher than bootstrapping for example. This shows that CL does not

always empower MIA more. In Figure 5.8, we show the confidence score of members and

non-members on Purchase, and the result is similar to the image datasets, where difficult

samples are more vulnerable.
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Figure 5.7: MIA accuracy for target model trained on Tiny ImageNet with ResNet-34 and
MobileNet, respectively.
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Figure 5.8: Attack model’s confidence score for both member and non-member samples on
Purchase. MLP is used for target model training, and data samples are arranged according
to their difficulty scores from bootstrapping.

In the meantime, we found the changes caused by different CL methods are more drastic on

the non-image datasets, compared to the image datasets. For example, Texas has a more

prominent attack accuracy drop (8.0%) on anti-curriculum. The non-image datasets are

relatively simple, containing only binary features after pre-processing, hence they are more

likely to be impacted by CL. Table 5.1 also shows the target model accuracy varies more

for the non-image datasets under CL.
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Finding 1: CL makes the target model more vulnerable to MIA, especially for difficult

samples .

Finding 2: Both data ordering and data repeating make a model more vulnerable under

MIA, while data ordering plays a bigger role in influencing the vulnerability of a model

under MIA.

5.5.2 Analysis with DataMemorization

The previous experiments show CL makes the difficult samples more vulnerable. Here, we

attempt to explain this observation with a more principled analysis. Recent works [70, 72]

suggest the effectiveness of MIA could be tied to how well the target model memorizes

individual data sample. The notion of memorization is formally defined as [70]:

mem(A,D,i) := Pr
T∼A(D)

[T (xi)=yi]− Pr
T∼A(D\i)

[T (xi)=yi] (5.5)

where A denotes the training algorithm, D denotes the training dataset, T is the trained

model, (xi,yi) denotes one sample with its ground-truth label, and D\i denotes D with i-

th sample removed. The model is likely to memorize the data sample if adding (xi,yi) to

training significantly changes the model’s prediction on yi. Though Equation 5.5 models the

memorization of a single data sample, we can easily extend it to quantify the memorization

of multiple samples at once.

Specifically, we evaluate ResNet-18 trained with CIFAR100. We first leave out 800 most

difficult data samples (4% of all samples) and train a model without these data via boot-

strapping (“not seen”). Then, we train the model under CL according to data memorization:

the curriculum makes the 800 data samples either be seen at the beginning (“first seen”),

end (“last seen”), or random places (“random”) of each training epoch. Figure 5.9 depicts

the prediction probability of the true labels of the 4 scenarios. Data memorization under
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Figure 5.9: Memorization: violin plots of prediction probability of 800 most difficult samples,
according to bootstrapping CL. The horizontal bars of each violin represent the minimum
and maximum of the prediction probability.

CL can be assessed by comparing “first seen”, “last seen”, and “random” to “not seen”,

following the idea of Equation 5.5. We observe that other than “not seen”, the other three

scenarios memorize the difficult samples fairly well (higher prediction probability of the true

class). It turns out that data ordering has a strong impact on data memorization, e.g., “last

seen” provides the strongest memorization compared to “first seen” and “random”. The

difficult samples are more vulnerable under CL because they are memorized better after

data ordering.

Here, we elaborate on the topic of data Shapley and study if our observation in this section

can be explained from the angle of data valuation. Specifically, we choose Shapley value [80]

as the metric, as it has the “strongest theoretical foundation” in data valuation research [91].

In essence, the data with high Shapley values are ones that on average contribute significantly

to a model’s prediction performance. We follow most of the experiment steps in this section

and only change how the samples are selected for “not seen” (i.e., selected based on their

Shapley values rather than difficulty levels).

KNN-Shapley. Calculating Shapley values is intractable for a DNN model that is trained
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Figure 5.10: Shapley: violin plots of prediction probability of 800 most valuable samples
according to KNN-Shapley.
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Figure 5.11: Reverse Shapley: violin plots of prediction probability of 800 least valuable
samples according to KNN-Shapley.

on a large dataset, as it requires a model to be retrained for 2n times, where n is the number

of data points, to assess the contribution of one data point versus all possible subsets of the

training set [91]. To address this scalability issue, Jia et al. [119] proposed KNN-Shapley,

which uses a lightweight KNN surrogate model to reduce the overhead of model retraining.

The time complexity is reduced to O(nlogn) and still, a good approximation of Shapley

values can be obtained. As such, we use KNN-Shapley to calculate the Data Shapley values.
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Figure 5.10 and Figure 5.11 show the prediction probability of true label with 800 most

and least valuable data samples according to KNN-Shapley. From the results of ”not seen”,

we observe that the least valuable data have higher prediction accuracy on average (51%),

meaning that their absence in training has less impact compared to the more valuable data

as presented in Figure 5.10. Similarly, feeding the least valuable data first or at last to the

training does not affect the prediction much.

Then, we compare the impact of difficulty level and Shapley value on data memorization,

from Figure 5.9 and Figure 5.10. Though both show that the absence of the most difficult

or valuable data leads to poor prediction and seeing these data lastly benefits more than

seeing them first during training, these changes are much more drastic for difficult samples

(Figure 5.9) than the valuable samples (Figure 5.10). For example, the median prediction

probability of the “not seen” difficult samples and valuable samples are 39.19% and 56.01%.

As such, the data reordering of CL makes the difficult samples more vulnerable, but not so

for the valuable samples.

Finding 3: CL forces the model to memorize the difficult samples harder, which makes

them more vulnerable.

5.5.3 Evaluation of Diff-Cali

In order to fully utilize the information of difficulty levels exposed by CL, we propose Diff-

Cali as described in Section 5.4.3. Overall, the NN-based attack still has a slightly better

attack accuracy compared to Diff-Cali, but Diff-Cali has higher confidence scores for difficult

samples and has better TPR at the low FPR regime.

Attack Accuracy. Table 5.4 presents the accuracy of Diff-Cali, which is about 1% lower

compared to NN-based attack on all CL methods. Figure 5.12 depicts the attack accuracy

on CIFAR100 and Tiny ImageNet. ThoughDiff-Cali achieves slightly lower (less than 1.44%)
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Figure 5.12: Diff-Cali’s accuracy for models trained on CIFAR100 and Tiny ImageNet with
ResNet-18.

accuracy compared to NN-based attack, with adaptive calibration, we are able to make the

difficult samplesmore vulnerable: e.g., the attack accuracy of difficulty level at 9 and 0

are 86.47% and 86.32% for transfer learning under CIFAR100. The most difficult samples

now can be predicted 2.64% and 2.35% more accurately for normal and anti-curriculum ML,

respectively. Overall, Diff-Cali is able to overcome the privacy risk discrepancy of different

samples through calibration and results in better attack accuracy for difficult samples for

normal ML and anti-curriculum ML.

Confidence Score. Like the evaluation of basic MIA, we show the confidence scores of

samples according to their difficulty level in Figure 5.14 and Figure 5.13.

Overall, we are able to achieve confidence scores greater than 0.7807 (normal) for CIFAR100

and 0.8678 (normal) for Tiny ImageNet for all member samples, whereas the minimum mem-

ber confidence score from NN-based is 0.6889 for CIFAR100 and 0.8333 for Tiny ImageNet

(Figure 5.4). In short, we are able to improve the normal training confidence score for all

members by 3.29% for CIFAR100 and 3.45% for Tiny ImageNet. Similarly, we reduce the

confidence score of non-members (note that a lower confidence score means less chance to

be misclassified as non-members) by 0.0414 for CIFAR100 and 0.1751 for Tiny ImageNet.
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Figure 5.13: Diff-Cali’s member and non-member confidence score for models trained on
Tiny ImageNet with ResNet-18.
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Figure 5.14: Diff-Cali’s member and non-member confidence score for models trained on
CIFAR100 with ResNet-18.

Unlike previous NN-based attack, the accuracy of Diff-Cali does not share a similar trend

as the confidence score because the final prediction of the membership status of Diff-Cali is

not based on the confidence score solely.

TPRatLowFPR. In Figure 5.5, we show that Diff-Cali can achieve much higher TPR at

low FPR (<10−4). We present the ROC curve for the attacks with both linear scaling and

log scaling to emphasize the low-FPR regime. Figure 5.5c and Figure 5.5d demonstrate the
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ROC curve for Diff-Cali. The results show that using curriculum increases ROC (Figure 5.5a,

Figure 5.5c). We observe that our proposed Diff-Cali performs better at low FPR. More

specifically, Figure 5.5b shows that NN-based attack fails to achieve a TPR better than

random chance at any FPR below 0.045 while Diff-Cali can be better than random guessing

at all times.

Finding 4: Diff-Cali improves MIA performance in terms of TPR at low FPR, making the

difficult samples more vulnerable.

5.5.4 Evaluation of AIA

Method
Dataset

Place100 Place60 UTKFace

Normal 0.107±0.003 0.173±0.002 0.528±0.005
Bootstrapping 0.092±0.003 0.168±0.004 0.515±0.006
Transfer Learning 0.104±0.001 0.150±0.005 0.512±0.006
Baseline Curriculum 0.079±0.004 0.143±0.001 0.506 ±0.008
Anti-Curriculum 0.033±0.001 0.128±0.005 0.517±0.007

Table 5.6: Average accuracy of AIA (± standard deviation (STD)) on model trained with
different methods. ResNet-18 is the target model architecture.

We evaluate the 4 CL methods and normal training under the AIA setting described in

Section 5.4.4 and Table 5.6 to demonstrate the overall attack accuracy. Generally, our

results indicate that CL does not make the target model more vulnerable. This somehow

contradicts a recent study [99] showing that a model is more vulnerable under AIA when

trained under special settings, i.e., contrastive learning. Interestingly, the normal training

yields the highest average attack accuracy (e.g., 0.107 for Place100), even compared to anti-

curriculum. UTKFace has a much higher attack accuracy because the baseline accuracy

(random guessing based on majority class labels) of UTKFace is already quite high (42.1%).

Our further investigation also shows that the attack accuracy is about the same for samples

in different groups of difficulty levels (see Figure 5.15). We speculate that this is because
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Figure 5.15: Attribute inference attack accuracy on UTKFace

the attributes of a sample themselves are already very complex and hard to learn. Besides,

the difficulty score (e.g., bootstrapping) is calculated based on the original ML task, which

emphasizes the specific attribute the original ML task tries to learn. That means the data

ranking is effective only for the attribute chosen for the classification task but does not

influence the sensitive attribute that one intends to infer.

Finding 5: The model trained under CL is less vulnerable under AIA compared to MIA.

5.5.5 Evaluation of Defense

We evaluate how the defenses including DP-SGD, MemGuard, MixupMMD, and AdvReg

perform under the impact of CL. Table 5.7 shows the attack accuracy on ResNet-18 which

is trained with CIFAR100. Because MixupMMD and AdvReg require reference datasets for

defense deployment, we equally divided CIFAR100 into 5 parts for fair comparison among

all the defense techniques. More specifically, all target models in Table 5.7 are trained with

only 12,000 data points, which also explains why the accuracies are lower. Regarding the
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setup of the defense methods, bootstrapping and anti-curriculum with DP-SGD are trained

with the same curriculum as previous experiments. DP-SGD* uses a noisy curriculum for

bootstrapping and anti-curriculum, and the difficulty measurer is trained under DP-SGD.

For transfer learning, it is not impacted as we use a pre-trained model. ϵ and δ in our

evaluation are 124,496 and 1e− 5 for DP-SGD. We have a large ϵ because we have 200

epochs of training and ResNet-18 contains a large number of parameters. We did not change

these settings for a fair comparison with other defense techniques. Previous studies have

used large ϵ for DP-SGD in order to achieve good model accuracy [113, 143]. Based on

a recent work [33], we are able to make ϵ 10 times smaller after proper parameter tuning

while achieving similar target accuracy. The ϵ can be brought down even first with a large

batch size. Pulling tricks of DP-SGD based on the above recent work can further boost the

tradeoff, we do not discuss it here as that is a parallel line of research. Note that in this

section, we still use small batch size for DP-SGD evaluation though that results in large ϵ.

This is because we want to keep parameters across all target models the same for a fair MIA

evaluation, and we have limited computing resources for handling large batch numbers.

Normal Bootstrapping Transfer Learning Baseline Anti-CL

None
Target 48.0 51.4 48.9 50.0 49.3
MIA 90.3 91.4 ±0.03 91.3 ±0.03 91.5 ±0.02 89.5 ±0.02

DP-SGD*
Target 17.4 18.0 17.2 18.3 11.2
MIA 50.6 ±0.11 50.6 ±0.06 50.6 ±0.01 50.4 ±0.11 50.3 ±0.11

DP-SGD
Target 17.4 17.2 17.2 17.6 17.2
MIA 50.8 ±0.07 50.7 ±0.01 50.6 ±0.01 50.4 ±0.11 50.4 ±0.10

MemGuard
Target 48.0 51.4 48.9 50.0 49.3
MIA 50.0 50.0 50.0 50.0 50.0

Label-only 83.0 84.5 84.5 84.0 81.3

MixupMMD
Target 54.1 54.4 55.7 55.0 52.6
MIA 81.6 ±0.02 83.1 ±0.02 76.1 ±0.03 84.4 ±0.02 79.1 ±0.02

AdvReg
Target 51.2 54.2 50.4 53.0 52.1
MIA 89.2 ±0.01 91.6 ±0.02 92.8 ±0.04 91.6 ±0.01 87.3

Table 5.7: The average accuracy of MIA (± standard deviation (STD)) on target model
trained on CIFAR100 with ResNet-18 and different defense methods. All numbers are in
percentage, entry without ± STD means the STD is less than 0.01%.

Table 5.7 demonstrates that DP-SGD is able to curb the MIA accuracy from 90.8% to 50.5%

124



in average, which is close to random guess (i.e., member or non-member), though at the cost

of a significant drop in target model’s classification accuracy (from 49.52% to 16.42% in

average). This observation is consistent with previous works [149, 143]. We also found DP-

SGD is effective against Diff-Cali (e.g., attack accuracy for normal and bootstrapping are

dropped to 53.67% and 53.09%). For DP-SGD*, due to the introduced noise, the ranking

given by its curriculum is less accurate, but Table 5.7 shows that such change does not impact

the MIA accuracy, and the target model accuracy drops by only a small amount (i.e., 0.8%

for bootstrapping and 0.7% for baseline) except for anti-curriculum. Due to the noise in

ranking, the ranking for anti-curriculum is no longer strictly ordered from difficult to easy.

Instead, it becomes more random, thus target accuracy of anti-curriculum is even closer to

baseline or bootstrapping. In general, the result suggests using noisy ranking (DP-SGD*)

as a defense might not be effective.

For MemGuard, due to its design, NN-based MIA accuracy is fixed to 50% when the defender

knows what MIA method is performed by the attacker. In the meantime, the classification

task of the target model is not impacted by MemGuard. However, it is not very effective

towards label-only attack, as it does not change the label. Our evaluation shows that the

overall label-only attack accuracy can still reach up tp 86% even with MemGuard deployed.

MixupMMD decreases the MIA accuracy (e.g., 91.4% to 83.1% for bootstrapping), and inter-

estingly, it increases the target model accuracy (e.g., from 51.4% to 54.4% for bootstrapping),

which might be attributed to its new regularizer. AdvReg can also increase target accuracy

(e.g., 51.4% to 54.2% for bootstrapping) but is less effective in mitigating MIA (e.g., MIA

accuracy is even increased from 91.4% to 91.6% for bootstrapping). This observation concurs

with a previous work [213].

Given that CL introduces disparate impact on samples under different difficulty groups,

we further investigate the relation between difficulty groups and defenses, and we focus on

DP-SGD. Figure 5.16 shows that DP-SGD is able to eliminate the disparate impact by CL,
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Figure 5.16: Attack model’s confidence score for member and non-member samples of
CIFAR-100 trained on ResNet-18 with DP-SGD.

essentially making the difficult samples again hard to attack. We speculate the reason is

that DP-SGD adds noise to gradient, which adds randomness to the optimization phase.

CL, by introducing a teacher module, reinforces the learning by reducing the randomness.

Ultimately, DP-SGD and CL are built on two opposite foundations. Thus, DP-SGD can

eliminate the benefit from CL and achieve significant defense effect.

Overall, there is still room for improvement in defenses. Potential future work is to pre-

serve certain properties brought by an ML technique (e.g., fast convergence and higher final

performance by CL) and mitigate privacy risks generically.

Finding 6: None of the studied defenses can significantly drop the MIA accuracy while

maintaining the target model accuracy. DP-SGD can reverse the impact of CL on MIA.

5.6 Discussion

Limitations. 1) The research on ML privacy has been growing strong in recent years, and

numerous attacks, variations, and defenses have emerged. Admittedly, not all attack methods

(e.g., adaptive attack [213] and LiRA [37]) and defense techniques (e.g., PATE [189]) have
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been examined. Though LiRA is considered state of the art, it requires multiple shadow

models while all other attacks on our paper need one. To fairly compare with LiRA, the

current datasets need to be divided into much smaller subsets, which will lead to worse

performance of all target models and shadow models. Thus, we didn’t investigate LiRA in

this work. However, we believe our key conclusions (e.g., the difficult samples become more

vulnerable when trained with CL) hold generically, due to the fundamental designs of the

curriculum. 2) We mainly evaluated the privacy attack on image and tabular datasets, with

widely used models like ResNet and MLP. Admittedly, not all data types (e.g., text [28] and

speech [252]) and models (e.g., VGG) are covered. 3) Not all ML privacy attacks are tested,

such as model inversion attacks [75, 249], as we suspect they are less likely to be impacted

by CL. In the end, we want to mention that our efforts are comparable to recent works that

study the privacy of special ML settings like contrastive learning [99].

Evaluation Metrics. For privacy attacks like MIA, whether and how it is effective is

determined by the evaluation metrics. Attack accuracy is the one adopted in the beginning

and is still widely used today, but recent studies have suggested metrics have to be carefully

selected to fully understand the results. Following Carlini et al. [37], we adopt TPR at low

FPR as another metric. We also view the results under confidence scores to shed light on

the divergent impacts of CL into samples, which reveal new insights that are not captured

by other metrics. Other metrics like precision/recall [37] and disparate vulnerability [244]

can be considered and we believe this research direction still needs new input.

5.7 RelatedWork

Curriculum Learning (CL). The idea of CL was first introduced by Bengio et. al [28].

Researchers have then developed many new designs such as predefined CL [121], self-paced

CL [120], CL by transfer learning [239] and other automated CL [84]. CL is proved to be

effective in the domain of reinforcement learning [165, 178, 74, 73], computer vision [28, 200,
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59, 214], natural language processing [28, 216, 254, 87, 155], speech [252, 39, 160], etc. Note

that the concept of self-paced[140] learning can often be confused with CL bootstrapping.

They share a similar idea of using an iterative procedure to assign higher weights to training

examples that have lower costs with respect to their chosen hypothesis. Bootstrapping differs

in that the difficulty score is generated based on model accuracy rather than a hypothesis [89].

Membership Inference Attack (MIA). Section 5.4.2 has surveyed some representative

works about MIA. Here we describe other notable works. On top of the original MIA [207],

Salem et al. [203] proposed three more powerful attacks by relaxing the assumptions made

by Shokri et al. [207]. Nasr et al. [181] investigated privacy risks in centralized and feder-

ated learning scenarios under both black-box and white-box settings. Recent works show

that MIA can be further enhanced by adopting flexible thresholds [115], calibrated difficulty

level [238], and loss trajectory [158]. Besides the general ML settings, recent works ex-

amined special settings like contrastive learning [99, 154], Generative Adversarial Networks

(GAN) [103, 44, 46], and Graph Neural Networks (GNN) [96, 98, 240]. However, none of them

investigated curriculum learning, and we aim to fill this knowledge gap. To mitigate MIA,

researchers have proposed a few defensive mechanisms, like DP-SGD [13], MemGuard [118],

MixupMMD [149], and AdvReg [180], as described in Section 5.4.5. PATE [189] uses teacher

models to supervise the training of the student model and adds Laplacian noise to the teacher

models’ output. Salem et al. [203] leverage model stacking and dropout to reduce overfitting.

Attribute InferenceAttack (AIA). AIA presents another notable threat to ML privacy.

Section 5.4.4 surveyed the key works under AIA. In addition, He et al. [99] show that AIA

is more vulnerable to models trained by contrastive learning. Recently, Song et al. [211]

show that AIA is also effective against language models. Jayaraman et al. propose a new

white-box AIA method that achieves better accuracy [114]. We focus on the black-box

setting.

Other Attacks AgainstMLModels. MIA and AIA can be considered as attacks on the
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data privacy of ML. Model privacy, integrity, and availability have also been investigated,

resulting in numerous studies. Model stealing aims to learn the parameters [224, 188, 138,

126, 206] or hyperparameters [232, 186] of a target model, and model inversion, whose goal

is to recover the training dataset [75, 249]. There also exists some works focus on protecting

a model’s ownership [150, 227, 15, 198, 117, 45, 54, 161] to defend against model stealing

attacks and other attacks like network pruning and fine-tuning.
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Chapter 6

Conclusion

Summary. In this dissertation, we identify the major gap between differential privacy (DP)

theory and its practical applications. We expand DP application into non-standard settings

like DNS and resource allocation. Furthermore, we look into the extremely popular domain

of machine learning (ML) to explore if existing DP applications in ML domain apply to the

emerging ML techniques.

First, we studied the issue of user tracking on DNS data. Based on our observation of the

recent attackDSCorr [41], we designed our defense mechanism LDPResolve to make DNS

sessions indistinguishable, using a generalized version of ULDP [174] and new constructions

satisfying its requirements. We then evaluate the effectiveness of LDPResolve in different

settings to prove its capability to protect users’ privacy from tracking while preserving the

utility for legitimate applications based on DNS data. Our study suggests the threats coming

from DNS-based user tracking should be mitigated and it is feasible to protect users’ privacy

without damaging the utility of legitimate application.

Second, we studied the problem of privacy protection designated under resource allocation

and systematically modeled it through the lens of differential privacy. Specifically, we iden-
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tified the key issues of a prior system AKR [19]and propose to consider negative noise and

mechanisms other than the standard Laplace noise. We designed four different mechanisms,

CST, UNI, GEO, and DGEO, proved they all satisfy ϵ-DP.

In both theoretical and empirical analysis, we found our mechanisms outperform AKR in

utility ranging from 11% to 65% given a privacy budget ϵ. Among the proposed mechanism,

we recommend GEO, which has a good privacy-utility tradeoff and performs especially well

when ϵ is small (e.g., less than 2). Ultimately, we hope to use this work to attract more

attention to the privacy issues of resource allocation and encourage new privacy-preserving

solutions to be designed.

Last, we performed the first quantitative study to understand how curriculum learning (CL),

a widely used technique that accelerates model training, affected the privacy of the trained

model. Specifically, we trained target models under 6 image datasets and 3 tabular datasets

and performed membership inference attacks (MIA) and attribute inference attacks (AIA)

against them to assess the privacy risk in CL. Our results showed that the target model

became slightly more vulnerable to MIA but not so under AIA. We also found MIA had a

significantly larger impact on samples with high difficulty levels. By exploiting the leakage

from difficulty levels, we designed a newMIA, termed Diff-Cali, which achieved similar overall

accuracy with much better TPR at low FPR and could infer difficulty samples from normal

ML more accurately. Moreover, we evaluated the existing defenses DP-SGD, MemGuard,

MixupMMD, and AdvReg in CL settings, and our results showed that they were still effective

against the basic MIA.

Future Directions. Data provenance, which documents the origins and lifecycle of data,

is critical across various fields including healthcare, finance, government, and academic re-

search. Provenance records a comprehensive history of data, from its creation to manipu-

lation and storage, essential for ensuring data integrity, conducting audits, and complying

with regulatory standards. System provenance focuses on monitoring dependencies within
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computer systems [130, 157], analyzing system call logs to track operations across processes

on files and network sockets.

Recent advancements in machine learning (ML) have leveraged low-level system activities

captured in provenance graphs to develop ML-based security models, enhancing security

monitoring in sensitive networks [92, 93, 94, 170, 233]. However, as the detailed data within

provenance graphs traverses through complex ML systems, the systems can inadvertently

reveal sensitive information, which could lead to privacy challenges. Studies have shown that

provenance-based ML detectors are vulnerable to adversarial attacks [83, 173].

Integrating DP into provenance graphs addresses the critical challenge of maintaining the

utility of provenance data while protecting individual privacy. This integration is vital for

several reasons:

• Enhanced Security and Privacy of Provenance-based Applications: Applying

DP to provenance-based applications can prevent attackers from gleaning sensitive

information even if they gain access to the models.

• Regulatory Compliance: Implementing DP in provenance graphs helps organiza-

tions adhere to strict data protection regulations like GDPR and HIPAA by providing

a method to manage data that inherently safeguards privacy.

• Trust and Transparency: In settings like collaborative research or cross-sectoral

analysis where data sharing is essential, using DP-enriched provenance graphs enables

entities to share insights without exposing the underlying data, promoting a transpar-

ent operational model.

Thus, it is import keep embedding privacy features in provenance graphs as an important

future direction. More specifically, exploring this direction will require future research on
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1) analyzing privacy aspects in provenance-based applications, 2) defining privacy for prove-

nance graph, and 3) developing techniques for generating private synthetic data.

6.1 Perspective

Within the context of our work on DP, we anticipate the following trends in the future:

Privacy in Artificial Intelligence (AI) . The rapid growth of AI applications, such as

GPT-4, has drawn significant attention to their privacy concerns. Recognizing their impor-

tance, the White House issued an Executive Order on October 30, 2023, to ensure the safe

and responsible development of AI, emphasizing the power of DP [105]. Existing defense

mechanisms, such as differentially private stochastic gradient descent (DP-SGD), show sig-

nificant promise but still have limitations. For instance, the accuracy of models trained with

DP-SGD often falls short of expectations. Although recent research suggests that it is feasi-

ble to train differentially private machine learning models with high accuracy, this typically

involves substantial computational overhead. This overhead can be particularly prohibitive

for users with limited resources, posing a significant barrier to the wider adoption of DP-

SGD. Therefore, we expect a trend of more research studies in the area of privacy-preserving

AI.

MachineLearningforPrivacy. The trend in using machine learning for enhancing privacy

focuses significantly on applications such as synthetic data generation, where ML algorithms

are employed to create anonymized datasets that mimic the statistical properties of original

data while ensuring individual privacy. This approach is particularly valuable for training

ML models where access to real, sensitive data might be restricted or ethically problem-

atic. Techniques like generative adversarial networks (GANs) have shown great promise

in generating high-quality synthetic data that can be used for a wide range of purposes,

including more secure data sharing and improving model accuracy without compromising

personal data. Moreover, machine learning models are also being developed to improve
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privacy-preserving techniques such as encryption and differential privacy by optimizing their

parameters and making them more efficient and less resource-intensive. As the sophistication

of privacy attacks increases, the role of ML in privacy applications is becoming more crucial,

driving a substantial shift towards more secure and resilient privacy technologies.
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