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Abstract 
 

Measuring Stereotype Threat 
 

by 
 

Shruti Bathia 
 

Doctor of Philosophy in Education 
 

University of California, Berkeley 
 

Professor Mark Wilson, Chair 
 
 
Stereotype threat is a situational experience, in which individuals feel vulnerable to the 
possibility of being judged because of a negative stereotype associated to their social group. This 
experience leads to decline in performance, even among highly skilled individuals. The objective 
of this research is to provide researchers with a comprehensive theoretical framework of 
measuring stereotype threat and develop and validate the stereotype threat instrument. To date, 
no instrument has completely been able to explain the amount of stereotype threat experienced 
by individuals, placed in different situations and belonging to different social groups.   
 
In Chapter 1, we review past research on stereotype threat and discuss various influential 
moderators of stereotype threat. We identify gaps in the pre-existing measures and explore ways 
of operationalizing the stereotype threat construct.    
In Chapter 2, we establish the stereotype threat balance framework and define a new stereotype 
threat construct. We develop the stereotype threat instrument using the four building blocks 
approach.  
In Chapter 3, we measure stereotype threat experienced by transfer students studying in four-year 
universities across the nation. We collect evidence in support of using the proposed instrument as 
a valid metric for measuring stereotype threat.  
In Chapter 4, using differential item functioning, we investigate for any potential item bias in the 
stereotype threat instrument for the different racial groups in our sample. Once we establish no 
measurement bias, we analyze differences in outcomes for the five racial groups, Asians, Blacks, 
Latinos, Whites and Others (American Indians or Native Americans, Bi-racial, Pacific Islanders) 
 
 
 Keywords: stereotype threat, measurement, validity, item response theory.
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Chapter One 
Understanding the Dimensions of Stereotype Threat: A Review of Literature 
 
 

 
“As an Asian girl, I hate it so much. People tend to think that the stereotype of being 

smart and getting good grades is good and I guess it could be in some ways, but it has been used 
so many times to undermine my work and effort. Like when I try super hard to get good test 
scores, a high GPA, etc. people will say it's just because you are Asian and I feel like my hard 
work isn’t acknowledged and they think if you’re Asian you don’t have to study, practice or try at 
all. I just wish people knew that it's about how much effort you put in, not about your ethnicity. 
Not only that, but a model minority is also used against other minorities like Black and Hispanic 
people which can create tension and undermine their struggles.”   

 -    anonymous high school student 
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In this chapter, we review past research on stereotype threat. We uncover various 

dimensions of stereotype threat. Socially driven, situationally established and uniquely 
experienced psychological construct, stereotype threat exerts an influence in all our lives. We 
explore the individual and situational aspect of stereotype threat and why it differs in terms of 
severity among individuals and what causes these differences in experience. While some 
individuals either consciously or subconsciously can weaken the influence of stereotypes in their 
lives, some individuals’ choices, personality and course of life are altered irreversibly. We 
identify some of the key moderators of stereotype threat such as (a) stigma consciousness, which 
captures individuals’ awareness, consciousness and belief in the stereotype, (b) group 
identification, which captures individuals’ sense of belongingness with the stigmatized group 
under consideration, (c) domain identification which captures the extent to which a domain is 
viewed as important by the individual and (d) core strength, which captures individuals’ strength 
of mindset and the ability to overcome the deleterious effects of stereotype threat. We attempt to 
investigate and unravel the challenges of measuring stereotype threat and why past research has 
failed to establish a consensus with regards to the operationalization of the stereotype threat 
construct. We uncover the limitations and challenges of preexisting measures of stereotype 
threat. We use the theoretical framework developed in this chapter as the basis for developing the 
stereotype threat instrument in the subsequent chapter.  
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INTRODUCTION 

 
Stereotype threat is a psychological phenomenon that inhibits the performance of 

individuals in domains where negative ability stereotypes about the group are highlighted (Picho 
& Brown, 2011). A distinguishing aspect of stereotype threat is that it is theorized to be caused 
by situational factors (Steele, 1997; Spencer et al., 2002). Studies in the past have revealed that 
constant experience of stereotype threat may have long term effects on the well-being of an 
individual (Major et al., 2003). It also results in lower self-esteem (Schmitt et al., 2002). The 
opposite also holds true, i.e., lower self-esteem may also result in greater stereotype threat (Vass 
et al., 2015). Stereotype threat is more likely to occur when the task is more demanding (Keller, 
2007), when the individual is more conscious about the stigma (Hess et al., 2009), when the 
individual strongly identifies with the stigmatized social group (Davies et al., 2006) and when 
the individual values the domain under consideration (Steele, 1997; Pavlova et al., 2014). 
Pennington and her colleagues tracked 300 experiments that have illustrated the deleterious 
effects of stereotype threat across many different populations (Steele, 1997; Major et al., 2003; 
Pennington et al., 2016). Thus, despite well-established negative consequences of stereotype 
threat and a rich literature on the social psychological phenomena that lead to an individual 
experiencing more (or less) of the threat, there are currently no measures that successfully 
operationalize stereotype threat (Xavier et al., 2014). We explore some of the key issues of 
measuring stereotype threat and the key moderators that lead to differences in stereotype threat 
experience among individuals.   

 
BACKGROUND 

 
We all agree that people should be treated equally and fairly. Yet, we are inundated by 

news reports and personal experiences that portray that differences in terms of race, ethnicity, 
sexual orientation, gender and socioeconomic status continue to lead to discrimination. These 
media reports reinforce negative stereotypes about stigmatized student’s ability to succeed in 
school. In education, there is a growing body of research that undermines the conventional 
assumption that genetics or cultural differences lead some students to underperform in academic 
tests. Instead, it has become clear that these negative stereotypes raise inhibiting doubts and 
high-pressure anxieties in a test-taker's mind, resulting in the phenomenon of stereotype threat 
(Steele & Aronson, 1995).   

Stereotype threat is defined as a situational predicament in which people are or feel 
themselves to be at risk of conforming to stereotypes about their social group (Steele & Aronson, 
1995). Twenty-five years have passed since the term stereotype threat was first conceived in 
Steele and Aronson’s original article (Steele & Aronson, 1995) now referred to as the modern 
classic in the field (Devine & Brodish, 2003). In this pioneering experiment, they demonstrated 
that African American participants underperformed in a verbal reasoning test relative to their 
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White peers when it was suggested the test was a diagnostic test of their ability. By controlling 
for ability across all participants, Steele and Aronson could attribute this underperformance to 
the African American student’s vulnerability to judgement about their groups’ lower intellectual 
ability. This is the phenomenon now popularly known as stereotype threat. Since then, we have 
come a long way. The field of stereotype threat research has attracted so much attention, and the 
term stereotype threat has been used to unwrap many complex issues. It has been found that even 
passing reminders that someone belongs to one group or another, such as a group stereotyped as 
inferior in academics, can wreak havoc in test performance (Walton & Spencer, 2009).  

Stereotype threat is a social identity threat. It occurs when individuals perceive their 
social group to be devalued by others (Major & Crocker, 1993). Stereotype threat is situational. 
It occurs in situations where negative stereotypes can arouse fear of conforming to that 
stereotype among group members (Steele, 1997).  The implication of deeming stereotype threat 
as situational would mean that it would be feasible to mitigate the threat by altering the situation. 
Stereotype threat is general, it is experienced by everybody. It is not limited to social groups 
about whom negative prejudices already exist. For example, in a study it was reported that 
Caucasian men, a group that has a relatively positive social status, underperformed in math when 
they were told that their performance will be compared with Asian men (Aronson et al.,1999). 
Very similarly, it was reported that White men underperform in tasks that require athletic ability 
when told that Black men have superior athletic ability as compared to White men (Stone, 2002).  
This threat is especially frustrating because it affects even those who have the right skills and 
self-confidence to complete a related task. It arises not only from the process of 
“internationalization of the stereotype” but also from other factors like identification with the 
domain and the resulting concern of being stereotyped in it (Steele, 1997). This argument that 
underperformance is not only a result of internal doubts but also a result of external factors like 
domain identification, has the implication that one should not only focus on correcting internal 
psychology but also on mitigating the situational threat which arises due to factors not in the 
control of the individual. This argument that stereotype threat gets activated through a set of 
social psychological phenomena both at the individual level and at the situational level forms the 
basis of our study.  

The opposite of stereotype threat is stereotype boost which is when people perform better 
than they otherwise would have because of exposure to positive stereotypes about their social 
groups (Dijksterhuis et al., 1998; Shih et al., 1999). For example, in United States, women are 
often stereotyped as having inferior quantitative skills (Hedges & Nowell, 1995) but are often 
acknowledged for their superior verbal skills (Shih et al., 2006). On the contrary, Asians are 
known for the superior quantitative skills (Steen, 1987; Trytten et al., 2013) but have been 
stereotyped for their inferior verbal skills in English (Shih et al., 2006). In line with the above 
argument, it was found that Asian American women performed better on a math test when their 
Asian identity was primed (priming is a process of exposing an individual to something that 
influences their behavior later), but worse when their female identity was primed, when 
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compared to a control condition where no social identity was primed (Shih et al., 2012). 
Stereotype boost can result in performance boosts by exposing individuals to positive stereotypes 

Stereotype threat theory and stereotype boost theory run parallel to each other. While 
somewhat similar they are also very different processes. By no means can stereotype boost be 
used as a method of mitigating stereotype threat. Stereotype boost only occurs when certain 
boundary conditions are met, and these can hinder performance when they are introduced in 
ways that elicit social comparison processes (Shih et al., 2002). While stereotype boost is 
important in its own way, we choose to focus only on stereotype threat for this research because 
we are more concerned about the negative rather than positive effects of stereotypes. 
Historically, there has always been more focus on negative stereotypes because psychologists, 
policy advocates and academicians have always attempted to bridge the achievement gap 
between minority and non-minority students. In this context, we engage in understanding and 
acknowledging the severity of stereotype threat and finding ways of measuring and mitigating it.  
While there have been attempts in the past to understand stereotype threat, there hasn’t been any 
accepted standard for measuring it (Shapiro & Neuberg, 2007; Picho & Brown, 2011).  
 
Moderators of Stereotype Threat 

 
While there has been agreement on the fact that stereotype threat impairs performance, 

there are a lot of lingering questions with regards to what mechanisms and processes underlie 
these effects (Schmader et al., 2008). From a methodological perspective, stereotype threat 
emerges in tasks that are difficult and demanding and the extent to which the task is perceived to 
be difficult can be moderated by individual characteristics. This makes the task, the individual 
and the environment in which these two are situated the universe of stereotype threat. Segments 
and pieces of the stereotype threat universe have been broken down by various researchers and 
studied extensively.  

The fundamental theory behind stereotype threat is that it is unique. It does not have 
similar effects on every individual of a stigmatized group. Research has identified numerous 
moderators that make some individuals more susceptible to and some tasks more likely to elicit 
stereotype threat (Shapiro & Neuberg, 2007). A moderator variable (such as an individual’s 
domain identification) which is characteristic to the individual may influence the strength and 
direction of stereotype threat. In this section, we will discuss some key moderator variables that 
have been identified as critical in the context of stereotype threat.  

 
Stigma Consciousness. One criterion that contributes towards differences in the severity 

of threat among individuals is their awareness, consciousness and belief in the stigma ascribed to 
the social group (Brown & Pinel, 2003; Schmader et al., 2004). This awareness or consciousness 
is the belief that one would be seen in the context of the negative stereotypes about one’s group 
rather than being judged just on one’s own behavior (Daley & Schlichtmann, 2018). The extent 
an individual believes and is aware of this stereotype would lead to varying levels of 
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expectations about how the individual would be perceived by others. This leads to non-uniform 
levels of stereotype threat among individuals belonging to the same stigmatized group. Stigma 
consciousness has been defined as the “probability of being stereotyped” (Pinel, 1999).  It has 
also been noted that high levels of stigma consciousness increase an individual’s vulnerability 
towards stereotype threat (Pietri et al., 2017; Brown & Pinel, 2003). For stereotype threat to 
occur, individuals must experience some concern about being judged stereotypically (Steele, 
1997). In a study by Schmader and his colleagues, it was found that women who believe men to 
be superior in math tend to evaluate their own math ability using only women as a basis of 
comparison (Schmader et al., 2004). On the other hand, women who do not hold such prejudices 
tend to take pride in their accomplishments, especially when they disconfirm the stereotype. 
(Schmader et al, 2004). Spencer and his colleagues have shown that, on average, women 
underperform relative to men on a math test when told that the test had shown gender 
differences, but, on average, they perform as well as men when told that the test did not show 
any gender differences (Spencer et al., 1999). A more recent study by Cadaret and his colleagues 
highlight stigma consciousness as an important variable to identify vulnerability and influence of 
stereotype threat on women in engineering (Cadaret et al., 2017). Pinel has documented some of 
the consequences of being acutely aware of the stigma associated to one’s group. For example, 
people with higher levels of belief in the stereotype about their social group would tend to 
interpret ambiguous negative feedback more personally than those with lower levels of belief. 
(Pinel, 1999).  

 
Collective Identity - Stereotypes usually pertain to a group of individuals. For example, 

the females, or the Americans, or the youth, or professors in academia – such groups are 
constantly being labeled with preconceived terms and notions. It has been noted that people not 
only worry that their own behavior could be used to lend credence to a negative stereotype about 
their group (Steele et al., 2002), but they also worry that the behavior of a fellow group member 
could affect the way the group is viewed or perceived by others (Cohen & Garcia, 2005). This is 
defined as collective threat in the context of stereotype threat literature (Cohen & Garcia, 2005).  

Hence, at the very fundamental level, for stereotype threat to cause significant effect on 
the individual – the individual needs to have a sense of belongingness to the group under 
consideration. This construct is often studied as “group identity” or “collective identity” in 
stereotype threat literature (Davis et al., 2006; Marx et al., 2005). Collective identity deals with 
categorical membership (Ashmore et al., 2004). As described by Simon and his colleagues, it is a 
place in the social world. (Simon & Klandermans, 2001). The association is more about a 
psychological positioning and less about physical contact (Ashmore et al., 2004).  

Cross was among the pioneers of the development of collective identity (Cross, 1991). 
He proposed the racial identity developmental model and referred to the stages of development 
as statuses.  Statuses are mindsets through which individuals go through (Helms, 1995), starting 
from the status of denigration (e.g. “I am not Black”) to unquestioned acceptance. Collective 
identity is a powerful concept as it captures not only the peripheral association of an individual 
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with the group under consideration, but also encompasses the value and emotional significance 
one attaches to the group (Tajfel, 1981). Collective identity affects behavior, choice of language, 
choice of peers and significantly shapes our lives. Therefore, it is not surprising that it has been 
extensively studied in the context of stereotype threat.  It offers explanations for why women 
who indicate gender to be central to their identity tend to perform worse in math than women 
who do not indicate gender to be crucial to their self-definition (Schmader, 2002).  It offers 
explanation for why higher levels of racial identification buffer African Americans against self-
esteem and social threats (Oyserman et al., 2001). But different researchers have looked at 
different aspects of collective identity and there is a need to capture a broad overview.    

The most basic element of collective identity is self-categorization (Ashmore, 2004). At 
the very least you would expect individuals who associate themselves to a group to place 
themselves in that group. It is a natural human tendency to place oneself in a group based on 
commonalities, perceptions and shared interests. While this sounds like a simple process, there 
are psychological implications of this choice. Group classification can cause favoritism, loyalty 
and bonding which can be useful as well as detrimental. Even meaningless labeling into groups 
can cause prejudice and preferentialism among individuals. As Tajfel and his colleagues 
demonstrated in an experiment, mere classification of participants into two arbitrary groups, 
through a random assignment process led to in-group favoritism (Tajfel, 1981).  

Individuals are constantly choosing groups and categorizing themselves in multiple levels 
of these groups. As an example, Asians living in United States categorize themselves as Asian 
Americans. This brings us to Shih’s proposition where she highlights that in the real world, 
individuals carry multiple identities. Stigmatized individuals can draw support from some other 
identity to protect themselves from the effect of stigma on one identity (Shih, 2004). Through 
this process of identity switching, individuals who carry multiple identities can protect their 
psychological well-being. Identity switching also leads to greater life satisfaction (Thoits, 1986; 
Rydell et al., 2009) 

 
Domain Identification. Another criterion for stereotype threat to occur is that individuals 

must strongly identify with the domain or task under consideration for stereotype threat to have 
any effect at all (Steele, 1997). The theory of domain identification is embedded in the symbolic 
interactionist perspective of the self (James, 1981; Serpe & Stryker, 2011). The interactionist 
perspective states that individuals perceive and interpret the various forms of feedback they 
receive from the environment. If they receive domain specific feedback they incorporate that in 
the domain-specific self-concept. The extent to which the domain is viewed as important by the 
individual will affect the extent to which this domain self-concept affects their self-esteem. 
(Osborne & Jones, 2011). For example, for students to do well in school, they must have a sense 
of belonging and identification with school achievement, i.e. it should be an integral part of their 
identity. Doing well should matter. The global society is structured in a way that lower 
expectations from certain groups (such as females) results in disengagement, disidentification 
and lower self-expectation resulting in a weak sense of belonging. Therefore, there are 
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differences in performance among groups, such as we see between males and females in math, 
despite them having similar ability (Smith & White, 2001).  

In an experiment by Tesser and Campbell it was found that individuals can fluctuate their 
self-esteem by increasing and decreasing the importance of domain. (Tesser & Campbell, 1980; 
Smith & White, 2001) This explains why individuals go through engagement and disengagement 
with multiple domains. Disengagement occurs when individuals intentionally distance 
themselves from a domain to protect their self-esteem from potential consequences of 
performing poorly (Major & Schmader, 1998). 

There has been a lot of research to understand school dropout rates. This is because 
disengagement in school as an outcome is very difficult to measure, hence researchers use 
dropout rates as a coarse proxy. Dropping out is a process where individuals disidentify with the 
academic domain, usually in the pursuit of identification with some other domain. But there are 
studies to show that the decision of drop out is taken long before a student drops out (Finn, 1989; 
Griffin, 2002). Therefore, studies have found little difference between self-esteem of students 
who drop out and students who do not drop out as the interest in a second domain offers 
protection against reduced self-esteem caused by disinterest in the first domain (academic 
domain). There is no rule regarding the optimum number of domains one should be interested in, 
but it is good to have multiple domains of interest to maintain a stable self-esteem (Osborne, 
2011). Focusing on one singular domain is not healthy from a psychological point of view. 
Domain identification varies from individual to individual as well as within individual over time 
(Rosenberg, 1979). There are studies to show that domain identification has similar effects on 
outcomes in both adults (Tesser, 1988) as well as children (Crocker and Major, 1989).  

Thus, we can argue that susceptibility to stereotype threat not only lies in the 
internalization of the stereotype but also in caring about the domain. Performance of stigmatized 
individuals in a domain that they care about, under the influence of stereotype threat, declines. 
Thus, domain identification proves to be a critical moderator in the context of stereotype threat.  

 
Core Strength. Efforts to make the environment more equitable are important to mitigate 

the harmful effects of stereotype threat, but how individuals respond to prejudices in the 
environment to protect themselves also affects the extent to which they experience stereotype 
threat. According to social mentality theory, stigma is a social threat that challenges a 
stigmatized individual’s social ranking, leading them to feel inferior than others (Birchwood et 
al., 2007).  This perception leads to feelings of internalized shame which is a subcomponent of 
internalized stigma (Barney et al., 2010). 

Stereotypes have two sides to them, they are not just a function of the society nor of the 
individual. A clear distinction is provided by Corrigan and Watson in their research where they 
describe public stigma as the judgements that society places about the individual and self-stigma 
as the degree to which the individual internalizes these judgements (Corrigon & Watson, 2002). 

Many individuals in society experience chronic stigma, yet they can achieve their 
goals. Stigmatized individuals can have the resources to handle the psychological stresses 
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activated by stereotype threat. Despite the harmful effects of stereotype threat, there are many 
stigmatized individuals who have achieved success in their respective domains of interest (Miller 
& Kasier, 2001) by developing emotional stability, high self-esteem, resilience and the right 
mindset. These attitudes have been collectively described by Judge and his colleagues as core 
self-evaluation, defined as a collection of fundamental beliefs that individuals hold about 
themselves (Judge et al., 1998). For this research, we choose to call this collection of 
fundamental beliefs as, an individual’s core strength. It encompasses an individual’s inner power 
to mitigate the harmful effects of stereotype threat. The fundamental aspects of individual’s core 
strength are discussed below.  

Self- esteem, defined as the overall value a person places on herself/himself (Harter, 
1990) is a central piece of a positive self-evaluation.  It encompasses an individuals’ self-liking, 
self-acceptance and self-respect. Self-esteem demonstrates short-term fluctuations but long term 
stability (Costa & McCrae, 1994). People with high self-esteem have more stable and consistent 
views about themselves than those with low self-esteem (Baumgardner, 1990).  Self-esteem has 
been proven to mediate the relationship between experienced and perceived stigma and the 
personal impact of stigma (Vass et al., 2015). Believing the stereotype regarding oneself to be 
true leads to a decrease in self-esteem which leads to emotional instability and distress (Watson 
et al., 2007).  Sometimes emotional distress can be severe leading to depression, anxiety and 
psychiatric symptoms.  

Self-efficacy is the belief in one’s competence. It is defined as the individual’s perception 
regarding his/her ability to perform across various situations (Chen et al., 2000). In a study by 
Hoyt and Blascovich, it was found that after negative stereotype activation, women who reported 
high leadership efficacy demonstrated better performance, greater domain identification and 
increased well-being, relative to those who reported low leadership efficacy (Hoyt & Blascovich, 
2007). Self-efficacy and self-esteem differ with respect to their relative emphasis on motivational 
v/s affective components (Chen et al., 2004). While self-efficacy captures the self-perception 
regarding task capabilities, self-esteem emphasizes more on feeling of self (Betz & Klein, 1996).  
Individuals with high self-esteem in general have a positive view about themselves, whereas 
individuals with low self-esteem hold a negative view about themselves despite having high self-
efficacy (Brown, 1998). Self-efficacy and self-esteem are so strongly correlated that it is difficult 
to distinguish between them (Eden & Aviram,1993). 

Resilience is an important resource to mitigate any form of stress (such as stereotype 
threat) among individuals (Balgiu, 2017). Individuals with low self-esteem are also low in 
resilience (Brockner, 1979). Self-efficacy is also related to resilience. In a study by Graham: it 
was found that Black students report lower self-efficacy in environments that are predominantly 
White, however those with higher resilience could maintain their self-efficacy even in situations 
typically associated with stereotype threat (Graham, 1994). Shih analyzed social stigma within 
the framework of resilience.  The resilience framework is the key to understanding how people 
bounce back in life despite challenges (like stereotype threat) experienced during the various 
stages of life. There have been many studies that look at the association between stigma and 
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resilience. Crowe and his colleagues describe the relationship between stigma and resilience as 
bi-directional. Building resilience helps decrease stigma at the same time exposure to stigma 
decreases an individual’s ability to be resilient (Crowe et al., 2016).  
 
Dimensions of Stereotype Threat 

 
Some scholars have taken a multidimensional approach to understanding stereotype 

threat. According to the multi-threat framework (Shapiro & Neuberg, 2007), stereotype threat 
has two dimensions, (a) the target of threat and (b) the source of threat. The target of threat could 
be the individual or the in-group. (i.e. is the stereotype applicable to one’s personal or social 
identity). The source of threat (i.e. who will judge the performance) could be the in group, the 
out-group or self. This leads to six qualitatively distinct stereotype threats that manifest through 
the intersection of the above mentioned two dimensions. Individuals can experience both self or 
group based threat depending on the environment.  

One framework proposed by Schamder and his colleagues highlights that stereotype 
threat involves activation of three core concepts: (a) the concept of one’s belonging in group, (b) 
the concept of the ability domain in question, and (c) one’s self-concept (Schmader et al., 2008).  
Borrowing from Gawronski & Bodenhausen’s work on propositional processes, they further 
highlight that what matters is not just the mere activation of these concepts, rather the activation 
of a specific propositional relation between these concepts. A positive unit relation would 
indicate that the concepts are defined in the context with respect to one another.  For example – 
for a Black student taking a math test, a positive unit relation would mean the student believes 
that he/she has sufficient math ability, identifies himself/herself as Black and believes that Black 
students can perform well in math. A negative unit relation would mean some of the concepts are 
defined in opposition to one another. An example of a negative unit relation for the same 
scenario (a Black student taking a math test), would mean the student believes that he/she has 
sufficient math ability, identifies himself/herself as Black but does not believe that Black 
students can perform well in math. This creates an imbalance in the relational structure (Heider, 
1958).  

Stereotype threat is essentially an outcome of this imbalance. The effort to move from an 
imbalance state to a balance state, for example, by outperforming in case of a math test, can be 
very hard.  These imbalances are analogous to what has been described in research as stress, 
frustration, inferior anxiety and even at times depression (Kobrynowicz & Branscombe, 1997; 
Major et al., 2003). This environment of tension is created due to the simultaneous activation of 
three above mentioned processes and the links between them. This theory can also explain why 
some women tend to disassociate themselves with math (Shih, 2004) – to achieve a state of 
balance. While some experience emotions of “trying too hard” which also interferes with their 
performance (Steele, 1997).  This also explains why there is such a huge variation in the severity 
of threat experienced by different individuals.  
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Measuring Stereotype Threat 
 
There is no existing measurement tool that has been accepted as the standard for 

measuring stereotype threat (Shapiro & Neuberg, 2007; Picho & Brown, 2011). A phenomenon 
like stereotype threat which is so ubiquitously present needs to be operationalized in a way that is 
practical. The measurement of stereotype threat is traditionally and most commonly based on an 
experimental design, usually involving a small sample size, where the treatment involves 
exposure to statements (prompts) about the negative stereotypes of the stigmatized group which 
is intended to activate self-doubt and performance anxiety, reducing the ability to perform 
(Steele & Aronson, 1995). The mean of this group is compared to the mean of a randomly 
allocated control group. Stereotype threat is then operationalized as the difference in outcome 
between the treatment group and the control group in an achievement test after student ability 
has been controlled for. Many studies replicating the experimental situation described above 
have failed to obtain similar results (Aronson et al., 2002). Relying on experimental outcome 
data to demonstrate the existence of stereotype threat raises the question of the underlying cause 
of underperformance (Osborne, 2001; Smith, 2004) and of how the construct can be 
pragmatically measured. There is a need to move from this experimental based approach of 
measuring stereotype threat towards defining stereotype threat as a measurable construct.  

Moreover, if stereotype threat is ever to be a useful concept in applied areas such as 
education, it must be operational at the individual level, which is not possible in the traditional 
approach. The process of defining stereotype threat as a measurable construct is complex. There 
are ethical issues involved with regards to whether stereotype threat can be intentionally 
introduced in an environment. But on the other hand, when we think about the environment as it 
is today, it is not free of stereotypes, biases and inequalities at various levels. The construct 
needs to be operationalized in a way that it captures or controls for these pre-existing differences 
rather than inducing them.    

There are quite a few measures that have been developed to measure stereotype threat 
more directly as highlighted by Xavier and his colleagues (Xavier et al., 2014). A careful 
examination of those reveals that they are targeting a myriad of constructs such as stigma 
consciousness, knowledge of stereotypes, stereotype endorsement and many more. Stigma 
consciousness refers to the extent to which a person expects to be stereotyped (Pinel, 1999). The 
extent to which an individual knows about the negative perception of his group is referred to as 
knowledge of stereotypes (Casad & Bryant, 2016). Stereotype endorsement is the extent to 
which someone ascribes certain traits to members of groups (e.g. - women are nurturing and men 
don’t cry) (Schmader et al., 2004). High levels on these constructs are expected to increase one’s 
vulnerability to stereotype threat. Stereotype threat while related to these constructs, is also 
somewhat distinct. These constructs also have high amount of variability. While some 
researchers have used 2-3 items per instrument, some have used 8-10 items. The reliability 
estimates of these measures range from 0.63 to 0.91 (Xavier et al., 2014).  



 12 

One critical issue with these previous attempts at measuring stereotype threat is the 
failure to account for item-wise differences. Consider a respondent who experiences very high 
agreement across two of the survey items compared to another respondent who indicates 
moderate agreement across two items. Do they both experience a similar amount of stereotype 
threat? This answer is not addressed by developers of these instruments. 

As Shapiro and Neuberg have mentioned, acknowledging different sources of threat leads 
a multidimensional perspective to stereotype threat (Shapiro & Neuberg, 2007). It is important to 
be able to differentiate between the target of threat - group and self, and the source of threat - in-
group, out-group and self. This approach leads to six possible combinations of threat. Many 
studies in the past have failed to differentiate between these dimensions. As an example, Marx 
and his colleagues in their instrument to measure stereotype threat have used items such as “I 
worry that my ability to perform well on math tests is affected by my gender” which is self-
focused and “I worry that if I perform poorly on this test, the experimenter will attribute my poor 
performance to my gender” which is group focused (Marx et al., 2011).  

Shapiro and Neuberg further highlight that it is possible that at any given point of time, 
an individual may experience multiple threats arising from these various sources (Shapiro & 
Neuberg, 2007). An instrument is needed that can isolate these different sources of threats in a 
reliable and valid manner. One way to do that is to focus on a single source and a single target. 
Another way to do that is to embed the source and target within the item itself. This 
differentiation hasn’t been successfully captured to date.  

Most studies that have attempted to measure stereotype threat and estimate its effect on a 
stigmatized population have looked at academic outcomes. Typically, members of a stigmatized 
group are exposed to stereotypes about their group and are compared with members of a non-
stigmatized group in an academic achievement test. While this research is important, academic 
outcomes cannot be the only standard by which stereotype threat is evaluated. Not all individuals 
identify with academic pursuits. Even for those who identify with academic pursuits, the 
assumption that an achievement test is a valid and reliable measure of the outcome is flawed and 
needs to be addressed.    

As mentioned in the theoretical framework, stereotype threat while a function of the 
individual also depends on the task and the environment. For example, Steele and his colleagues 
in their laboratory based experiment used a white man as the experimenter (Steele & Aronson, 
1995). Would the results have been different if they had used a black male or a white female as 
the experimenter? These issues need to be addressed. It is important to develop a clear 
formulation of the individual, the task and the environment and how these interact with each 
other.  

In the previous sections, we mention various moderators of stereotype threat – the extent 
to which individuals are (a) aware of the stereotype, (b) identify with the domain under 
consideration, (c) consider themselves to be members of the stigmatized group (d) and have the 
internal strength to mitigate stereotype threat. These are all important pieces of the puzzle that 
need to be conceptualized and measured. While researchers have utilized sections of the 
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stereotype threat universe, we know of no such research that takes such a comprehensive view on 
stereotype threat.  

Finally, measuring stereotype threat in a pragmatic way inevitably engages the challenges 
and drawbacks of self-reported measures (Devaux & Sassi, 2016). Using an instrument that 
mentions the stereotype too explicitly can result in individuals feeling uncomfortable and overtly 
conscious, which might result in misinformation.  

Given the above challenges, the task of developing a reliable, valid and fair measure of 
stereotype threat is a tall order. Nevertheless, we believe that it is possible to understand and 
measure stereotype threat through a multidimensional and situational lens by carefully and 
correctly defining the construct and its constituents. The best way to move forward is to clearly 
understand the universe of stereotype threat, how the different concepts interact and exert 
influence and concisely lay down the underlying assumptions. We will attempt to develop this 
construct in the next chapter.   

 
CONCLUSION 

 
In this chapter, we reviewed and synthesized past research on stereotype threat. 

Stereotype threat which is generally thought to be omnipresent, can affect almost everybody 
because of their associations, preferences, choices and membership in groups. It is unique to an 
individual and unique to a situation. By causing anxiety, task-related worries and self-doubt, 
stereotype threat, as a short-term outcome, has the capacity to impair performance of an 
individual in a task and, as a long-term outcome, has the capacity to disengage individuals from a 
domain completely. While these effects can be life-altering for some individuals, there are some 
who are able to successfully shield themselves from the harmful impact of stereotype threat with 
the right mindset, self-confidence and overall ability to bounce back from negative experiences 
and disturbances. Typically, stereotype threat is triggered during tasks that are difficult and 
demanding which again is unique to an individual. The threat can be embedded in the 
environment in which the task and individual are situated. Thus, the task, the individual and the 
environment and their interaction form the key elements of stereotype threat.  

Some key moderators that make individuals susceptible and tasks more likely to elicit 
stereotype threat have been discussed in literature.  It has been established that individuals’ level 
of awareness and belief in a stigma attributed to his/her social group can contribute to differences 
in severity of threat experienced. However, individuals might or might not have a strong 
identification with the social group under consideration. This difference in group identification, 
popularly known as collective identity, also causes differences in severity of threat. Individuals 
engaging with the task in a domain might not experience the effects of stereotype threat if they 
do not inherently have the desire to do well in the task or in the domain. This phenomenon is 
labelled as domain identification. Another variable that causes differences in stereotype threat 
experience is an individual’s mindset, internal strength, confidence and the capacity to recover 
from difficult situations.  
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To understand the deleterious effects of stereotype threat, researchers in the past have 
engaged in the process of operationalizing it, yet, there is a lack of an accepted tool for 
measuring stereotype threat, possibly because of the complexity of the construct and the lack of a 
precise definition and clear boundary conditions. In the next chapter, we propose a solution to 
this situation by bringing all the key variables identified above under one umbrella, making 
efforts to precisely define and lay out their boundary conditions and conceptualize how they 
interact in a multidimensional space. This theoretical framework forms the basis of this research.     
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 15 

Chapter Two 
Developing the Stereotype Threat Instrument, The Four Building Blocks 
Approach 
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In this chapter, we attempt to develop a measure of stereotype threat. We operationalize 
stereotype threat as the balance between (1) an individual’s level of awareness and belief in the 
stereotype, (2) identification with social group under consideration, (2) identification with 
domain under consideration and (4) the individual’s overall mindset and internal strength to 
mitigate stereotype threat. This lends a multidimensional aspect to the stereotype threat. We 
describe a four-phase iterative process of developing a generic stereotype threat measure that can 
be adapted to any stereotype situation or environment. Finally, we adapt the generic stereotype 
threat instrument for a specific group (transfer students) and domain (data science). The transfer 
students stereotype threat instrument will form the basis of data collection and validation 
processes that we would carry out in the subsequent sections.  
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INTRODUCTION 

Assessment development is the art of designing and gathering evidence about the 
phenomenon represented in an assessment task. In psychology, the main purpose of using 
assessments is to gain insight into a person’s behavior and attitudes.  Assessments play a crucial 
role in this field and have practically become ubiquitous. Although numerous instruments are 
being developed constantly, researchers and assessment developers often fail to recognize the 
importance of sound measurement practice. Before any argument about the respondents can be 
presented, it is important to ensure the assessments we use to derive those conclusions are 
sensitive, accurate and meet specific standards. A sound measurement technique is one that uses 
high quality instruments that are closely aligned to the target construct and integral in capturing 
individual differences. Therefore, it is important to rely on well-established techniques and 
frameworks to develop assessments.   

One such technique was proposed by Wilson known as the BEAR Assessment System 
(BAS; Wilson, 2005). In this chapter, we will explore this framework in the context of 
developing the stereotype threat instrument. We will first operationalize the stereotype threat 
construct based on the theoretical framework laid down in the previous chapter. Then, we will 
engage in the development of a generic stereotype threat instrument that can be adapted to 
different situations, stigmatized groups and domains. The strength of the generic stereotype 
threat instrument is that it can enable comparisons across domains, across groups or across 
situations, by controlling for one or more of the varying parameters. For example, if we want to 
compare the stereotype threat faced by females in a math test and a verbal test, we can 
successfully do so by using the same instrument and changing just the domain. Of course, the 
underlying assumption would be that the females taking the math domain stereotype threat 
instrument and the verbal domain stereotype threat instrument are similar in other aspects like 
demographics, intellectual ability, etc.  

Finally, we will fix the design parameters that have been left unknown in the generic 
stereotype threat instrument to customize it for a specific group and domain. In this project, for 
the group, we choose the community college transfer students who transferred from a community 
college to a four-year university. We want to measure the extent to which these students 
experience stereotype threat when interacting with data science related courses or activities on 
campus which forms the domain. Let us now look at the transfer students group and the 
stereotypes associated with them.  
 

Stereotype Experiences of Transfer Students 
 
When we think about stereotype threat, we often link it with the group that forms the 

minority in an environment or context. In education, minority groups are more susceptible to 
stereotype threat which lowers their educational prospects (Espenshade & Walton-Radford, 
2009). One such group of minority students are the community college transfer students studying 
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in a four-year university. In general, community college transfer students are those students who 
begin their college academic career at a community college, earn credit through completion of 
coursework and transfer to a four-year university to seek better academic prospects. Transferring 
from a community college to a four-year university is a complex process (Laanan, 2001). 
Students go through adjustments at all levels, be it psychological, academic or environmental 
(Lopez & Jones, 2016). In a study by Packard and his colleagues it was found that female STEM 
students who were transferring from a community college to a four-year university reported 
more positive experience when interviewed before transitioning than after the transition. Post 
transition they reported feeling stressed and not being able to cope with the pace of the courses 
(Packard et al., 2011).  

When it comes to STEM related degrees, many transfer students are stigmatized as 
“latecomers to science” because they may not have interacted with science-related courses in 
community college (Jackson & Seiler, 2013). After transferring these students experience a 
disruption in their social and academic identities. This disruption tends to be more severe for 
students who are older, coming from marginalized racial and ethnic backgrounds and low 
income families (Crisp & Nunez, 2014). According to the Community College Research Center 
(CCRC), in 2018, the ethnicity of community college students in United States was 45% White, 
25% Hispanic, 13% Black, and 7% Asian. Although White students form the majority, their 
population in community colleges has continued to drop over the past decade (CCRC Report, 
2018). About one-third of the students in the same year were first-generation students. 67% of 
the community college student population came from families with household income of less 
than $50,000 (CCRC Report, 2018). 

Hence it can be concluded that transfer students go through a lot emotionally, socially 
academically and personally as they transition to a completely new campus. While there are 
many stereotypes about the transfer student community, the most common stereotype mentioned 
in literature and even felt by so many transfer students in our study, is the feeling of not being 
smart enough. A transfer student goes through imposter syndrome, which is a feeling of self-
doubt, questioning his/her academic abilities. This causes a decrease in academic output 
especially in science related fields. Throughout this study, we have had interactions with a lot of 
transfer students who have shared their experiences with us. In the words of a few students – 

“We are poor, incarcerated, dropouts, less talented academically. It feels okay, much of 
this is true! And not all of it is bad. For example, kudos to criminals for going to school! No 
shame to that.” 

 
“Most people assume that being a transfer student is synonymous with being dumb. Many 

speculate that transfers are people who couldn’t get into college as a freshman due to bad 
brings. This mentality honestly does not phase me as it goes from a place of immaturity and 
ignorance. Being a transfer is something that should be celebrated, not stigmatized.” 
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We will use our stereotype threat instrument to investigate the effect of the above-
mentioned negative stereotypes in the context of the transfer student community (collective 
identity). We choose data science as our domain (domain identity). The choice of domain is 
somewhat arbitrary as the instrument is designed to investigate stereotype threat in any domain, 
however, since data science is a science related field that attracts students across various 
disciplines, we felt it would be an interesting first context in which to measure stereotype threat 
of transfer students engaging in a data science course or activity on campus.  

 
Stereotype Threat – The New Construct 

 
The term “construct” derives its name from the word “construction” which means to 

build something. In the context of psychology, a construct is the ontological form given to an 
abstract concept or phenomenon. It is the first step towards developing a measure. A construct is 
always hypothetical and can comprise of multiple sub-constructs or dimensions. These sub-
constructs are somewhat distinct but they could be correlated.  

The first step towards measuring stereotype threat is to comprehend the construct that 
needs to be measured. The construct we are attempting to measure is “stereotype threat.”  In the 
previous chapter, we discussed some of the key concepts that are related to stereotype threat. We 
use those concepts to develop the construct. Every construct needs to begin with a clear 
definition.  We define the construct of stereotype threat as: a measure of imbalance between an 
individual’s group identification, domain identification and self-concept (Schmader, 2002). 
Along with these three concepts, a fourth factor that contributes towards the extent to which an 
individual experiences stereotype threat is his/her awareness or consciousness with regards to the 
stereotype. Thus, we hypothesize stereotype threat to be affected by the following sub-constructs 
– (1) Belief in the stereotype of the social group under consideration - Stereotype Belief 
Construct, (2) Identification with social group under consideration – The Strength of Fit 
Construct, (3) Identification with domain under consideration – The Domain Construct, (4) 
Evaluation of an individual’s self-esteem and inner strength to mitigate the harmful effects of 
stereotype threat: The Core Strength Construct. This makes stereotype threat a multidimensional 
construct. We will engage in describing the construct more extensively in the subsequent section.   

Before we do that, we also need to establish how these latent variables or sub-constructs 
interact with each other. Let us understand this with the help of an example as depicted in Figure 
1. Figure 1 (at top) depicts how the four theorized sub-constructs contribute towards the 
overarching stereotype threat construct. As an example, we consider an individual who is a 
member of a group about whom a negative stereotype exists which we hypothesize as directly 
affecting an individual’s ability to perform well in each task.  Specifically, we hypothesize that 
an individual belonging to Group X and having ability A tends to expect to do more poorly in a 
test T of ability A according to the extent he/she has more of– (a) belief in the stereotype about 
Group X (b) identification with Group X (c) care about doing well in ability A and (d) lack core 
strength to combat stereotype threat. We hypothesize that, all else being equal, this would hold 
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true for any given situation and any given source of stereotype threat. One underlying 
assumption is that the individual believes the test T is a true measure of ability A.  

 
Figure 1 
The Logic of Stereotype Threat 

 
 

This is exemplified by assigning a specific group, domain and task to an individual (see 
Figure 1, at bottom). If a female student is taking a math test, she would expect to do more 
poorly in math more if she (a) believes in the stereotype that “females perform poorly in math in 
comparison to males” (b) strongly identifies as a female (c) loves math (d) does not have the 
resilience of character. Again, these parameters should be true for any given domain, group and 
task.  

The features of the construct can be graphically represented as shown in Figure 2. The 
graphic representation shows the four sub-dimensions as latent variables (in ellipses). The curved 
lines represent the correlations between them. Each latent variable is mapped onto items (i1 to in ,  
j1 to jn , k1 to kn  ,  l1 to ln for the four dimensions respectively) which aids in the 
operationalization of the construct, using items (represented in boxes). 
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Figure 2 
A Psychometric Representation of the Stereotype Threat Construct 

 
 

The way this relates to the traditional paradigm for detecting stereotype threat is through 
performance on a test. The hypothesis is that the amount of stereotype threat present in an 
individual or the respondent will impact his/her performance expectation which in turn impacts 
the performance on the item representing that latent variable of ability.  This relationship 
between the construct, expectation and performance is represented in Figure 3. This illustrates a 
composite model (Wilson & Gochyyev, 2020). In this study, we do not intend to study the 
relationship between expectation and performance but provide the diagram for completeness. 
 
Figure 3 
Relating Stereotype Threat to Expectation and Performance 
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Instrument Development 
 

We use the BEAR Assessment System (BAS) to develop the stereotype threat instrument. 
The development of BAS builds on more than three decades of research in the design of 
assessment tasks and measurement techniques to support evidence-based assessment following a 
construct modeling approach. It uses four key principles to guide assessment development, (a) 
defining the construct that we are interested in assessing (b) creating items consistent with the 
construct (c) defining the relation between possible item responses and the construct, using an 
outcome space and (d) analyzing the resulting scored data using measurement models. As shown 
in Figure 4, these building blocks represent steps in a cycle of development, which should iterate 
several times to refine the construct maps, the scoring guides and the items.  Let us discuss each 
of the elements of the BAS framework separately in the context of our instrument.  
 
 
Figure 4 
Four Building Blocks of Measurement 
 

 
 

 

Building Block One: The Construct Map 
 
A construct map is a foundational feature of BAS.  It is an explanation of the theory or 

the construct. It is a graphical representation of how the construct develops as a continuum. It 
provides an ordering of qualitatively different points along the construct of interest, focusing on 
one characteristic, derived in part from research and in part from professional judgments about 
what constitutes higher and lower levels of the behavior, attitude, performance or competence.  
Thus, generating a construct map requires articulation of what represents various stages along the 
progression of the construct. We also need to specify the specific indicators at each stage that 
would enable the assessment developer to place respondents at different locations along the 
continuum. Construct map also serves as a guide for writing test items and evaluating responses. 
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We initially develop the stereotype threat construct map based on theory and use 
empirical evidence to validate the construct map.  Developing a construct map is an iterative 
process and empirical findings can also be used to modify the construct map.  The construct or 
the latent variable that we are attempting to measure is “stereotype threat” which we defined in 
the previous section as comprising of four sub-constructs. Now let us look at each sub-construct 
separately.  
 
The Stereotype Belief Construct 

 
We define the Stereotype Belief Construct as the extent to which individuals are aware, 

conscious and believe in the negative stereotypes about their social group. These differences in 
belief among individuals would lead to varying levels of expectations about how the individual 
would be perceived by others. It would also lead to differences in the extent to which individuals 
engage in self-protecting strategies like blaming the circumstances in the face of failures or 
setbacks.  

We present the stereotype belief construct map in Fig 5. We specifically focus on 
negative stereotypes because as mentioned in the previous chapter, we are concerned with the 
measurement of stereotype threat which arises due to negative prejudices. Stereotype boost is not 
captured in this construct.  

While some individuals believe that discrimination is always “out there” and it is hard to 
change anyone’s point of view, others do not attribute their failures and weaknesses to their 
group membership. The latter is especially true when these individuals remain isolated from their 
in-group members for a long period of time and have very few occasions to reflect upon their 
stereotyped status (McGuire & McGuire, 1981). We use the above argument to develop the 
stereotype belief construct and categorize individuals based on the amount of belief they place in 
the negative stereotype under consideration.  The hypothesis of the construct starts at the lowest 
level (Disbelief) where we place individuals who do not believe in the negative stereotype and 
do not interpret their weaknesses in the context of their membership in the stigmatized group.  At 
the intermediate level (Partial Belief) we place those individuals who have some belief that being 
a part of a group negatively influences how people think about them. They sometimes feel being 
judged but do not always look upon their group membership as a source of negative 
discrimination. At the highest level (Belief) individuals are chronically aware of the stigma 
associated with their group and believe that it strongly influences their life and what people think 
about them. They believe that discrimination and stigma is always going to be “out there” and it 
is hard to change the society’s view point.  
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Figure 5 
Stereotype Belief Construct 
 

Levels Description Example Items 

Belief 

Individuals are chronically aware 
of stigma associated with their 
group and believe it to be true. 

They believe that stigma is always 
going to be omnipresent and it is 
hard to change the society’s point 

of view 

I almost always feel myself to be a victim 
of the stereotypes that are associated to 

the transfer student community. 
 

People from other groups almost always 
interpret my behavior based on me being 

a transfer student 

Partial 
Belief 

Individuals have some faith and 
belief that being a part of a group 
influences how people think about 
them but do not always look upon 

their group membership as a source 
of discrimination 

I often feel that I am a victim of the 
stereotypes that are associated to the 

transfer student community. 
 

Some people judge me based on my 
transfer student status 

Disbelief 

Individuals do not interpret their 
weaknesses in the context of their 

membership in the stigmatized 
group. 

I never feel the stereotypes that are 
associated to the transfer student 

community to be also true about myself 
 

My being a transfer student does not 
influence what people think of me 

 
The Strength of Fit Construct 
 

We define Strength of Fit construct as the extent to which individuals feel a sense of 
belongingness to the social group under consideration. Individuals differ with regards to the need 
to affiliate with and be accepted by members of the group.  While some individuals want the 
attention and support from members of their social group and are willing to provide the same 
attention and commitment to other group members, there are some who feel disconnected or 
prefer to stay disconnected, either because of negative feelings about the group or because of 
affiliations to other groups. We capture these differences through this construct.  
 We present the strength of fit construct map in Figure 6.  Research indicates that those 
individuals who identify strongly with the social group are more susceptible to stereotype threat. 
Hence, through this dimension we study an individual’s collective identity and the extent to 
which he/she identifies with the social group under consideration. Collective identity deals with 
categorical membership (Ashmore et al., 2004). It is based on shared ideas, thoughts and 
characteristics. This association is psychological and does not require any contact - it requires a 
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psychological positioning (Ashmore et al., 2004) and an acceptance by the person (Deaux, 
1996). 
 
Figure 6 
Stereotype of Fit Construct 
 

Levels Description Example Items 

Over Fit 
Individual idolizes the group is a way that 
is detrimental to the society or group or 

individual. 

I feel that everyone should 
want to be a transfer student 

Complete 
Fit 

Individual attaches a high degree of 
importance to the group, is a proud 

member and feels emotionally invested in 
the group. Individual has a strong sense of 

belonging and engages in responsible 
action that positively impacts the 

members of the group. 

I am a proud transfer student 
Being a transfer student is an 

important part of my self-image 
 

Moderate 
Fit 

Individual has a positive attitude towards 
the group, acknowledges his association 

publicly, attaches a certain degree of 
importance to the group, and is 

emotionally attached. 

I consider myself to be a 
transfer student 

I do not care who knows I am a 
transfer student 

Low Fit 

Individual at the very least declares to be a 
member of the group, has somewhat 

positive feelings for the 
group, comfortably acknowledges his 

association in private but not so much in 
public, is not emotionally attached to the 

group and does not use his identity 
frequently in daily activities. 

 
I am not proud about being a 

transfer student 
I am not comfortable with 

anyone knowing I am a transfer 
student 

Negative 
Fit 

Individual is hesitant to call himself a 
group member, has a negative attitude 

towards the group and feels embarrassed 
to acknowledge his association to the 

group in public. 

I wish I wasn’t a transfer 
student 

I sometimes have negative 
feelings about being a transfer 

student 
 

 
We adapt Ashmore’s conceptualization of collective identity for the construct map. 

According to Ashmore a collective identity should be comprised of the following elements - (a) 
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self-categorization- to what extent is the individual able to identify with the group (b) positive 
association - once the identification has been established, does the individual have a positive 
feeling towards the group (c) importance - in a world where we carry multiple identities, what is 
the degree of importance an individual attach to this group?  (d) emotional attachment - does the 
individual feel emotionally invested and have a sense of belonging to the group? (e) social 
embeddedness -  how often does the individual use the group identity in their everyday life? (f) 
behavioral involvement - to what degree does the individual engage in action that directly 
implicates the collective identity? (g) cognitive awareness - the degree of knowledge that an 
individual has of a group that directly affects his/her identity.  These six elements have an 
interdependent relationship, for example - a higher sense of belonging will lead to an individual 
using the group identity more often and it would most definitely mean that he/she acknowledges 
his/her membership in the group. Thus, rather than assess each separately, they are assessed as 
parts integrated into a single construct. 

The hypothesis of the strength of fit construct starts at the lowest level (Negative Fit) 
where individuals have a negative attitude towards the group and are hesitant to acknowledge 
their association with the group in public. At the next level (Low Fit) we place those individuals 
who at the very least are willing to declare their association with the group in public and have 
some positive feelings for the group. At the next level (Moderate Fit) are individuals who have a 
positive attitude and a sense of belonging to the group. At the next level (Complete Fit), 
individuals are attached to the group, have a very strong sense of belonging and bear a sense of 
responsibility towards the group. At the highest level (Over Fit), individuals idolize the group in 
a way that is detrimental to the society, the group or the individual. 

 
The Domain Construct 
 

We define the Domain Construct as the extent to which individuals form a relationship 
between themselves and the domain under consideration. This relationship is strongly influenced 
by their self-perceived competence in the domain and the need to feel recognized for that 
competence. This leads to individual differences in domain identity.  

We present the Domain Construct in Figure 7. A sense of identification with the domain 
is one of the strongest predictors of an individual’s performance. This construct encompasses (a) 
Domain Self Concept defined as individual’s perception of his/her competence in a domain 
(Bong & Skaalvik, 2003) and (b) Domain Self-Esteem defined as how one feels about his/her 
domain self-concept. A domain self-concept of an individual would be “I love doing math”, 
while a domain self-esteem would be “I am proud of my math skills”. Outcomes from a domain 
would only contribute to stereotype threat if the individual identifies with the domain. Domain 
identification varies between individuals as well as within individuals over time. (Rosenberg; 
1979). Individuals can manipulate their identification by switching on and off their domain 
identities (Tesser and Campbell, 1980; Crocker and Major, 1989; Shih, 2004). Early signs of 
student dropout from high schools can be detected by measuring a student’s changes in domain 
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identification (Griffin, 2002). While domain identification is important for success, having a 
strong identification with only one domain in a lifetime is unhealthy and causes a lot of 
psychological stress in an individual’s mind (Osborne; 1997).  Everyone should be encouraged to 
identify themselves to multiple domains - the optimal number may differ for each person. 
(Osborne, 1997) 
 
Figure 7 
Domain Construct 
 

Levels Description Example Items 

Passion 

Individuals are extremely passionate 
about doing well in this domain. 

Domain is strongly tied to their self-
esteem and self-concept. They have 
high regards for their skills in this 

domain. 

I am passionate about doing well in 
data science 

I think data science is a totally 
engaging field. 

 

Attachment 

Domain is tied to an individual’s 
sense of self and becomes more 

centrally integrated to self-concept. 
The domain provides meaning to the 

individual. 

I am motivated to do well in data 
science 

I think data science is very 
interesting. 

Connection 

Individual chooses to engage in 
activities related to the domain, 
persists to become better in the 

domain and are not disheartened by 
failures. 

I am willing to put in expected hours 
to excel in data science 

I think data science is interesting 

Indifference Individual does not have positive or 
negative feelings about the domain. 

I do not care much about being good 
in data science 

I think data science is a little 
interesting 

Dislike 

Individual actively distances his/her 
self-esteem tied to the domain. 
Individual disengages with the 

domain and establishes relationship 
with other opposing domains. 

My skills in data science are poor 
I would rather spend time doing 
something else than doing data 

science 
I think data science is boring 

 
The hypothesis of the Domain construct starts at the lowest level (Dislike) where the 

individual does not like the domain at all. They would rather spend time doing something else 
than engaging in any activity related to the domain. At the next level (Indifference), individuals 



 28 

have a neutral attitude towards the domain. Their abilities in the domain do not form a central 
part of their identity. At the next level (Connection), individuals engage in activities related to 
the domain and make a positive attempt to master the domain. At the next level (Attachment) 
individuals are motivated to do well in the domain. Their domain identity is tied to their sense of 
self. At the highest level (Passion), individuals are extremely passionate about doing well in the 
domain. The domain is strongly tied to their self-esteem and self-concept. They have high 
regards for their skills in this domain.  
 
The Core Strength Construct 
 

We define the Core Strength construct as the extent to which individuals have the inner 
strength to mitigate the harmful effects of stereotype threat. Their ability to withstand difficulties 
and bounce back is strongly influenced by their sense of self-worth.  

We present the Core Strength Construct in Figure 8. Through this construct, we seek to 
capture the fundamental beliefs that individual holds about himself/herself. Having a positive 
sense of self tends to help improve performance, however the opposite also holds true - 
performing well in a task may reinforce an individual’s belief in his/her abilities. (Judge et al., 
2007). While some aspects of an individual’s performance are situational and contextual we 
believe that there are some traits that hold true across all situations. We capture those in the 
construct. 

The hypothesis of the Core Strength construct starts at the lowest level (Chaotic). We 
place those individuals in this category who show signs of persistent depression, anxiety and loss 
of interest in activities. At the next level (Low), we have individuals who have low evaluation of 
self and a feeling of inferiority and insecurity. At the next level (Moderate) individuals have 
mixed feelings about their sense of self. While they can appreciate some aspects of their self, 
they often feel unworthy and influenced by other people’s opinions. At the next level (High) 
individuals have a sense of self-respect and are willing to stand up for their choices and opinions. 
The have an overall positive attitude towards themselves and are confident about their abilities. 
At the highest level (Extremely Positive), individuals have a strong sense of confidence and are 
proud of their skills and whatever they have achieved so far.  

 
 
 
 
 
 

 
 
 
 



 29 

Figure 8 
Core Strength Construct 
 

Levels Description Items 

Extremely 
Positive 

Individuals believe that they are good 
and worthy and that others view 

them positively. 
Individuals are more likely to take 

responsibility for their actions 

I am proud of what I have 
achieved so far 

I can excel in any difficult 
task given to me 

High 
Individuals have a sense of self-respect 

for themselves even if others might 
have a different opinion. 

I am confident about my 
abilities 

I can complete a difficult task 
most of the times 

Moderate 

Individuals have mixed feelings. While 
they can appreciate their own self most 

of the time, sometimes they feel 
unworthy. Individuals tend to be 

influenced by the opinions of other 
people 

I have several good qualities 
I make a positive attempt to 

complete a difficult task 

Low 

Individuals have low overall evaluation 
of self, persistent feeling of inferiority 
and a sense of worthlessness, feelings 

of insecurity and loneliness 

I do not have much to be 
proud of 

I start a difficult task but give 
up too quickly 

Chaotic 

 
Individuals have persistently depressed 

mood or loss of interest in activities, 
causing significant impairment in daily 

life 

I have nothing to be proud of 
I never take on a difficult task 

 

Building Block Two: Items Design  
 
The second building block, the item design, includes the questions, performances and 

other stimulators that provides empirical evidence related to the levels of the construct map. 
There are a variety of items that can be considered. The most common format is the Likert-type 
item. This agree-disagree approach to measuring attitudes has been around for decades. (Likert, 
1932). The reason why Likert scales are so ubiquitous is because of the ease of developing and 
scoring such items. However, there are many criticisms of this format as well, such as the 
inclination of people to choose one response side or the other, or the lack of consensus on what a 
response option would entail (Willits et al., 2016). Another critical issue with Likert items is that 
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it makes a very strong assumption that each response option is equally spaced (Wilson et al., 
2021) which might not be true in a lot of situations. Hence, we choose an alternative to Likert 
response format – the Guttman format which has more advantages than disadvantages. The idea 
of a Guttman format is to provide the respondent with a block of response options that 
progressively become more difficult to agree with. (DeVellis, 2007). Typically, an individual 
will only endorse the block of statements up to a critical point which would vary by respondent 
and this then constitutes the variable to be estimated in the scale.  
 
 
Table 1 
Likert and Guttman Example Items from the four sub-dimensions – (a) Stereotype Belief (b) 
Strength of Fit (c) Domain (d) Core Strength 

Sub 
Dimension 

Likert Items Guttman Items 

Stereotype 
Belief 

Select one answer for each of the statements below – 

A) My being a transfer student does not influence what 
people think of me 
a) Strongly Agree 
b) Agree 
c) Neutral 
d) Disagree 
e) Strongly Disagree 

B) Some people judge me based on my transfer student 
status 
a) Strongly Agree 
b) Agree 
c) Neutral 
d) Disagree 
e) Strongly Disagree 

Which is the one statement that 
best describes you – 

A) My being a transfer student 
does not influence what 
people think of me. 

B) Some people judge me based 
on my transfer student status. 

C) People from other groups 
almost always interpret my 
behavior based on me being 
a transfer student 

Strength of 
Fit 

Select one answer for each of the statements below – 

A) I am not a proud being a transfer student 
a) Strongly Agree 
b) Agree 
c) Neutral 
d) Disagree 
e) Strongly Disagree 

B) I feel that everyone should want to be a transfer 
student 
a) Strongly Agree 
b) Agree 
c) Neutral 
d) Disagree 
e) Strongly Disagree 

Which is the one statement that 
best describes you - 
 
A) I wish I wasn’t a transfer 

student 
B) I am not proud about being a 

transfer student 
C) I consider myself a transfer 

student 
D) I am a proud transfer student  
E) I feel that everyone should 

want to be a transfer student  

 

Domain Select one answer for each of the statements below – Which statement best describes 
you –  
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To create the Guttman-style items, we initially developed a collection of Likert-style 
items that corresponded to different levels of the stereotype threat construct map. After piloting 
those items with researchers and psychometricians, we chose 25 Likert-style items that seemed 
to be in line with the construct map. These items encompassed all the four sub-constructs that we 
define in our construct map. We grouped these items together based on similar content to make 
several cascading groups or blocks of ordered response options. Finally, we created new 
response options to fill in gaps so that each block represented an ordered set of statements that 
were mapped to each level of the construct maps. Through this exercise, we could successfully 
create 14 Guttman items across the four dimensions.  In Table 1, we present example items from 
each sub-dimension in both Likert format and Guttman format to capture the distinction between 
the two.  As you can see in the Table, Guttman items are a collection of Likert items converted to 
statement like format and arranged in an order of statements that are most easy to agree with to 
statements that are the most difficult to agree with. The complete instrument can be found in 
Appendix.  
 
 
 
 

A) My skills in data science are poor 
a) Strongly Agree 
b) Agree 
c) Neutral 
d) Disagree 
e) Strongly Disagree 

 
B) My skills in data science are excellent 

a) Strongly Agree 
b) Agree 
c) Neutral 
d) Disagree 
e) Strongly Disagree 

 
A) My skills in data science are 

poor. 
B) My skills in data science are 

average. 
C) My skills in data science are 

above average. 
D) My skills in data science are 

excellent. 

 

Core 
Strength 

Select one answer for each of the statements below – 

A) I am proud of what I have achieved so far  
a) Strongly Agree 
b) Agree 
c) Neutral 
d) Disagree 
e) Strongly Disagree 

B) I have several good qualities  
a) Strongly Agree 
b) Agree 
c) Neutral 
d) Disagree 
e) Strongly Disagree 

Which is the one statement that 
best describes you - 

A) I have nothing to be proud 
of. 

B) I do not have much to be 
proud of. 

C) I have several good qualities. 
D) I am confident about my 

abilities. 
E) I am proud of what I have 

achieved so far. 
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Building Block Three: The Outcome Space 
 
 The third building block or the outcome space for an item refers to a procedure for 
classifying or categorizing results. It is the process of assigning numerical values to item 
responses. These values should enable us to link the responses back to the construct map. It is 
preferred that the outcome space is well-defined with finite and exhaustive categories. In Figure 
9, we present a sample item with arrows indicating how the outcome space option maps to the 
levels of the construct map. Because the instrument is designed in a style with a somewhat 
Guttman structure, the outcome space is ordered to indicate the cumulative nature of the 
Guttman items.  
 
 
Figure 9 
Domain Construct with Sample Item and Outcome Space 
 

 
 

Since the order of the statements in each Guttman item is designed in a way that it maps 
to different levels of the construct map, we chose to score the response (selection of a statement) 
to the item by an individual based on level of the construct map it maps to. For example, in the 
item depicted in figure 6, if the individual selects “I am motivated to do well in data science”, 
since the item is mapping to level four of the construct map, we would score the response as 
four. We create these scoring guides for each of our 14 Guttman items.  
 
Building Block Four: Measurement Model 

 
The final building block, the measurement model deals with the process of analyzing the 

assigned numerical values in a way that it can be related back to the construct map. For decades, 
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Classical Test Theory (CTT) has been extensively used in the field of psychology. However, the 
last 50 years have seen a shift away from CTT towards Item Response Theory (IRT) which 
addresses many of the disadvantages of CTT. IRT represents a family of models called item 
response models and the measurement theory that they have in common. Unlike the CTT, IRT 
does not assume that the respondent’s true score on the latent ability equals his/her observed 
score plus error. Instead the model is framed as the probability of a respondent making a certain 
response, given the underlying position on the construct. IRT has caused major positive changes 
to psychological test development (Hambleton et al., 1991). The fundamental feature of IRT is 
that it considers each item individually and so the conclusion of an assessment does not depend 
on the instrument but on each item within the set of items. Another advantage of IRT is the 
principle of invariance, i.e. the item parameters do not depend on the respondent’s ability and 
vice versa. The responses given by a group of respondents are used for the estimation of the 
items and the respondents in that same scale. For an item to be useful, it should be able to 
differentiate between two persons located in different points along the scale.  
 The three common types of item response theory models are the one (1PL), two (2PL) 
and three parameter (3PL) logistic models (Hambleton et al., 1991). The three models differ in 
terms of the number of parameters estimated.  The 1PL model includes only the item difficulty 
level (which governs the probability that a person will answer the item correctly). The 2PL 
model, along with the item difficulty, also involves the so-called discrimination (which governs 
the rate at which the probability of endorsing a correct item changes, given ability levels). The 
3PL model, along with the item difficulty and discrimination parameter also involves a pseudo-
guessing parameter (which attempts to account for guessing on an item). 

The 1PL model is the simplest form of IRT models. Like the other two, it has one 
parameter that describes the latent trait (ability – θ) of the person responding to the items and 
another parameter for the item (difficulty). Item difficulty is determined at the point of median 
probability i.e. the ability at which a respondent would be expected to endorse the correct answer 
with a probability of 50%.  

The following equation represents its mathematical form -  

																																																								𝑃	 𝑌$% = 1	 𝜃%) = 	
𝑒(, -./01 )

1 +	𝑒(, -./01 )
	.																																																	(1) 

Equation 1 represents the item response function of a 1 PL model, predicting the 
probability of a correct response given by any respondent ‘j’ with ability 𝜃% , on item ‘i’ with 
item difficulty 𝛿$ and discrimination parameter ‘a’, which is constant between items.  When we 
constrain the item discrimination parameter to 1, we get the Rasch model (Rasch, 1960) which is 
the basis for the family of models that has been used throughout this research. A further 
elaboration of this model will be carried out in the subsequent chapters.  
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CONCLUSION 
 

To understand the deleterious effects of stereotype threat, researchers in the past have 
engaged in the process of operationalizing it, yet, there is a lack of an accepted tool for 
measuring stereotype threat, possibly because of the complexity of the construct and the lack of a 
precise definition and clear boundary conditions. We propose a solution to this situation by 
bringing all the key variables under one umbrella, making efforts to precisely define and lay out 
their boundary conditions and conceptualize how they interact in a multidimensional space. We 
develop a generic framework of the stereotype threat instrument that can be adapted to measure 
stereotype threat under different conditions. We adapt the generic instrument to model how the 
stereotype experience of a specific stigmatized group, the transfer students, depends on a specific 
domain, data science. As the next part of the project, we will engage in data collection and test 
out the psychometric properties of the proposed instrument.  
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Chapter Three 

Validation of the Stereotype Threat Instrument: Measuring Stereotype 
Threat Experienced by Transfer Students 
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In this chapter, we test out the psychometric properties of the stereotype threat instrument 
using a sample of community college transfer students facing negative stereotypes because of 
their community college status while attending a four-year university. We collect validity and 
reliability evidence for interpretation and use of scale data. The final calibration sample included 
392 transfer students from diverse backgrounds. We used item response theory to analyze the 
survey data. Overall, we found evidence in support of using the stereotype instrument as a 
psychometrically valid and reliable metric to measure stereotype threat. Further analysis would 
be needed to understand how well it functions for other groups, domains and boundary 
conditions.  
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INTRODUCTION 

Validation is the process of collecting validity evidence to evaluate the accuracy, 
interpretations and proposed uses of tests and instruments based on empirical findings (Cook & 
Hatala, 2016). Validity can be thought of as a hypothesis and the process of validation as a 
process of collecting evidence to support or refute this hypothesis. The Standards for Educational 
and Psychological Testing (“Standards”) by American Educational Research Association 
(AERA), American Psychological Association (APA) and National Council of Measurement in 
Education (NCME) define validity as a unitary concept in which all accumulated evidence from 
various sources and processes lead to one single claim and argument about the assessment – is it 
valid? (Standards, AERA, APA & NCME, 2014). In his paper Kane articulates, “validity is to 
evaluate the rationale, or argument, for the claims being made, and this in turn requires a clear 
statement of the proposed interpretations and uses and a critical evaluation of these interpretation 
and uses” (Kane, 2006).  

As a process, validation involves collecting and analyzing data to evaluate the accuracy 
of an instrument. Therefore, we will fix the design parameters that have been left unknown in the 
generic stereotype threat instrument to customize it for a specific group and domain. In this 
project, for the group, we choose the community college transfer students who transferred from a 
community college to a four-year university. We want to measure the extent to which these 
students experience stereotype threat when interacting with data science related courses or 
activities on campus which forms the domain. We will simultaneously examine the psychometric 
properties of the stereotype threat instrument.  
 
The Sample 

For data collection, we followed the protocol laid down by UC Berkeley IRB (study 
2021-06-14454). We advertised the stereotype threat instrument in various transfer student 
groups on social media. These groups comprised of students from four-year universities across 
the nation. We requested participation from any individual who went through the community 
college experience and successfully transferred to an undergraduate program in any recognized 
university. There were 444 students who took the survey across 80 universities nationwide. For 
our analysis, we retained approximately 88% of our sample (392 students). The remaining 12% 
of the sample was removed due to missing values. This 12% of the data was chosen to be 
removed because it had at least 80% of the values missing. The final sample represents a diverse 
range of students as depicted in Table 2. 
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Table 2 
Demographics of the sample, comparison with the community college student population in 
United States & California 
 

Demographic Variables 
Sample 
(N=392) 

Community 
College Students in 

United States 
(N= 7.7 million) ** 

Community College 
students in 
California 

(N= 2.1 million) *** 
Gender    

% Female 45.4 % 43.0% 53.6% 

% Male 49.2% 57.0% 45.2% 

% Other 3.3% 

 

 

% Prefer not to answer 1.0%  

% Not Reported 1.0% 1.2% 

Race/Ethnicity    

% Asian 11.7% 6% 11.56% 

% Black 8.7% 14% 5.9% 

% Latino 9.9% 27% 44.4% 

% White 47.4% 46% 25.88% 

% Others 21.2% 7% 12.26% 

% Not Reported 1%   

Age    

18-21. years 48.7% 56% 18 to 24 - 57.7% 

22-24 years 30.1% 22 & above- 44% 

25-27 years 10.7% 24 & above – 42.3% 

 28 and above 8.2% 

Not Reported 2.3%   

First-Generation 

Student* 
   

% Yes 45.4% 33% 43% 

% No 52.8% 66% 57% 

% Not Reported 1.8%   
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International Student    

% Yes 38.3% 
not available 

 
% No 59.7% 

% Not Reported 2.0% 
Note 
* First-generation student means that your parent(s) did not complete a 4-year college or university degree 
** The data for community colleges students nationwide is from National Center for Education Statistics Website, 
data reported for Year 2019. 
*** The student demographic data for community colleges in California is from California Community Colleges 
Website, data reported for Year 2019. 
 

The first column of Table 2 shows demographic characteristics of the sample.  We 
allowed students to choose whether they wanted to disclose personal information which may 
have resulted in some missing data. Nearly half of our sample is male (49.2%), 45% of our 
sample is female. While we have students from all racial groups, nearly half of our sample 
consists of students who identify as White (47.4%), 11.7% identify as Asian, 8.7% identify as 
Black, 9.9% identify as Latino and 21.2% identify as belonging to other racial groups or as 
multi-racial. Community colleges are home to a higher percentage of non-traditional students 
who are slightly older than the average population. Hence, nearly 8% of our sample consists of 
students who are 28 and above and 45% of our sample consists of first-generation students which 
is not surprising given that the percentage of first-generation students in community colleges is 
very high.  

While we had representation of students from universities across the nation, nearly 60% of 
the students in our sample are from universities in California. Because the students in our sample 
transferred from community colleges, we wanted to compare their demographics with the overall 
population of community college students nationwide as well as within the state of California.  

In Table 2 column 2, we present the demographics of community college students across 
the nation. According to the Community College Research Center Report (CCR), over 1/3rd of 
undergraduate students are made up of community college students (CCR Report, 2019). In 
2019, according to National Center for Education Statistic (NCES) website, 43% of the students 
enrolled in community college undergraduate institutions were males, 57% were females. The 
ethnicity of community college students can be broken down into 46% White, 27% Hispanic, 
14% Black and 7% Asian.  In the same year, over 25% of community college students had 
dependent children and the average age of community college students was 27 years, while the 
average age of students in full-time undergraduate program was 21.8 years (CCRC, 2018). In 
Table 2 column 3, we present demographics of community college students in California. We see 
a 10% increase in female enrollment (53.6%) in California as compared to the nation. Nearly 
44.4% of the community college students in California identify as Latino, 25.88% as White, 
11.56% as Asians and 5.9% as Blacks.  
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We compare the demographics of our sample with the population of community college 
students both nationwide and California. We have nearly equal representation of males and 
females in our sample unlike what we see at the nation level and the California state level. The 
racial mix of our sample also shows a deviation. This is not surprising because Latino and Black 
students have lower transfer rates in comparison to Whites (Crisp & Nunez, 2014). The age 
distribution of our sample is comparable to the age distribution of community college students 
nationwide and California. The percentage of first generation learners in our sample differs from 
the nation, but is representative of the California population.  

Overall, while we would not expect our sample to be closely similar to the population of 
community college students in the country or in California, as it was not recruited as a 
representative sample, we would prefer it to be approximately representative. Roundly, this is 
true, except for Latino students. One reason could be that some multi-racial Latino students 
selected the option “Others” instead of “Latino”. In the next iteration, we could capture the racial 
mix of students who selected the category “Multi-racial”, which might help us understand the 
sample better. Nevertheless, a comparison enables us to understand how demographics plays an 
influential role in determining which students are successfully able to transfer out of a 
community college.  

 
 

METHODS  
 
Analyses 
 

We use Item Response Theory (IRT) methods to analyze the items. Within the family of 
IRT models, we use the multidimensional random coefficient multinomial logit model 
(MRCMLM) to calibrate the item parameters and ability estimates. (Adam, Wilson & Wang, 
1997). The MRCMLM is a generalized Rasch item response model that uses a scoring function 
and a design matrix to accommodate the applications of the IRT models used in this study such 
as the partial credit model and the latent regression model.  

First, we want to investigate the dimensionality of the stereotype threat construct. We 
compare three models to investigate dimensionality: (1) unidimensional model where in a single 
latent variable (stereotype threat) is assumed to be the underlying cause of all the item responses, 
(2) a consecutive model (Davey & Hirsch, 1991) where a different latent variable is assumed to 
be relevant for all the items within each dimension (Stereotype Belief, Strength of Fit, Domain 
and Core Strength), and (3) between item multidimensional model where a different latent 
variable is assumed to be relevant for all the items within each dimension but it also allows for 
correlations among dimensions so that precision of estimates in each dimension can be 
improved.  

To estimate the parameters of the unidimensional model and consecutive model, we use 
the partial credit item response model (PCM; Wright and Masters, 1982). To estimate the 
parameters of the multidimensional model we use the multidimensional partial credit model 
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(MRCML; Adam, Wilson and Wang, 1997) to calibrate the items, estimate student locations and 
explore the disattenuated correlations between the dimensions. PCM is a unidimensional model 
used for the analysis of responses recorded in two or more ordered categories. MRCML is the 
multidimensional version of PCM, where we take the multidimensionality of the construct into 
consideration.  

A logit form of the between-item multidimensional PCM for item i with response 
categories x=0,…mi  can be written as 

 

																													𝜂6$ = 		ln[
𝑃	 𝑋 = 𝑥 𝜃

𝑃	 𝑋 = 𝑥 − 1	 𝜃)
= 	 𝛼>

?

@AB

𝜃> −	𝜉$ > @ .																																									(2) 

where by definition 
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1
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%
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													exp (𝛼> 𝜃> −	𝜉$ > @ )B
@AB = 1,  𝜃> is the latent ability on dimension d, 𝜉$ > @ is the 

item step parameter for step k of item i on dimension d, and αK is the steepness 
(“discrimination”) of the response curve for all items on dimension d. The 𝛼> parameter is 
traditionally set equal to 1 for all dimensions and is often omitted from expressions of the PCM. 
If the model is specified with all 𝛼> = 1, the latent variance for each dimension is estimated.  

An equivalent expression of the PCM may be written as a function of 𝛿$(>) , the average 
item step parameter and 𝜏$ > @, the deviation from the average step parameter for step k for 
dimension d such that 𝜏$ > @ = 0I

@AM . The two PCM parameterizations are related as follows:  
 

																																																																𝛿$(>) = 	
1
𝑚
	 𝜉$ > @.

IO

@AM

																																																													(3) 

																																																																		𝜏$ > @ = 	 𝜉$ > @ −	𝛿$ > .																																																											(4)		 

and  

																																																																				𝜉$ > @ = 𝛿$(>) +	𝜏$ > @.																																																											(5) 

 

The 𝜉$ > @ parameter signifies the 𝜃 value at which the probability of responding in 
category k – 1 equals the probability of responding in category k. The 𝛿$(>) parameter can be 
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interpreted either as the average of 𝜉$ > = 	 (𝜉$ > M, 𝜉$ > T, … . . 𝜉$ > I)′ parameters, or as the 𝜃 
value at which the probability of responding in the lowest category equals the probability of 
responding in the highest category. Importantly, the PCM does not impose any order restrictions 
on 𝜉$ > . In contrast to the formal PCM model parameters, the Thurstone threshold (Masters, 
1988), denoted 𝜆$ > @ for category k = 1, …m, equals the 𝜃 value at which the probability of 
responding in category k or higher equals 0.5. Thurstone thresholds reflect cumulative response 
probabilities and are necessarily ordered. For this reason, many researchers often prefer to 
interpret Thurstone thresholds instead of step parameters. Thurstone thresholds are computable 
from the formal PCM parameters using Newton-Raphson iteration or other numerical methods.  
(ACER Conquest, 2021) 

Second, we have identified certain predictor variables and additional student 
characteristics that we want to control for to understand group mean differences on our four 
dimensions. We use the latent regression model to directly estimate regression coefficients from 
the item response data. (Adam, Wilson and Wu, 1997). This is advantageous because it avoids 
problems of misleading differences in means by directly estimating the difference in the 
achievement of the groups from response data. This model is also known as ‘person explanatory’ 
(Wilson & De Boeck, 2004). A latent regression can be performed under the MRCML 
framework. To expand this model from the one-parameter Rasch model, person ability 𝜃 is 
replaced with a linear regression equation, as seen in Equation 6 (in logit form) : 
 

																																																		𝜂6$> = 		 𝑣%𝑋6%

Y

%AM

+		𝜀6> −	𝛽$.																																																(6) 

 
In Equation 6, 𝑋6% is the value of person p on characteristic j and 𝑣% is the fixed 

regression coefficient of person with property j. 𝜀6 represents the remaining person p effect on 
dimension d, left over from the effect of the personal characteristics. 𝜀6	~	𝑁	(0, 𝜎`T) and may be 
considered as the random effect of 𝑋6B, the random intercept. 

Finally, we use the Delta Dimensional Alignment technique (Schwartz & Ayers, 2011; 
Feuerstahler & Wilson, 2019) to compare person abilities across dimensions. For identification 
purposes, the MRCML model sets each dimension’s person ability mean to zero and adjusts the 
metrics, which consequently makes comparisons across dimensions to be inaccurate without a 
specific transformation. The DDA technique transforms the initial multidimensional item and 
step parameter estimates by using the mean and standard deviations of the items under each 
dimension to be consistent with those for the unidimensional model. Specifically, the means (𝜇>) 
and standard deviations (𝜎>) from a unidimensional and multidimensional model are used for the 
transformation via Equation 7 and Equation 8. 𝛿 correspond to item parameters and the 𝜏 
correspond to step parameters as in Equation 5.  
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																											𝛿$>(bc,defgcIh>) = 	 𝛿$> Iijb$
kl	 mn1
kl ompq1

+ 	𝜇>(id$).												               (7) 

 

																										𝜏$@>(bc,defgcIh>) = 	 𝜏$@> Iijb$
kl	 mn1
kl ompq1

.                                         (8) 

 
Once the transformed item and step parameters are obtained, a final multidimensional 

model is run with the new parameters as anchored values. The person estimates obtained from 
this final multidimensional analysis can be compared across dimensions.  
 
 
Data Calibration Software and Procedure 
 

For data cleaning, recoding, data manipulation and obtaining the descriptive statistics, we 
used the software R Studio (R Studio, 2020). We used the package WrightMap for Wright maps 
(Irribarra & Freund, 2014). For item response theory procedures, we used the software Conquest 
4.0. (Adam, Wu & Wilson, 2012). The general form of item response model fitted by ConQuest 
is the multidimensional random coefficient multinomial logit model (MRCML) described by 
Adams, Wilson and Wang (1997) and it is a generalization of the equation shown above 
(Equation 2). The model is flexible enough to allow the estimation of different Rasch-type IRT 
models, including the partial credit model and the latent regression model. The Conquest 
software can produce marginal maximum likelihood estimation (Bock & Liberman, 1970) with 
an expectation maximization (EM) algorithm (Bock & Aitkin, 1981) in which the person abilities 
are assumed to be representative sample from a distribution, usually assumed to be a multivariate 
normal distribution. However, the EM algorithm is unable to solve the computational problem 
caused by the exponentially increasing number of quadrature points with a high number of 
dimensions. The amount of time needed for the estimation increases linearly with the total 
number of nodes. Hence, we use an adaptive numerical integration method like the Gauss-
Hermite quadrature (Volodin & Adams, 1995) for estimation of the item response theory models 
used in this paper.  

 
 

RESULTS 
 

Model Fit 
 

We conceptualized the stereotype threat instrument as being comprised of four 
dimensions. First, we want to empirically test whether stereotype threat functions as a 
unidimensional concept or a multidimensional concept. To do this, we compared model 
parameters of the multidimensional PCM with the unidimensional PCM as well as the 
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consecutive unidimensional approach. In Table 3, we present the comparison of the three models 
across the following outcome statistics - log likelihood, number of parameters, Akaike 
Information Criterion (AIC), the Bayesian Information Criterion (BIC) and the G-squared 
statistics. The lower value of AIC, BIC and G2 indicates the model with better fit. From Table 3, 
we see that the multidimensional model had the lowest values of AIC, BIC and G2 parameters. 
Thus, we conclude that the Multidimensional Model fits better than the Unidimensional Model.  
 
 
Table 3 
Model Fit Statistics for the Three Item Response Models – Unidimensional, Consecutive and 
Multidimensional 
 

 
Model Log 

Likelihoo
d 

# of 
Param
eters 

AIC BIC G2 Reliability 

Unidimensional -6681.21 50 13462.41 13492.02 
13362.4

1 
0.77 

Consecutive –
Unidimensional* -6256.93 53 12619.86 12651.24 

12513.8
6 

 

Stereotype Belief -1108.33 8 2232.65 2237.39 2216.65 0.49 

Strength of Fit -1546.91 13 3119.83 3127.53 3093.83 0.67 

Domain -2248.54 20 4537.09 4548.93 4497.09 0.87 

Core Strength -1353.14 12 2730.28 2737.39 2706.28 0.71 

Multidimensional -6129.14 59 12376.28 12411.22 
12258.2

8 
0.58, 0.71, 
0.89, 0.74 

 
Establishing that multidimensional model fits better than the unidimensional and 

consecutive unidimensional model is not enough. We need to examine statistical significance of 
the difference in model fit.  Thus, the multidimensional model was compared with the 
unidimensional model and consecutive unidimensional model using an adjusted likelihood ratio 
test (Rabe Hesketh & Skrondal, 2012). Results in Table 4 show that the multidimensional model 
shows significant improved fit over the unidimensional model. 
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Table 4 
Likelihood Ratio Test between Item Response Theory Models 
 

Model Comparison Chi-Square Degrees of Freedom P-
Value 

Unidimensional v/s Consecutive 848.55 3 p<0.00 

Multidimensional v/s Unidimensional 1104.13 9 p<0.00 

 
 

Thus, in summary, we see that the multidimensional model is preferred. This is what we 
hypothesized in the previous chapters - this provides empirical evidence in support of our theory. 
(see later for a detailed discussion of the correlations, which indicate the effect sizes also). In all 
the subsequent analysis, we will consider only the MRCML model and modifications of it to 
make claims with regards to our instrument and the sample.  
 
Item Fit 

Fit statistics are a summary of the degree to which actual responses to items deviate from 
their expected values (calculated using the estimated model parameters), summed across the 
various facets of the data (items, dimensions, etc.). It provides information about how well the 
data for an individual item or an individual student’s performance are represented by the model 
we have chosen (Wright and Masters, 1982). These statistics may be expressed as t-values, 
which allow an approximate significance test (misfit is statistically significant if t > 1.96 or t < -
1.96), or they may be expressed as mean-squares, which give a measure of effect size. As in 
statistics, t-statistics are dependent on sample size, while mean-square statistics are not. Large 
mean-square statistics (MNSQ) are considered those which are less than 0.75, or greater than 
1.33 (based on Adams & Khoo, 1996). Mean-squares less than 0.75, and t-statistics less than –
1.96, suggest that there is less variability than expected. T-statistics greater than 1.96, and mean-
squares statistics greater than 1.33, suggest that there is more variability than expected. As 
MRCML is a probabilistic model, some amount of variation is expected. Items that show more 
local dependency than expected have low fit statistics and are usually of less concern than items 
that show greater randomness than expected, which may indicate several possible issues with the 
item. For example, it may be measuring another dimension in addition to the one of interest, or 
perhaps the wording leads many respondents to misinterpret the item, etc. We use the results 
from the multidimensional analyses to report fit statistics. There was only one item in the survey 
that showed misfit and we present that item in Table 5. The mean square fit statistics for this 
item which belongs to the Stereotype Belief dimension is 1.42 and the t statistics is 2.4.  
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Table 5 
Stereotype Threat Transfer Students Instrument – Misfit Item 
 

Dimension Item  

Which is the one statement that best 
describes you 

N  Weighted Fit 
MNSQ  

 

 

 

Stereotype 
Belief 

I almost always feel myself to be a victim of 
the stereotypes that are associated to the 
transfer student community 

15  

1.42 

Expected Range 
(0.75 – 1.33) 

I often feel that I am a victim of the 
stereotypes that are associated to the transfer 
student community 

87 

I do not notice whether people treat me as a 
victim of the stereotypes that are associated 
with the transfer student community 

189 

I never feel the stereotypes that are 
associated to the transfer student community 
to be also true about myself 

95 

 

Through exit interviews and responses to the open-ended item “Are you aware of any 
stereotypes about transfer students? How does it make you feel?” we tried to investigate why 
this item showed greater randomness than expected.  Some respondents indicated not being 
aware, not wanting to accept or not using their transfer student identity in their daily interactions 
with their peers. In the words of a few students -  

 
“I am not aware and I also never mention that I am a transfer student in class or people 

don’t remember” 
 
“Don't want to accept” 
Some respondents indicated being aware but not getting affected by the stereotypes. In 

the words of a student –  
 
“Yes, but I am completely unaffected. It is illogical to discount someone's intelligence or 

academic capabilities based on being a transfer student or not. For example, personally, I 
waited a few years before going back to school to figure myself out. I am glad I did because I am 
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now 100% happy with the career path I chose; I did not rush into it. It was also much more 
economically beneficial.” 

 
Some respondents indicated being acutely aware and affected by the negative stereotypes. 

In the words of a few students -  
 
“Being a transfer student often makes it obvious to others that I come from a low-income 

background. I am uncomfortable about people knowing this.” 
 
"Transfer students are people not good enough to get in as freshmen," "are more likely to 

fail classes," "inexperienced," "behind on others." It can be hurtful, but some of it is true, so I 
feel motivated to tear the stats apart” 

 
Some respondents had mixed feelings -  
 
“I am actually not aware of the stereotypes about transfer students besides the fact that 

they tend to be older than most students and I think this is sometimes true” 
 
On the other hand, some respondents also thought about positive stereotypes when 

responding to this item – 
 
“Honestly it sounds like most people think transfers are cooler and have more of a social 

life because they've had a chance to develop themselves outside of school” 
 
“Transfer students work harder - makes me feel encouraged.” 
 
We also looked at the response choices of the sample as indicated in Table 3. Nearly 49% 

of responses indicated not noticing whether they are victims of the stereotypes associated with 
the transfer student community, and nearly 25% do not feel the stereotypes associated to transfer 
student community to be true about themselves.  

We notice a difference in how students are responding to the item in the survey versus in 
the interviews. Overall negative stereotype awareness rate was 40% (N=158) in the survey 
(captured through response to the open item, Are you aware of any stereotypes about transfer 
students? How does it make you feel?”), and 85% in the exit interviews (N=33).  

We also looked at how some of the individuals who have been quoted above scored in the 
four dimensions. In Table 6, we report the weighted likelihood estimates (WLEs) in each 
dimension for select individuals.  
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Table 6  
Student Responses to Misfit Stereotype Belief Item (WLE Estimates) 
 

 Stereotype 
Belief  
WLE 

estimates 
(in logits) 

Domain 
WLE estimates 

(in logits) 

Strength of Fit 
WLE 

estimates 
(in logits) 

Core Strength 
WLE 

estimates 
(in logits) 

“I am not aware and I also never 

mention that I am a transfer student 

in class or people don’t remember” 

-0.36 -1.50 -2.31 -0.71 

“Don't want to accept” 

 

-0.35 3.77 4.17 1.63 

“Yes, but I am completely unaffected. 

It is illogical to discount someone's 

intelligence…” 

 

-1.29 -0.89 -0.70 0.02 

“Being a transfer student often 

makes it obvious to others that I 

come from a low-income 

background. I am uncomfortable 

about people knowing this” 

 

1.38 -5.1 -2.30 0.02 

"Transfer students are people not 

good enough to get in as freshmen," 

"are more likely to fail classes,"  

"inexperienced," "behind on others." 

 

1.38 -2.60 1.70 0.02 

“Honestly it sounds like most people 

think transfers are cooler and have 

more of a social life because they've 

had a chance to develop themselves 

outside of school” 

 

0.52 -1.82 1.70 0.02 

“Transfer students work harder - 

makes me feel encouraged” 

-0.35 -2.18 -0.33 0.79 
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We can notice some inconsistent patterns, like the student who mentioned “not wanting 
to accept” scored lower on the Stereotype Belief dimension (-0.35) and the highest in the other 
three dimensions. It could be that not wanting to accept is analogous to not believing in the 
stereotype as well.  As another example, the student who mentioned a positive stereotype 
regarding transfer students also scored relatively lower on the Stereotype Belief construct (-
0.35). Further analysis reveals that the student who mentioned “not wanting to accept” and both 
(and the only two among the selected) the students who reported positive stereotypes about 
transfer students all identified themselves as White. Everyone else in this group belonged to non-
Asian minority racial groups. Thus, there could be a race-intersectionality interfering with this 
item. Historically, in this nation, students have more strongly felt victims of race based 
stereotypes than any other stereotypes (Smith & Hung, 2012). Thus, we need to explore these 
racial differences as well. We will do this in the subsequent chapter. However, from the 
evidences presented above, we can conclude that the negative stereotypes regarding the 
respondent’s social group (transfer students) are so subtle and engrained that it is hard for 
transfer students to articulate what they feel, believe and go through in the survey. During 
interviews, students feel more free and open to accepting the negative stereotypes.  

We acknowledge that this item and overall the Stereotype Belief construct is hard for 
students to respond to, hence we see a high degree of randomness. At this stage of our research, 
we still recommend keeping this item and testing it out with other groups and situations. A 
careful inquiry during the one on one interviews can throw light on whether this is a pattern 
across all groups and situations or just particularly for the transfer student’s group.  
 
Person Fit Statistics 

Just as fit statistics can be calculated for each item, they can also be calculated for each 
person. The interpretation of such statistics is like those for items; low fit statistics indicate sets 
of responses that are very regular; high fit statistics indicate more random variation than 
expected. In general, we are not concerned about student’s who respond more regularly than 
others—instead our focus is on students with higher random variation We present the 
distribution of person fit statistics in Figure 10.  

In the Figure, students with fit statistics below the left blue line (the lower bound 
acceptable range) show very regular responses. It can be seen that a large proportion of students 
66.67% fall in this range. The items were designed to perform this way and this is not a cause of 
concern. 27.13% of the students fall between the left blue line and the right red line (the upper 
bound acceptable range). Again, these students are also within the permissible range, so not a 
cause of concern. Only 6.2% (N=24) of the students fall above the right red line. 
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Figure 10 
Person Fit Statistics 

 

 

 

One would expect certain percentage of randomness in a probabilistic model like 
MRCML. Nevertheless, to describe the results comprehensively, we show some examples of 
students in this upper tail, using kidmaps. Kidmaps (shown in Figure 11 and Figure 12) are 
modified versions of Wright Map (Adams & Khoo, 1996). Each map represents only one 
respondent and depicts the response pattern for that respondent.  The left-hand side of the map 
shows the item responses that were not achieved by the respondent and the right-hand side shows 
items that were achieved. The symbol “XXX” denotes the location of the respondent. The 
“surprise lines are indicated as two sets of dots: “...........”. Responses outside the surprise lines 
are considered “surprises,” and the further they are away from the surprise lines, the more 
surprising they are. 
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Figure 11 
Kidmap for Case No 25 on Strength of Fit Dimension (MNSQ = 2.96) 
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Figure 12 
Kidmap for Case No 251 on Core Strength Dimension (MNSQ = 5.06) 
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In Figure 11, we present the kidmap for Person 25 on the Strength of Fit dimension – the 
MNSQ fit statistic for this student is 2.96, considerably above the usual limit of 1.33. We notice 
that Person 25 has one item options that are easier but not achieved (9.3=item 9, response 3) and 
one item response options that was harder and achieved (10.3 = item 10, response 3). This 
pattern of being able to agree with a few more difficult items and not with a few easier items,  
indicates a student who is responding fairly consistently with the overall tendency of most 
students, but that has some important differences for a few items. In a clinical situation, one 
would want to investigate why the student differed from typical for these few items. 

Similarly, in Figure 12, we present the kidmap for student 251 on the Core Strength 
dimension—the MNSQ fit statistic for this student is 5.06, a great deal above the usual limit of 
1.33. We see that the responses 12.3 and 14.2 are much more surprising than any responses by 
student 25.  This student has more “surprising” results than expected ones. These specific 
surprising responses need to be considered for this specific student, but the pattern is so strong, 
and relatively uniform, that one might wonder whether this student experiences Core Strength in 
a different way than other students. 

While we present only two example kidmaps, we investigated kidmaps for all the 24 
students who were above the acceptable range, and found some inconsistent response patterns 
across dimensions. Having a small percentage of students whose responses are more random 
than expected is not a great concern—this will still occur even in data simulated to fit the 
psychometric models exactly. Thus, we can conclude that overall the student responses are 
consistent to the items, although, in a clinical situation, one would want to look again at the 
students with poor fit to make sure whether reporting overall outcomes such as locations on the 
flagged dimensions, was proper.  

In Table 7, we compare the WLE estimates of the students showing high person misfit 
with those of the entire sample. We notice that these 24 students that are showing high person 
misfit have higher Stereotype Belief, low Domain Identification, low Strength of Fit and low 
Core Strength in comparison to the average respondent. The fact that these students come with a 
relatively strong belief in the negative stereotype and relatively lower identification with the 
domain and transfer student community in comparison to the sample, seems like they are 
probably disengaged with the survey also. Nevertheless, since the number is very low, we can go 
ahead with the rest of the analysis. 
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Table 7  
WLE Estimates of selected students showing high person misfit (N=24) 
 

 Stereotype 
Belief  
WLE 

estimates 
(in logits) 

Domain 
WLE estimates 

(in logits)  

Strength of Fit 
WLE estimates 

(in logits) 

Core Strength 
WLE estimates 

(in logits 

Respondents showing high person 

misfit (N=24) 

0.55 -0.44 -0.10 -0.46 

 

Average scores of all respondents 

(N=392) 

 

-0.00 

 

0.12 

 

0.05 

 

0.04 

 
 
Standard Error Measurement 
 

We also analyzed the standard error of measurement and test information curves for all 
the four dimensions (see Figure 13). The test information function is shown in blue and it values 
may be read off the left-hand axis. The SEM is shown in red and its values may be read off the 
right-hand axis. The test information function tells us how well is the instrument doing in 
estimating ability over the whole range of ability scores. The SEM function tells us the precision 
of our instrument. Higher SEM leads to less precision. 

As shown in Figure 13, for the Stereotype Belief dimension, we notice that the SEM is 
higher for students who scored lower in this dimension. This means there is less information 
about students with lower Stereotype Belief. SEM usually increases for outliers and this is 
expected. For the domain dimension, we notice that the SEM is higher for students both at the 
lower and upper range of estimates. For the strength of fit dimension, we observe a similar 
pattern but also notice that the SEM curve is steeper than the other dimensions. This means that 
maximum information is available for students within the ability range of -2.5 to 0.75 logits. For 
the items in the core strength dimension, the SEM is higher for students who scored higher, 
which means the information is less precise for students with higher estimates in this dimension.  
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Figure 13 
Standard Error of Measurement (SEM) and Test Information Function for the Four Dimensions 
– Stereotype Belief, Domain, Strength of Fit and Core Strength 
 

 
 
 
Reliability  

 
In addition to fit statistics, we also look at the EAP/PV reliability which gives the 

precision of person ability estimates. It is measured as the model explained variance divided by 
the total person variance. Table 6 lists down the reliability of unidimensional and 
multidimensional analysis. Overall reliability of the instrument when treated as a unidimensional 
construct is 0.763. In the multidimensional format of the instrument, we could achieve high 
levels of reliability for all but one dimension – the Stereotype Belief dimension with a reliability 
of 0.587. The reason we see a weak reliability for the Stereotype Belief dimension is because 
probably the instrument is not sensitive enough to differentiate between individuals with high 
Stereotype Belief and low Stereotype Belief. Thus, we might want to include more statements in 
the Guttman block of items. However, this was something we also found when we were 
interviewing the transfer students – they were confused with regards to their overall beliefs with 
regards to the stereotypes about their group.  
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Table 8 
Reliability of Stereotype Threat Transfer Students Instrument 
 

Dimension EAP/PV 
Reliability 
(Unidimensional) 

EAP/PV 
Reliability 
(Consecutive) 

EAP/PV Reliability 
(Multidimensional) 

Stereotype Belief 0.77 0.492 0.581 

Strength of Fit 0.667 0.708 

Domain Identification 0.874 0.887 

Core Strength 0.709 0.740 

 

Validity Evidence 

There is a scientific as well as a social need to validate an assessment (Kane, 2006) and 
we use both these lenses as we adapt the six strands of validity proposed in the Standards of 
Educational and Psychological Testing report, evidence based on (a) instrument content, (b) 
internal structure, (c) response processes, (d) relation to other variables, (e) consequences of use 
and (f) fairness. (Standards, AERA, APA & NCME, 2014). We will present the argument of 
validity for each dimension separately.  
 
Stereotype Belief 

 
Evidence based on Instrument Content:  To compile evidence based on instrument 

content, we must analyze the relationship between the instrument content and the construct it is 
intended to measure (AERA/APA/NCME, 2014, p. 11).   

The Stereotype Belief construct was created not only based on social psychological 
theory but also based on many conversations and discussions we had with the transfer students 
during the initial stages of the project. We conducted 20 one-on-one interviews with the transfer 
students to capture their views and experiences. We asked students about their awareness 
regarding the stereotypes associated with transfer students. Most of the students, especially those 
enrolled in STEM courses, indicated feeling as “underdogs” and going through “imposter 
syndrome” especially in their first semester of transfer. In the words of a student – 
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"Transfer students are people not good enough to get in as freshmen, are more likely to 
fail classes, inexperienced, behind others. It can be hurtful, but some of it is true, so I feel 
motivated to tear the stats apart. Mixed feelings I guess” 

The challenges of transferring from community college were not only academic in nature 
but also cultural, as indicated by a few respondents–  

“It is hard to make friends because groups have already been formed” 

“It is hard to get into clubs because they pool you with freshman.”  

While it is more severe during the first year of transfer, there were respondents who 
indicated that the effects are long lasting – 

“I fear discrimination by companies, hence I do not like to put my transfer student status 
on resumes when applying for jobs.”  

 We didn’t associate the term “positive” or “negative” when we asked them regarding 
their familiarity with stereotypes, yet, most of the respondents spoke to us only about the 
negative stereotypes. Only two respondents mentioned positive stereotypes, such as – 

 “transfer students are more hardworking than the rest” 

“transfer students have more life experience than others”  

We realized that these negative stereotypes are not a manifestation of the external 
community (such as professors, other non-transfer students, etc.), rather they are a manifestation 
of their own beliefs.  This clearly came out during our conversations as indicated by a 
respondent- 

“In general professors are nice and the education faculty cares.”  

Hence, the source of threat is clearly embedded within the individual. This threat stems 
from the fact that going to community college was not the first choice for most of the 
respondents. As indicated by a student -  

“In community college, there is no social aspect, people are there because they got 
rejected so their goal is to get out of there” 

 
Hence this feeling of “others got it right in the first shot” adds an additional layer of 

negative beliefs to an otherwise already stressful process of transferring and getting adjusted to a 
new environment. We also realized that these respondents were at varying levels of awareness 
and belief with regards to the stereotypes. There were a few who also indicated being aware but 
not being affected and we wanted to capture that aspect in our construct as well. In the words of 
one student – 
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 “I never feel the stereotypes that are associated to the transfer student community to be 
also true about myself” 

 
Many of these aspects that we covered through interviews are in sync with what we 

found in the literature as well. In summary, students have varied opinions about the stereotypes 
associated to transfer students and thus, also vary in the extent to which it affects them.  

 
We use this evidence to develop our construct map. We attempt to categorize students 

based on the extent to which they believe in the negative stereotype – disbelief category 
comprises of students who do not believe in the stereotype, partial belief category comprises of 
students who believe in the stereotype to some extent and belief category comprises of students 
who completely believe the stereotypes regarding the transfer student. We capture two aspects of 
their belief/awareness, (1) the extent to which students feel the negative stereotype to be true 
about themselves and (2) the extent to which students feel the negative stereotype to be true 
about their group. The items are developed in correspondence to the construct map, so that they 
can successfully capture the differences in belief among respondents. Each statement of the 
Guttman item is scored based on the level of the construct map it is aligned to. We carefully 
align the construct map, items and scoring guide in a meaningful way, thus establishing content 
validity evidence of the instrument.  
 

Evidence based on Response Processes: To compile evidence based on response 
processes, we engaged in analyzing student’s thought processes while taking the instrument 
using the think-aloud procedure. We captured feedback from 13 participants.  

Overall, students found the survey items clear and easy to understand. While filling out 
the demographic section, some students felt like the negative stereotypes have a more severe 
impact among transfer students who are females, first generation learners, undocumented 
students and other minority groups. We will empirically test some of these aspects in the 
subsequent chapter. We used their feedback to make changes to the instrument, especially with 
regards to the ordering of the items. For example, we reordered the Stereotype Belief items to 
appear last in the survey so that responding to these does not influence their responses to the 
questions in the other dimensions. 

Evidence based on Internal Structure: Wright Map. The Wright Map provides insight 
into how empirical evidence corresponds to theory. In the Rasch framework, the probability of 
endorsing the most valued statement is modeled as a function of the respondent’s attitude and 
item difficulty (Wright and Masters, 1982). A Wright map depicts the visual representation of 
this relationship. We present the Wright map of the Stereotype Belief construct based of the 
consecutive unidimensional analysis in Figure 14. The left side of the map shows the distribution 
of the respondents based on their estimates on the Stereotype Belief construct. In accordance 
with the model assumptions, the respondents are distributed normally between a range of around 
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-2 logits to +2 logits, we observe most of our respondents lying between -1 and +1 logits. This 
means that most students are tending to pick answer options at the middle of the scale. Hence, 
we can conclude that the range of items are appropriate for this group of respondents. In other 
words, the items are not too easy or not too difficult to agree with.  
 
Figure 14 
Wright Map of Stereotype Belief Dimension from Consecutive Unidimensional Analysis 
 

 

 

 
The right side of the map is ordered so that each column represents a different level of the 

Stereotype Belief construct. This representation helps to see whether items are behaving as 
expected with respect to the hypothesized construct map levels. The right side also displays 
thresholds for each item step that have been separated into columns, which correspond with the 
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levels of the construct map. Since each column represents a threshold that corresponds to a given 
level of the construct map, if the construct map levels have a reasonably constant meaning across 
items, the thresholds in each column should be in a similar level of difficulty, and the difficulties 
should increase as the levels of the construct map increase. We see that all items in the 
Stereotype Belief construct follow this pattern.  

Further as we notice in the Figure, two of the items have only two thresholds since they 
had only three response choices. Given that there are three levels of the construct map that they 
can map onto, we had a choice of placing the two thresholds onto any two levels of the construct 
map. We chose to place them in Level 1 (Disbelief) and Level 3 (Belief) respectively. This is 
because of two reasons – (a) theoretically, both the items were designed in a way that they would 
successfully differentiate students who believed the negative stereotypes from those students 
who did not, and this is most strongly formed at the bottommost and topmost levels of our 
construct map, and (b) empirically, it was observed that the two thresholds were closer to the 
median item thresholds at level 1 and level 3.  

We also notice that the item thresholds representing the different levels of the construct 
occupy different “bands” of the scale. We arrive at this banding structure by drawing a line 
between the sets of thresholds for each level. We notice that these bands are distinct and ordered 
consistently with the hypothesis in the construct map (Figure 5). These bandings provide internal 
structure evidence by demonstrating how consistently the items engage the levels.  

In addition, by following the lines across from the item side to the student side, we can 
use the bands to associate the students with different levels of the stereotype belief dimension. In 
fact, we can now report the numbers (and percentages) of students in each level in our sample as 
shown in Table 12.  
 

Evidence based on Relation to Other Variables: Along with the 14 Guttman items, we 
requested additional information from the respondents which we would use as external variables. 
We list the external variables in Table 9.  
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Table 9  
Response Variables 
 

 

As part of this study, we used a Likert-type item (as shown in Table 9), “What type of 
influence does being a transfer student have in your life?” to ascertain of how students feel about 
their transfer student status. The item responses were judged into three responses categories 
(positive, negative and neutral) and we scored the judged categories into two final categories– (a) 
Positive influence (scored as 1), (b) Neutral or negative influence (scored as 0).  We also asked 
students to indicate, as a numeric input, the number of data science related courses/activities they 
were currently involved in to understand the extent to which they are engaging with the data 
science domain. The responses to this item ranged from 0 to 10. We categorize these responses 
into two groups – (a) 0 to 5 courses/activities (scored as 0), (b) 6- 10 courses/activities (scored as 
1). Finally, as an open response item, we asked the students whether they feel a positive mindset 
can help overcome a lot of the challenges in life.  All students who indicated that a positive 
mindset can help overcome challenges were scored into category “Yes” (scored as 1). Students 
who completely or partially negated the belief that a positive mindset can help overcome 
challenges were scored into category “No” (scored as 0).  

 
We use a multidimensional latent regression model to analyze the effect of these 

predictor variables on the overall estimates in each dimension. We present the regression results 
in Table 10.  
  
 

Response Variable Category of Responses Label 

What type of influence does being a 
transfer student have in your life? 

(influence) 

1. Positive Influence (Reference 
Category) 

2. Negative Influence  

  positive_influence 

How many data science related 
courses/activities are you currently 

involved in? (num_courses) 

1. 0-5 courses/activities 
2. 6 – 10 courses/activities 

(Reference Category) 
 

num_courses 

Some people say that a lot can be 
overcome with the right mindset and 

will power. Do you think so? 
(mindset) 

1. Yes (Reference Category) 
2. No or Neutral 

    mindset 
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Table 10 
Latent Regression Coefficients 
 

         *** p<0.01, ** p<0.05, * p<0.1 

As we notice in Table 10, the overall Stereotype Belief of students who indicated their 
transfer student status as having a positive influence in their lives is 0.674 logits lower than 
students who indicated otherwise. This difference is statistically significant with p value less than 
0.01. Similarly, we notice that students who took a higher number of data science 
courses/activities scored significantly lower on Stereotype Belief than those who were involved 
in fewer courses/activities. Finally, we notice that students who indicated a positive mindset as 
the key driving factor to overcome obstacles scored significantly lower on Stereotype Belief than 
those who indicated otherwise. These differences are consistent with what we were hoping to 
expect (see Figure 1, Chapter 2), thus lending further support in favor of our instrument.  

 
Evidence based on Consequences of Use: Regardless of the evidence gathered in the 

above categories, if an instrument is found to have negative consequences then careful 
consideration is required when determining its intended use (Wilson, 2005). The main purpose of 
this instrument is to make positive efforts to measure, understand and mitigate the harmful 
effects of stereotype threat and that would be the best use of it. Given the newness of the 
instrument, there are no actual consequences of use yet. However, asking students questions 
regarding their stereotype belief might, in a way, reinforce the stereotype in their minds again. 
This is something we should be careful about. We attempted to solve this issue by using the term 
“stereotype” instead of “negative stereotype” in our survey, thus allowing respondents the liberty 
to think about both negative as well as positive stereotypes.  

 
Fairness: The Standards define fairness using two key concepts, the first focuses on fair 

and equitable treatment of all assessment takers (Standards, AERA, APA & NCME, 2014).  
Overall, by using a common platform like social media, we ensured that the survey was made 
accessible to all individuals from diverse subgroups (as those defined by race, gender, etc). The 
interviewer took special considerations to ensure that the interview process was unbiased and all 

Regression Variable Stereotype Belief Strength of Fit Domain Core Strength 

positive_influence -0.674 (0.097) *** 1.054 (0.124) ***  0.328 (0.230) 0.592 (0.148) ** 

num_courses 0.426 (0.097) *** 0.241 (0.123)      1.137 (0.229) *** -0.154 (0.148)  

mindset -0.501 (0.139) *** 0.278 (0.176)  1.152 (0.329) ***  0.847 (0.212) *** 

constant -0.122 (0.130) -0.513 (0.165) -1.713 (0.308) -0.638 (0.198)  
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sensitive information was handled with care and anonymity. On the Stereotype Belief construct, 
the focus was solely on the stereotypes of the transfer students. We refrained from asking items 
which focused on understanding these beliefs for a sub-group and thus, ensured a universal 
design of the instrument. The second concept of fairness emphasizes issues of fairness in 
measurement quality. (Standards, AERA, APA & NCME, 2014). An important aspect of this 
concept includes testing for any measurement bias within items that might be favoring a sub-
group. We will cover that aspect in the subsequent chapter.  

 
Strength of Fit 
 

Evidence based on Instrument Content: During the interviews, we asked students 
regarding the extent to which they feel associated to the transfer student community. Some 
respondents indicated a positive association –  

 
“it brought me to my group of friends”, 
 
There were some students who felt they are being looked down. As a result, they felt 

uncomfortable disclosing their transfer student status. In the words of a respondent –  
 
“Although I am proud of being a transfer I still get weird looks from people when I tell 

them I am a transfer.” 
 
Some students claimed that they receive differential treatment because of their transfer 

student status. In the previous section, we indicated a respondent not feeling comfortable with 
putting his transfer student status in his resume because of fear of discrimination. All these 
instances indicate students’ varying levels of associations with the transfer community. In the 
words of a few respondents –  

 
 “People seem to treat me differently at the university when they realize I am a transfer 

student.” 
 
“My transfer friends are a lot more mature and focused in our studies. We all came here 

for a reason, and we have wealth of stories about our zigzaggy paths. Some fun ones, some 
painful ones. At the same time, many others, especially clubs, exclude us, and many of us have 
had very limited opportunities before coming here. A lot of first-years judge us negatively as 
having taken the easy path.” 

 
We also encountered students who found it hard to articulate and understand their 

identification with the transfer students group -    
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“It's hard to summarize the transfer experience, especially for older re-entry students. 
There's just a lot to it” 

 
Thus, we realize that students varied greatly with regards to their level of comfort in 

disclosing and acknowledging their transfer student identity. While some claimed to be proud 
group members, there were some who were not so comfortable with their transfer student 
identity and there were some who were embarrassed to acknowledge their association. We try to 
capture these differences in sense of belongingness with the stereotyped group (transfer students 
in this case) through the Strength of Fit construct map. We used five levels to categorize students 
on strength of fit - negative fit, low fit, moderate fit, complete fit, over fit (see “instrument 
development” section for detailed definitions) The hypothesis is that higher Strength of Fit 
would lead to higher levels of stereotype threat experience. The items were developed such that 
each statement in the Guttman block targeted one of the levels mentioned above. The scoring of 
the Guttman items was based on the level of the construct map the selected statement (of the 
block) was aligned to. Thus, by aligning the construct map, items and scoring guide through this 
process, we could establish content validity evidence of the construct.  

 
Evidence based on Response Processes: Overall, students in think-aloud interviews 

indicated that they were comfortable answering the items in the Strength of Fit construct. There 
were few students who mentioned that they haven’t met anyone who was obsessed with their 
transfer student status which is currently the highest level of our Strength of Fit construct map 
(Over Fit). We believe, while this may be true for the transfer students community, we need to 
test it out with some other group (age, race, ethnicity, etc.) before making further inferences. 
Students also indicated that their intersecting identities like race and gender have a strong impact 
on their identity as a transfer student as well. We will test this out in the subsequent chapter.  

Evidence based on Internal Structure: We present the Wright map of the Strength of Fit 
construct based of the consecutive unidimensional analysis in Figure 15. On the left side of the 
map, the respondents have a roughly normal distribution between around -2 logits to +3 logits. 
We observe that most of the respondents lying between -1.5 and +1.5 logits. Hence, we can 
conclude that the range of items is appropriate for this group of respondents. 

We notice that the bands are distinct and ordered except for the topmost threshold of item 
SF1 (refer to Appendix for complete item). During think-aloud interviews, students mentioned 
that the response option that maps to Level 4 of item SF1 (I feel everyone should want to be a 
transfer student) was one of the most difficult statements to agree with throughout the 
instrument. Hence, we see that evidence in the Wright Map as well. We extend the lines from the 
item side to associate students with different levels of the strength of fit dimension. We report 
the numbers (and percentages) of students in each level in our sample in Table 12.  
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Figure 15 
Wright Map of Strength of Fit Dimension from Consecutive Unidimensional Analysis 

 

 
Evidence based on Relation to Other Variables. From Table 10, we notice that, on 

average, the Strength of Fit estimates of students who indicated their transfer student status as 
having a positive influence in their lives is 1.054 logits higher than students who indicated 
otherwise. This difference is statistically significant with p value less than 0.01. Similarly, on 
average, students who took a higher number of data science courses/activities also scored higher 
on Strength of Fit (0.278 logits), but this difference was not statistically significant. Finally, we 
notice that on average, students who indicated a positive mindset as the key driving factor to 
overcome obstacles scored 0.278 logits higher on Strength of Fit than those who indicated 
otherwise. But this difference was not significant.  

Overall, the differences observed among various subgroups are consistent with theory 
where we found that students who view their group positively would also be more strongly 
attached to their group. (see Figure 1, Chapter 1). We did not observe any significant association 
of the outcome variable (positive_influence) with the number of data science courses taken and 
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believing in a positive mindset. This is because viewing the transfer student’s group positively 
does not necessarily lead to higher domain identification or higher core strength.  
 

Evidence based on Consequences of Use: As mentioned previously, the instrument is 
still very new and we would like to test it on a larger group before any consequence of use can be 
determined. There are no negative consequences specific to the Strength of Fit dimension. One 
thing we should be careful about is that the items have been designed to capture situation specific 
stereotype threat. Group identification is a dynamic construct and it may change over time which 
would also lead to changes in stereotype threat. This is especially true in our situation, since the 
students on average spend up to 2-3 years as transfers. Thus, we will need to recalibrate the 
individuals’ stereotype threat experience again should the situation/conditions change.  

 
Fairness: We attempt to ensure that the items of the Strength of Fit construct are focused 

on the transfer student community overall and that there is no influence or bias towards a sub-
group. By allowing the students to fill the survey at a location and time of their preference, we 
ensure they are in a comfortable space and do not feel influenced in anyway. In the pilot stage, 
we tested out the instrument and no concerns were reported. We allow students to skip/miss a 
question if they do not feel like answering it. Overall, we attempt to treat each respondent and 
their responses in an equitable way, thus addressing any concerns with fairness.  
 

Domain 
 

Evidence based on Instrument Content: When we started our study, we did not have a 
preference of domain. Through conversations we realized that data science as a field attracts 
students from various disciplines and hence we decided to test data science as our domain first.  
Overall students felt that the coursework changes drastically when moving from a community 
college to a four-year university. In the words of a respondent – 

 
“Community college courses are slower paced and student find them easier to 

complete.” 
 
We realize this shift in pace strongly influences their interest in data science also. 

Respondents indicated that despite being involved in data science courses in a four-year 
university, they were not exposed to data science courses in the community college. Thus, one 
would expect transfer students to be lower in domain identification because of not getting 
enough exposure to data science courses at the community college. But, some respondents 
indicated actively participating in data science related clubs and activities in the absence of 
formal courses.  
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We use this evidence to develop the Domain construct map. We created the construct 
map levels to capture the varying levels of interest in the data science Domain, from dislike to 
passion, the five construct levels were designed with careful consideration and discussion with 
experts and students themselves. We use the construct map levels to guide the development of 
the items. While developing the items, we decided to incorporate both participation in formal 
data science courses as well as involvement in data science related activities as indicators of 
domain interest. All the items solely focus on individuals’ self-perception and not their actual 
abilities. The scoring of the items was aligned to the construct map levels. By careful articulation 
of what domain identification means, we could establish a strong alignment of the construct map, 
the items and the scoring guide and thus establish content validity evidence of the domain 
construct.  

 
Evidence based on Response Processes: Overall, students were comfortable with the 

items in the Domain construct. Students mentioned that further clarification was needed with 
regards to what constitutes a data science course – whether computer science, econometrics, etc. 
fall in the data science bracket. We clarify this in the survey clearly. We also asked students to 
indicate their interest in activities (such as clubs, quizzes, online courses, etc.) related to data 
science to determine their overall interest in the domain.  Since our choice of domain was 
academic in nature, we were planning to include overall GPA scores of students in our study. But 
students in our think aloud interviews mentioned that grade point average or GPA scores are 
often misreported and should not be a part of the study. GPA scores also greatly vary depending 
on the course, department and university. Hence, we decided not to include them in the study. 

Evidence based on Internal Structure: Wright Map. We present the Wright map of the 
Domain Construct based of the consecutive unidimensional analysis in Figure 16. The 
respondents show a roughly normal distribution between around -5 logits to +5 logits. We 
observe most of our respondents lying between -3 and +2 logits. Hence, we can conclude that the 
range of items are appropriate for this group of respondents.   

We see that the thresholds in each column are arranged around similar difficulty level. 
We notice that the banding structure is distinct and ordered, consistent with the hypothesis of the 
construct map (Figure 4). This provides internal structure evidence. We report the frequency 
distribution of students in each level in our sample in Table 12.  

 
 

 
 
 
 
 



 68 

Figure 16 
Wright Map of Domain Dimension from Consecutive Unidimensional Analysis 

 

Evidence based on Relation to Other Variables.  The overall domain identification of 
students who indicated a positive mindset as the key driving factor to overcome obstacles was 
1.152 logits higher than students who indicated otherwise (Table 10). This difference is 
statistically significant with p value less than 0.01. Similarly, on average, students who took 
higher number of data science courses/activities, also scored significantly better in this 
dimension. This provides a strong evidence in support of our instrument. Indeed, more data 
science courses a student takes, more will be his/her identification with data science.  

 
Evidence based on Consequences of Use.  This instrument is solely for measuring 

stereotype threat among transfer students and we recommend usage only for that purposes. Since 
the items are based on individuals’ self-perception which does not capture data science ability, 
we should be careful with regards to the conclusions that we can draw about the individual. 
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Thus, domain identification items should not be used to make decisions about an individual’s 
overall ability in data science.  

 
Fairness. Domain is the only academic focused dimension in our instrument. We need to 

be careful so that students from different academic backgrounds can approach the items without 
any discomfort or apprehensions. We avoid asking any questions with regards to their data 
science ability (such as scores in a recent data science course). We only capture their self-
perception. With that we can achieve universality of our construct. Students from different 
academic backgrounds (economics, math, geography, political science, etc.) can approach the 
items with equal comfort. Some of the students indicated lack of opportunity to take data science 
courses despite having interest in pursuing a data science course or degree. Keeping this in mind, 
in the items of the Domain construct, we do not differentiate between students who were 
involved in data science activities and students who were enrolled in formal data science courses, 
thus ensuring equality and standardization of our instrument.  

 
 
Core Strength 
 

Evidence based on Instrument Content: Almost all respondents indicated that the right 
mindset plays an important role in overcoming stereotypes associated to transfer students. In the 
words of a respondent –  

 
“I think it is harder to make friends but there are so many resources and people to help!” 
 
When we asked them to name one key driving factor that helps them navigate through the 

challenging environment created by the negative stereotypes, a lot of students mentioned 
“resilience” as that key factor, some mentioned “self-belief” as well.  Some students also felt that 
that the transfer student experience makes them more hardworking, passionate and helps them 
develop a stronger mindset. In the words of a respondent –  

 
 “Professors like transfer students because they are more hardworking and focused than 
the rest of the students.”   
 

During our conversations, some students also indicated that self-confidence and self-
esteem play an important role to overcome barriers. In the words of a few respondents –  

 
“I am much older and more mature than I would have been if I started this program out 

of high school. I know what I want, how to achieve it, and I have the tools to do so” 
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“If I hadn’t gone to a Community College, I would not have seen a part of myself that I 
never knew existed. I also could really make a better decision about what I wanted to study and 
make an impact on my community back home. Lastly, I was able to set an example for my 
younger siblings and other students that have similar backgrounds to mine that we are able to 
make it out and make something of ourselves.” 

 
Yet, developing a core strength is not enough and there are other factors, both situational 

and contextual that are difficult to overcome. In the words of a respondent –  
 
“Obviously, there is more to just will power, like racism and other biases. However, I am 

the child of an incarcerated person, ACOA and daughter of a heroin addict, I have worked to 
support myself since I was 17 and I have gotten straight A's in school and never paid rent late 
because I work really hard and used strategies that most savvy poor people have had to use to 
get ahead.” 

 
Through these conversations, we realize that a stronger mindset is definitely very 

important, but not enough. Not every individual has the will power and strength to overcome the 
deleterious effects of stereotype threat. There are also some individuals who also strongly believe 
nothing can be done. We would most likely expect the latter individuals to feel the threat more 
intensely. We use these concepts to develop the Core Strength construct map. The five construct 
map levels ranging from a chaotic mindset to an extremely positive mindset attempt to place 
everyone at a level where their core strength is directly aligned to. We develop items that target 
some key principles such as self-esteem, self-efficacy and resilience which have a strong 
influence on the core strength. The scoring of the items was aligned to the construct map levels. 
Thus, with careful alignment of the construct map, items and scoring guide, we could establish 
content validity evidence for this dimension.   
 

Evidence based on Response Processes: Overall, students found the survey items easy to 
comprehend. Based on the feedback from the think-aloud interviews, we decided to place the 
core strength items at the start of the survey. This is because we did not want their answers in 
any other dimension to influence their responses to the items of this construct. For example, we 
suspected that a poor domain identification might lead to some lower responses in the Core 
Strength construct which is something we wanted to avoid. This decision of placing Core 
Strength items to appear first in the sequence of items was made after incorporating feedback 
from students on the correct ordering of the items and dimensions.  

Evidence based on Internal Structure: We present the Wright map of the Core Strength 
Dimension in Figure 17. Overall the banding is clear and distinct providing internal structure 
evidence. We used theoretical and empirical reasoning as mentioned previously to place one of 
the items with only three thresholds (four response options) at Level 1, Level 2 and Level 4 of 
the construct map.  On the person side, the respondents show a roughly normal distribution 
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between a range of around -4 logits to +3 logits. We observe most of our respondents lying 
between -2 and +2 logits. Hence, we can conclude that the range of items are appropriate for this 
group of respondents. We report the frequency distribution of students in each level in our 
sample in Table 12. 

 
Figure 17 
Wright Map of Core Strength Dimension from Consecutive Unidimensional Analysis 

 

 
Evidence based on Relation to Other Variables:  On average, the strength of mindset of 

students who indicated their transfer student status as having a positive influence in their lives is 
0.592 logits higher than students who indicated otherwise (Table 10). This difference is 
statistically significant with p-value less than 0.01. Similarly, students who indicated a positive 
mindset as the key driving factor to overcome obstacles scored 0.847 logits higher than students 
who indicated otherwise. This difference is statistically significant with p-value less than 0.01. 
This is consistent with our hypothesis (see Figure 1, Chapter 2) that students with weaker 
strength of mindset would feel more threatened from the stereotype. However, we find no 
significant association between Core Strength and the number of courses taken which is again 
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consistent with what we hypothesized in the stereotype threat balance framework. Thus, these 
differences lend credibility to our instrument. 

 
Evidence based on Consequences of Use:  Given the newness of the instrument, we have 

found no actual consequences of use yet. We do not recommend usage of this instrument on 
respondents below eighteen years of age. We do not recommend usage of the instrument to make 
any characteristic judgements about individuals. The purpose of the core strength dimension is to 
gauge an individual’s ability to overcome stereotype threat.  

 
Fairness: We attempt to ensure that the items in this dimension are unbiased and 

standardized, not only for different demographic subgroups, but also for different stereotype 
threat conditions. This is the only dimension that can be used for different stereotype threat 
situations. By ordering the items of the Core Strength dimension to appear first in the survey, we 
attempt to ensure that the responses are unbiased and not influenced by the responses to items of 
other dimensions. We will cover measurement related fairness concerns in the subsequent 
chapter.   

 
 

Internal Structure Across the Four Dimensions 

We present Wright map from the multidimensional analysis in Figure 18. The four 
dimensions are aligned using the delta dimensional alignment technique enabling comparison of 
students across dimensions. The respondents are distributed between a range of -4.5 to +6 logits 
on the Strength of Fit dimension. This range is maximum when we compare across dimensions. 
This means that overall our sample of students have highly varied levels of group identification. 
We noted, for all dimensions, the variation in person distribution is greater for the 
multidimensional model than for the consecutive unidimensional model. This is what we 
theorized in the earlier chapter when we mention the stereotype threat balance framework. The 
boundary conditions like having stereotype belief, domain identification, group identification and 
a weak mindset would increase the chances of experiencing the threat, whereas, it is possible for 
individuals to guard themselves from the harmful effects of stereotype threat by switching off 
one of the other variables. This leads credibility to our framework and the fact that stereotype 
threat must be treated as a multidimensional concept, something which a lot of researchers in the 
past have failed to recognize. 
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Figure 18 
Multidimensional Wright Map of Four Dimensions – Stereotype Belief, Strength of Fit, Domain, 
Core Strength  
 

 
 

In Table 11, we present the disattenuated correlation matrix1 which stands as effect size 
evidence of stereotype threat being a multidimensional construct. We see moderate negative 
correlation of stereotype belief dimension with the other three dimensions. This can be 
interpreted to mean that: individuals with high belief in stereotype threat would tend to have a 
relatively weaker core strength and a relatively weaker mindset to overcome stigma, and will 
also be inclined to try to disassociate themselves from their group identity and domain identity. 
Alternatively, this could also be interpreted as: a healthy mindset tends to lead to lower belief in 
the negative stereotype, and to stronger group and domain identification. We see moderate 
negative correlation of strength of fit with the domain dimension. We also notice that strength of 
fit strongly correlates with the core strength dimension (0.71). This means that individuals with a 
stronger core strength will also tend to have higher group identification and/or vice versa. We see 
moderate positive correlation of domain dimension with core strength domain. This means that 
individuals with higher domain identification tend to have higher overall core strength. This is 
what we theorized previously and the empirical evidence is in support of this theory.   

 
 
 

                                                
1 Note that the multidimensional model directly estimates these correlations, incorporating measurement error into 
that estimation—hence, the correlations are disattenuated. 



 74 

 
Table 11    
Correlation Matrix (Disattenuated) 
 

 Stereotype 
Belief 

Strength of Fit Domain Core 
Strength 

Stereotype Belief 1    

Strength of Fit -0.562 1   

Domain -0.360 0.487 1  

Core Strength -0.629 0.710 0.461 1 

 
 
In Table 12, we present the frequency distribution of the sample in each level of the 

construct map for the four dimensions. We can successfully determine the number and 
percentage of students in each level using the Wright Map. The strength of this representation 
lies in the fact that every respondent can be placed in a level of each dimension based on 
estimates in the stereotype threat instrument2. This helps in determining the extent to which an 
individual experiences stereotype threat. It also enables useful comparisons across individuals 
and dimensions.  

As we notice in the Table, 53.3% of the sample lies in Level 1 of the Stereotype Belief 
construct and 65.6% of the sample lies in Level 2 of the Strength of Fit construct. Whereas, 
42.9% of the sample lies in Level 3 of the Domain construct and 43% of the sample lies in Level 
3 of the Core Strength construct. Thus, an average individual in our sample is low on stereotype 
belief and strength of fit as compared to domain identification and overall strength of mindset. 
 
 
 
 
 
 
 
 
 

                                                
2 Except, potentially, students with large amounts of misfit. 
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Table 12 
Frequency Distribution of Sample in each level of the Construct Map for the four dimensions, 
Stereotype Belief, Strength of Fit, Domain and Core Strength 
 

 Stereotype Belief  
N (%) 

 

Strength of Fit 
N (%) 

 

Domain 
N (%) 

 

Core Strength 
N (%) 

 
Level 0 43 (11.0%) 14 (3.9%) 6 (1.7%) 2 (0.5%) 

Level 1 208 (53.3%) 

 

53 (15.2%) 55 (15.5%) 11 (2.5%) 

Level 2 125 (32.0%) 231 (65.6%) 90 (25.4%) 163 (40.2%) 

Level 3 14 (3.6%) 43 (12.1%) 151 (42.9%) 174 (43.0%) 

 

Level 4 

  

11 (3.1%) 

 

51 (14.4%) 

 

55 (13.6%) 

 
 

CONCLUSION 

In the previous chapters, we created a 14-item Guttman scale to measure stereotype 
threat. We evaluated the instrument on the student group who transfer from a community college 
to a four-year university seeking better academic prospects. These students are often stereotyped 
as “not being smart enough” and tend to experience imposter syndrome while in college. These 
stereotypes may have longterm effects as a few students indicated in their responses. Overall, we 
surveyed 392 students and conducted 33 interviews and think-alouds. We first tested the 
psychometric properties of the instrument and concluded that the multidimensional model fit best 
among those we calibrated. We found one misfit item in the Stereotype Belief dimension. We 
judge that the misfit could possibly be due to students not being consciously aware of the 
stereotype. We recommend testing the item with more groups and situations before making 
decisions regarding keeping, deleting or replacing the item. We found that only a small 
percentage of students (6.1%) showed misfitting responses indicating some form of untypical 
response pattern. Since it is only a small percentage, we are not concerned and can conclude that 
overall, student responses are consistent with the calibration of the items.   

Using the six strands of validity evidence (instrument content, internal structure, response 
processes, relation to other variables, consequences of use and fairness), we presented strong 
validity evidence in support of our instrument. The Wright Map also shows greater variation of 
student estimates in the multidimensional model than the consecutive unidimensional model. 
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Thus, our conceptualization that stereotype threat is a multidimensional construct is additionally 
supported. The correlation matrix showed moderate associations between our four dimensions, 
with the stereotype belief dimension being negatively correlated with the rest. This is what we 
theorized previously– higher stereotype belief will tend to lead to disidentification with domain 
and social group. And the opposite may also hold true. While the validity evidence is in favor of 
using the developed instrument to measure stereotype threat, we recognize the need to conduct 
further research and test the instrument on other groups, situations and larger sample sizes. 
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Chapter Four 

Racial Variation in stereotype threat: true differences or differential item 
functioning 
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Racial stereotypes and the threat arising from them have been at the center of stereotype 
threat research. Before we draw conclusions regarding racial differences in stereotype threat in 
our transfer students’ subgroup, as a final step of validation, we investigate for any potential item 
bias using differential item functioning. We use IRT methods for DIF detection because they are 
more sensitive to detecting DIF in a small sample per group and we used IRT methods to obtain 
sample estimates. We found evidence of DIF in all the three items in the stereotype belief 
dimension (two in favor of Whites and one in favor of Blacks and Latinos) and one item in the 
domain construct (in favor of Whites). Overall, we do not feel the instrument is unfair or biased 
towards a racial group. We feel that a few secondary latent traits (such as self-perception, belief 
in racial stereotypes, etc.), related to stereotype threat maybe causing racial differences in the 
way an item is perceived. Finally, we analyze differences in outcomes for the five racial groups, 
Asians, Blacks, Latinos, Whites and Others (American Indians or Native Americans, Bi-racial, 
Pacific Islanders). We find that each group has their own strengths and weaknesses with regards 
to their ability to experience and mitigate the effects of stereotype threat.  
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INTRODUCTION 

In their controversial book, Herrnstein & Murray argued that intelligence and race were 
genetically linked (Herrnstein & Murray, 1996).  Although these claims and the research behind 
them have been debunked, we still have a long way to go in eliminating the stereotypes and 
perceptions of academic inferiority that exists with regards to the minority students in United 
States (Fischer, 2010; Torres and Charles, 2004). 

Thus, it is not surprising that the influence of race on academic outcomes is also felt 
among community college students. As Thayer and Olivo have rightly said, “Our higher 
education system puts the burden on students to deconstruct the inner workings of a disjointed 
transfer system” (Thayer & Olivo, 2021). Almost all community college enrolled students 
indicate interest in pursuing a bachelor’s degree in future (NCES, 2008). But not all of them can 
make it out of the community college. It has been found that, there is a strong association 
between transfer rate and the race of the student (Schulock & Moore, 2007). Blacks and Latinos 
have recorded lower rate of transfer nationwide, with Latino community groups experiencing the 
lowest transfer rate among all racial groups (Shulock & Moore, 2007). 

Thus, in this context of racial disparities, our study will be incomplete without looking at 
racial differences in outcomes of transfer students on stereotype threat instrument. While, we do 
feel the need to investigate how different racial groups have performed in our four dimensions, 
the assumption that the instrument is devoid of any inbuilt biases is also flawed and needs to be 
validated before any comparisons across groups can be made. Thus, we would like to first 
conduct a thorough investigation of the structure of the instrument and whether each item is 
invariant across different racial groups. The Standards of Educational and Psychological Testing 
demands “all assessment takers should be treated equally” (Standards, AERA, APA & NCME, 
2014). While fairness is a fundamental thread across all strands of validity, addressing 
measurement bias is central to fairness in assessment and testing. With the above motivation, in 
this chapter, we test the hypothesis that our stereotype threat instrument is devoid of 
measurement bias. We use differential item functioning methods to test the above hypothesis.   
 
Differential Item Functioning  

 
Differential item functioning or DIF occurs when groups of examinees with the same level of 

proficiency in a domain have different expected performance on an item.  DIF studies have 
gained prominence since the 1980s, perhaps because it is the only singular tool known till date 
that aids in evaluating tests for fairness and equity (Mapuranga et al, 2008).  An early definition 
of DIF was given by Shepard in her book Handbook of Methods for Detecting Test Bias 
(Shepard, 1982). She defines DIF (which was called item bias back then) as, psychometric 
features of an item that can misrepresent the competence of one group (Shepard, 1982). She 
further articulates, “An item is unbiased if, for all individuals having the same score on a 
homogenous subtest containing the item, the proportion of individuals getting the item correct is 
the same for each population group being considered” (Shepard, 1982). 
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According to Lord’s famous definition of DIF- “If each test item in a test had the same item 
response function in every group, then people of the same ability or skill would have the same 
chance of getting the item right, regardless of the group membership. Such a test would be 
completely unbiased” (Lord, 1980).   

This is popularly known as the no DIF condition. Lord defines the No DIF condition for a 
dichotomously scored item as -  
 

𝑃 𝑋 = 1, 𝐺 𝜃 = 	𝑃 𝑋 = 1 𝜃 𝑃(𝐺|𝜃) 

or equivalently, 

𝑃 𝑋 = 1, 𝐺 𝜃 = 	𝑃 𝑋 = 1 𝜃 , ∀𝜃, 

 

where P(.) is a probability, X is an item indicator variable (1 for correct and 0 for 
incorrect), G is a group indicator variable, and 𝜃 is a latent ability. The No DIF definition above 
states that the probability of a correct response at the same ability should be the same regardless 
of G.  

In his research, Garfield highlights the most infamous example of cultural bias in an item 
used in the Scholastic Aptitude Test (SAT) (Garfield, 2006).  The analogy item is presented 
below: 

RUNNER: MARATHON 
(A) Envoy: embassy 
(B) Martyr: Massacre 
(C) Oarsman: Regatta 
(D) Horse: Stable 

 
Approximately 53% of White students chose C, the correct answer, but only 22% of African-

Americans students chose C. (Garfield, 2006). The criticism was that students from lower 
income families were not exposed to the word “regatta” and thus failed to properly answer the 
question.  

For many years, SATs have been embroiled in controversies with critics claiming that SAT 
items have been sexually, culturally and racially biased (Rattani, 2016).  The purpose of 
including this information in this paper is not to discredit the SATs, but to highlight the 
importance of understanding and investigating item bias or DIF.  

Test makers, be it in the field of education or psychology, assume that when an assessment is 
created, and the person proficiencies are obtained, the differences in estimates observed among 
various sub-groups is only a function of everyone’s aptitudes or abilities. To some extent, these 
inherent differences do contribute towards inequality in scores observed, but as highlighted in the 
SAT example, bias can be embedded within the item itself causing additional, unexpected 
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differences in test scores among various sub-groups. The two phenomena mentioned above are 
often confused and misrepresented. While the former is known as differential impact, the latter is 
the DIF. Differential impact is a property of the individual (Dorans & Holland, 1992) It is 
present in an item, as well as the overall test because individuals and groups (such as those 
defined by race, gender, etc. differ with respect to the developed abilities measured by the items. 
However, this impact on any given item should be consistent with impact on other items of the 
same type. Thus, differential impact at the item level is frequently explained by impact across all 
items of similar type or impact at the total score level (Santelices & Wilson, 2010). In contrast to 
impact, which can be explained by stable, consistent and expected differences in ability 
distribution across groups, DIF is unexpected. An item does not display DIF if people from 
different groups have a different probability to give a certain response. The item displays DIF if 
and only if people from different groups with the same underlying true ability have a different 
probability of giving a certain response. Hence individuals with the groups need to be matched 
with respect to ability or the attribute that the item measures so that comparisons can be made 
and score equivalence can be established (Mapuranga et al., 2008). To match groups based on 
ability, researchers either use observed score or unobserved latent variable (Mapuranga et al., 
2008).  

The goal of an assessment developer is to create assessments free from DIF.  
DIF is a property of an item and it is possible for two items to depict DIF in opposite directions, 
the first being in favor of one group and the second being in favor of the other group. Thus, their 
overall effect may cancel out at the test level. Hence, it is important to study DIF at the item 
level. In a typical DIF study, we investigate item-wise DIF for two groups, the reference group 
and the focus group. Typically, reference group is defined as the group which is suspected to 
have an advantage, while the focal group refers to the group anticipated to be disadvantaged by 
the test. However, the grouping variable can also be multi-categorical. (Wang, 2008). 
 
Stereotype Threat and DIF 

 
Stereotype threat, treated as a psychological bias, can also be investigated using the 

properties of DIF. Although the effects of stereotype threat have been termed as a measurement 
problem by past researchers (Walton & Spencer, 2009), very little work has been done to 
understand stereotype threat from a measurement perspective, more so from an item’s 
perspective. As DIF is the property of an item, item analyses can make a valuable contribution to 
our understanding of how stereotype threat affects performance on individual items.  
Most stereotype threat researchers focus on average performance (Flore, 2018) and a lot of 
interesting information gets lost. As an example of information loss, in a study on a stereotype 
threat dataset by O’Brien and Crandall, it was found that women in the control group 
outperformed women in stereotype threat conditions for difficult items whereas the difference 
virtually disappeared for easy items (O’Brien & Crandall, 2003). But if one only looks at the 
average differences among the two groups in overall test, it is possible that we would find non-
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significant differences. This argument is like what Steele and his colleagues put forth in their 
work – “stereotype threat appears on a difficult test” (Steele & Aronson, 1995). But difficulty is 
more a function of an item than of the test. When we look at a typical test such as GRE, items are 
usually created in a way that an average student would be able to score 50% of the items 
correctly. Not all items are equal in terms of difficulty. Thus, when we look at item wise 
performance of students, we would observe that the stigmatized group would perform relatively 
poor in difficult items at the same time performing quite well on easier items (O’Brien & 
Crandall, 2003).  A DIF study will help highlight item-specific issues of stereotype threat and 
help in creation of tests that are less susceptible to stereotype threat and thus fairer.  
 
DIF Detection Methods 

 
There are various processes, both parametric and non-parametric that have been used to 

test for DIF. Some popular ones include the Maentel Haenzel Procedure (Holland & Thayer, 
1988), the standardized p-difference index (Dorans & Holland, 1993), logistic regression 
(Swaminathan & Rogers, 1990), and item response theory (IRT) models. Within the IRT 
framework popular models include the Rasch. (Rasch, 1980), the two-parameter logistic (2PL), 
and the three-parameter logistic (3PL) models (Birnbaum, 1968).  
 

Among these methods, the Mantel-Haenszel (MH) procedure, standardized p-difference 
index and logistic regression are based on observed scores whereas item response theory models 
assume an unobserved latent variable. There are several advantages and disadvantages for each 
of these methods. MH methods, which provides a chi-square test of significance is conceptually 
simple but it not designed to detect non-uniform DIF.  It also uses total scores as a substitute for 
latent traits (Meredith & Millsap, 1992). Zwick mentioned it is unwise to use the MH approach 
to short tests because the low reliability of the short test would lead to larger Type 1 error 
(Zwick, 1990). The standardized p-difference approach is like the MH procedure with similar 
issues.  
The logistic regression while sensitive to both uniform and non-uniform DIF, faces similar issues 
as the MH model – the use of total scores as a proxy for latent trait.  

 
For this research, we use an IRT method of DIF detection. Item response theory models 

use a logistic function that estimates the group-by-item interaction and tests the null hypothesis 
that the interaction is zero. We choose IRT models for various reasons. Firstly, in IRT the 
performance of a respondent is a manifestation of an underlying latent trait which is more 
powerful than using observed score methods. Using the latent trait method, IRT models can test 
the null hypothesis of no DIF using item response function differences. Secondly, in the IRT 
framework item parameters are less confounded with sample characteristics (Hambleton et al., 
1991) than in observed score DIF methods, thus allowing for better control for differences in the 
mean ability levels. Thirdly, IRT methods are more sensitive to detecting statistical significance 
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when we have a small sample per group (Paek & Wilson, 2011). Finally, we have also used IRT 
methods to obtain estimates of our sample, thus using IRT for DIF detection ensures coherence 
with the previous chapters.  
 
Sample 
 

We derive the sample from our previous study consisting of 392 community college 
transfer students to investigate DIF in our stereotype threat instrument across various racial 
groups. Although not mandatory, students were asked to provide information with regards to 
their race. We use this information to test for DIF. The five racial categories we consider for this 
study are, (1) students who identify as White, (2) students who identify as Asians, (3) students 
who identify as Blacks (4) students who identify as Latino, and because of low representation all 
other racial groups are categorized into, (5) students who identify as Others. Within the “Others” 
category, we include, American Indian or Native American students, Bi-racial students, Pacific 
Islander students and all those who chose the category “Other”.  Within the race category, we use 
students who identify as Whites as the reference group or the comparison group.  We investigate 
DIF for Latinos, Blacks, Asians and Other racial groups, using each group as the focal group in 
turn.  
 

METHODS 
 

We extend the multidimensional partial credit model discussed in the previous chapter, to 
include the DIF parameter. The equation is as follows - 
 

log
𝑃	 	𝑌6$ = 𝑟	
𝑃	 𝑌6$ = 𝑟 − 1

= (𝜃6 −	𝛿$c − 𝛾$𝐺)																			(1) 

 
where Ypi is the score of person p on item i, 𝜃6 is the ability parameter, 𝛿$c is the item 

difficulty parameter for step r, 𝛾$ is the DIF index parameter for item i and G indicates either the 
reference group or the focus group. G=1 if g is the reference group and G=0 if g is the focal 
group.  
Under this model representation 𝛾 is called the “DIF parameter” which is the difference between 
the item difficulty of the focal group and the reference group. (i.e 𝛾 = 	𝛿y −	𝛿z). Note that this 
population modeling takes care of the overall group ability differences, called “impact”, which 
should not be confounded with DIF. This impact modeling can also be specified by latent 
regression of 𝜃 onto the grouping variable.  
 

𝜃 = 	𝛽B +	𝛽M𝑌 + 𝑒																																																																	(2) 
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To compare person estimates across dimensions, we use the delta dimensional alignment 
technique (See Equation 7 & Equation 8, Chapter 3). Using this technique, we obtain the 
transformed item and step parameters and run the final multidimensional DIF model with new 
parameters as anchored values. We use this final model for DIF detection. 
 

We use the Conquest software to estimate the DIF model. Conquest can estimate DIF 
when grouping variable is polytomous as is the case in our analysis. Hence, we obtained DIF 
estimates for each group through a single analysis using White as the reference category. We 
look at two statistics from the DIF results. The first is the effect size which indicates the practical 
significance of the difference between two groups. For a Rasch model, DIF effect size is the DIF 
parameter (Paek & Wilson, 2011). Paek and Wilson adopted the ETS DIF criteria (Longford et 
al., 1993) If the DIF parameter is less than 0.426, it is labelled as negligible DIF, if the DIF 
parameter is less than 0.638 but greater than 0.426, it is labelled as moderate DIF, if the DIF 
parameter is greater than 0.638, it is labelled as high DIF.  Second, we also look at the statistical 
significance which is obtained by using a z-test. For the z-test, by incorporating the DIF paramter 
𝛾	in the item response function, the Rasch DIF model estimates 𝛾 and its SE directly from the 
data, so the z-test can be carried out with ease (Paek & Wilson, 2011). 
 
 

RESULTS 
 
General Psychometric Properties 
 

Before we dive into DIF analysis, it is important to review the general psychometric 
properties of the instrument. We specifically examine the reliabilities, person and item 
distribution, person and item fit statistics. These statistics reveal how well the assessment 
functions within each group. 
 

Reliability – The reliabilities obtained using the MRCML model for DIF detection in a 
polytomous grouping variable for each of the dimensions are given in Table 13.  
 
 
Table 13 
Reliability  
 

 Stereotype Belief Domain Strength of Fit Core Strength 
Reliability 0.591 0.890 0.709 0.742 
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We obtained high reliability values (>0.7) for all dimensions except for stereotype belief. 
This pattern is like what we found in our previous analysis (Chapter 3). One interpretation for the 
lower reliability for the Stereotype Belief construct could be because the latent variable itself is a 
difficult one for people to think about with respect to themselves. 
 

Item and Person Fit – None of the items in our model showed misfit. Consistent with our 
findings in Chapter 3, we found that nearly 6% of the respondents showed high fit, 25% of the 
respondents show moderate fit and 69% of the respondents showed low fit. These values are 
within accepted range and not a cause of concern.  

 
Item Distribution Statistics – We examine the item distribution by racial groups to see 

whether the item difficulty levels match the respondent’s ability levels. In Table 14 we present 
the item distribution statistics by race. The estimates for item difficulties are obtained from the 
MRCML model by including an additional parameter denoting the grouping variable. We used 
the delta dimensional alignment technique to transform item and person parameters to obtain 
comparable estimates across dimensions. We look at the most difficult item to agree with and the 
easiest item to agree with for all groups across all dimensions. We see maximum variation in 
item difficulty by groups in the Domain dimension: the most difficult item experienced by 
Latinos was at a difficulty level of 1.39 logits while for the Blacks it was at 0.32 logits. The least 
variation in item difficulty by groups is observed in the Strength of Fit dimension, where we see 
a nearly uniform range of item difficulties.  
 
 
Table 14 
 
Item Distribution Statistics 
 

Race/ 
Ethnicity 

Stereotype Belief Domain Strength of Fit Core Strength 

Easiest 
Item 

Most 
Difficult 

Item 
∆ 

Easiest 
Item 

Most 
Difficult 

Item 
∆ 

Easiest 
Item 

Most 
Difficult 

Item 
∆ 

Easiest 
Item 

Most 
Difficult 

Item 
∆ 

Asian -0.42 0.45 0.87 -0.85 1.16 2.01 -0.09 0.12 0.21 -0.19 0.12 0.31 
Black -0.52 0.45 0.97 -0.26 0.32 0.58 -0.08 0.11 0.19 -0.21 0.14 0.35 
Latino -0.51 0.65 1.16 -0.76 1.39 2.15 -0.36 0.26 0.62 -0.38 0.43 0.81 
White -0.41 0.40 0.81 -0.44 0.54 0.98 -0.25 0.14 0.39 -0.06 0.04 0.10 
Other 
Racial 
Groups 

-0.22 0.21 0.43 -0.76 0.67 1.43 -0.30 0.52 0.82 -0.53 0.45 0.98 

 
 

Person Distribution Statistics -  In Table 15 we report the person distribution statistics by 
race. We observe, on average, students who identified as Black, have the highest stereotype 
belief (0.30 logits), followed by Latinos (0.03 logits), Whites (-0.01 logits) and other racial 
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groups (-0.01 logits). Asians have the lowest stereotype belief (-0.30 logits). This pattern is not 
surprising. Historically, Blacks and Latinos have faced more severe consequences of negative 
stereotypes with regards to their race than the rest of the groups. The fact that this pattern also 
emerges in our analysis, reconfirms the fact that for most individuals, race is central to their 
identity and it is often difficult to isolate it from other aspects of the identity, in this case, the 
transfer student’s identity (Schulock & Moore, 2007).  

Whites and other racial groups have the highest domain identification (0.45 logits and 
0.17 logits respectively). Asians and Latinos have the lowest domain identification. (-0.40 logits 
and -0.67 logits respectively).  

On strength of fit, Blacks reported the highest mean estimates (0.30 logits) in comparison 
to other groups and Asians reported the lowest (-0.40 logits).  

The Latinos in our sample had a higher core strength (0.63), followed by Asians (0.44), 
Blacks scored lowest on core strength (-0.18)  

Thus, we see interesting differences in estimates across all four dimensions based on 
race. Each of these groups discussed above, have their own strengths and weaknesses and ways 
to mitigate the effects of stigma. Looking at stereotype threat through a multidimensional lens 
allows us to appreciate the different patterns.    
 
 
Table 15 
Person Distribution Statistics 
 

Race/Ethnicity N Percentage Stereotype 
Belief 

Domain Strength 
of Fit 

Core 
Strength 

Asian 46 11.8% -0.30 
(1.39) 

-0.40 
(1.81) 

-0.30 
(1.40) 

0.44 
(1.59) 

Black 34 8.7% 0.30 
(1.19) 

0.07 
(1.46) 

0.30 
(1.18) 

-0.18 
(1.73) 

Latino 39 10.0% 0.03 
(1.45) 

-0.67 
(2.02) 

0.03 
(1.45) 

0.63 
(1.33) 

White 186 47.9% -0.01 
(1.40) 

0.45 
(2.15) 

-0.01 
(1.40) 

0.01 
(1.70) 

Others 83 21.4% -0.01 
(1.27) 

0.17 
(2.24) 

-0.1 
(1.27) 

-0.27 
(1.41) 

 
 
 
Differential Item Functioning 
 

We conducted a DIF analysis using “White” as the reference category. We report and 
discuss the results separately for each dimension.  
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Stereotype Belief 
 
We found all items in the stereotype belief dimension exhibiting DIF. While the items 

SB1 and SB2 (see Table 16 for complete item) exhibited moderate DIF in favor of Whites in 
comparison to Latinos and Blacks, SB3 depicted large DIF in favor of Latinos and Blacks. The 
“Other racial group” category did not depict any significant DIF in any of the dimensions. The 
DIF effect size on all the three items was found to be significant.  

 
We do notice a pattern here. The first two items SB1 and SB2 which exhibit DIF in favor 

of Whites are focusing on individual’s feelings with regards to being judged by others. The third 
item SB3 which exhibits DIF in favor of Latinos and Blacks focuses on individual’s views with 
regards to the stereotypes associated to the transfer student community. While the first set of 
items are self-focused, the third item is group-focused. SB3 is relatively more difficult than the 
other two items SB1 and SB2. It is the fourth-most difficult item of the instrument. Thus, we see 
that the more difficult item favors Latinos and Blacks, while the easier items favor Whites. 
Through our conversations with individuals, we did get an indication that the non-Asian minority 
transfer students are more conscious about their race than the Whites, resulting in less stereotype 
belief with regards to the transfer student community, but overall, a stronger feeling of being 
victimized and judged by others. In the words of a Latino student who transferred to an esteemed 
university ABC (removed to maintain anonymity),  

 
“I feel that ABC isn’t for a Brown woman from a Latino community like me. I already 

feel burned out and burdened by financial responsibilities.”  
 
In the words of a White transfer student from the same university, 
  

“I am transfer student, White, gay, from lower income background and proud of all my 
identities. I am also a recipient of a scholarship (thankfully) that alleviated the financial stress. 
But I know not all students have been as lucky as me” 
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Table 16 
 
List of items exhibiting DIF for different groups across four dimensions – Stereotype Belief, 
Domain, Strength of Fit and Core Strength.  

 
Items exhibiting DIF Dimension Group Effect Size Statistical 

Significance 
SB1. Which is the one statement that 
best describes you – 
 
A. My being a transfer student does 
not influence what people think of 
me. 
B. Some people judge me based on 
my transfer student status. 
C. People from other groups almost 
always interpret my behavior based 
on me being a transfer student.   

Stereotype 
Belief 

White-Latino 
(in favor of 

White) 
 

White-Black 
(in favor of 

White) 

0.55 
(Moderate) 

 
 

0.92 
(High) 

Significant 
 
 

Significant 

SB2.  Which is the one statement that 
best describes you – 
A. I almost always feel myself to be a 
victim of the stereotypes that are 
associated to the transfer student 
community. 
B. I often feel that I am a victim of 
the stereotypes that are associated to 
the transfer student community. 
C. I do not notice whether people 
treat me as a victim of the stereotypes 
that are associated with the transfer 
student community 

D. I never feel the stereotypes that are 
associated to the transfer student 
community to be also true about 
myself. 

Stereotype 
Belief 

White-Latino 
(in favor of 

White) 

0.52 
(moderate) 

Significant 

SB3. Which statement best describes 
your views -  
 
A. Most of the stereotypes about 
transfer students are true. 
B. Some of the stereotypes about 
transfer students are true. 
C. None of the stereotypes about 
transfer students are true. 

 

Stereotype 
Belief 

White-Latino 
(in favor of 

Latino) 
 

White-Black 
(in favor of 

Black) 

1.05 
(High) 

 
0.87 

(High) 

Significant 
 
 
 

   Significant 
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DN2. Which is the one statement that 
best describes you - 
 
A. My skills in data science are poor. 
B. My skills in data science are 
average. 
C. My skills in data science are above 
average. 
D. My skills in data science are 
excellent. 
 

Domain 

White-Asian 
(in favor of 

White) 
 

White-Latino 
(in favor of 

White) 

0.62 
(Moderate) 

 
0.82 

(High) 

Not 
Significant 

 
 

Significant 

SF3. Which is the one statement that 
best describes you -  
 
A. Being a transfer student is not a 
part of who I am. 
B. I am not sure if being a transfer 
student is a part of my identity. 
C. Being a transfer student might be a 
small part of my identity. 
D. Being a transfer student is a part of 
my identity. 
E. Being a transfer student is a big 
part of my identity. 
 

Strength of Fit 
White-Latino 
(in favor of 

Latino) 

0.5 
(Moderate) 

Not 
Significant 

CS3. Which is the one statement that 
best describes you - 
A. I am unable to snap back when 
something bad happens. 
B. I have a hard time making it 
through stressful events. 
C. It takes time, but eventually I do 
get over set-backs 
D. It does not take me long to recover 
from failures. 

Core Strength 
White-Latino 
(in favor of 

Latino) 

0.5 
(Moderate) 

Not 
Significant 

 
 
Domain 
 

Only one item exhibited DIF (see Table 16 for complete item). Item DN2 depicted 
significantly high DIF in favor of Whites when comparing Whites and Latinos and non-
significant moderate DIF in favor of Whites, when comparing Whites and Asians. This item is 
the most difficult item of the instrument. The WLE estimates for Latinos in this dimension is the 
lowest among all groups (see Table 15).  
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While, the domain dimension captures individual’s overall interest and engagement with 
data science, this is the only item that particularly focusses on how individual feels about his/her 
skills in data science (self-perception). Influence of race on self-perception has been discussed 
widely in literature (Davis et al., 2006). In an exploratory study by Eckberg, it was reported that 
students of color are significantly more anxious in research methods courses than their White 
classmates possibly because of a more aggravated feeling of imposter syndrome (Eckberg, 
2015). This study was conducted using only two racial groups – Whites and non-Whites. 
Overall, it could be that the pride in achievement associated with data science is counterbalanced 
with self-doubt, more so for the Latino students. This pattern was also observed in the stereotype 
belief dimension.  
 
Strength of Fit 

 
Item SF3 depicted moderate DIF in favor of Latinos when comparing Whites and 

Latinos. However, the difference was not statistically significant. Since the effect was only 
borderline moderate (0.5 logits) and not statistically significant, we do not feel this item is 
problematic from a DIF perspective.  
 
Core Strength 

 
One item CS3, depicted moderate DIF in favor of Latinos when comparing Whites and 

Latinos. This difference is not statistically significant. We present the item in Table 4. Since the 
effect was only borderline moderate (0.5 logits) and not statistically significant, we do not feel 
this item is problematic from a DIF perspective.  
 
Fairness 

Although the presence of DIF is a signal that an item may be biased, it does not guarantee 
that the item is unfair. One interpretation is that the presence of DIF indicates the existence of a 
latent trait (secondary) besides the one of primary interest (Martinkova et al., 2016).  It is 
possible that such a secondary latent trait is required or is important for the instrument, even if 
the reference and focal groups perform differently.  

As an example, it was found recently, in a biology admission test for a medical school, 
one item on childhood illness depicted DIF in favor of women (Martinkova et al., 2016). The 
explanation given for this difference was that women spend more time with children than men. 
The faculty still considered the item to be fair because medical experts need to be familiar with 
childhood illness. Thus, the secondary latent trait, “knowledge of childhood illness”, was related 
to the primary concept being tested “knowledge of biology in medicine” 

In a similar vein, we conclude that the stereotype threat instrument is fair. There are 
many secondary traits pertaining to different groups that are driving DIF. We discussed some of 
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these, self-perception, a stronger belief in racial stereotypes, etc. These are all related to 
stereotype threat. A more careful qualitative and original analysis would be required to 
understand all the traits that are driving these differences.  

 

Impact 

In the previous section, we concluded that the instrument, despite showing DIF, is a fair 
measure of stereotype threat. Thus, we can use the instrument to draw conclusions regarding 
racial differences in outcomes. We present the results from the latent regression IRT model in 
Table 17. Again, we are using White as the reference category. We notice, on average, students 
who identify as Blacks have the highest stereotype belief and those who identify as Asians have 
the lowest stereotype belief.  This difference is statistically significant. On the domain 
dimension, on average, Asians have significantly higher domain identification than Whites. On 
strength of fit, on average, Blacks have significantly higher estimates than Whites. On core 
strength dimension, on average, Latinos and Asians have significantly higher estimates than 
Whites.  

 

Table 17 

Differential Impact of Stereotype Threat Instrument based on Race 

*** p<0.01, ** p<0.05, * p<0.1 

In the previous section, we concluded that the instrument, despite showing DIF, is a fair 
measure of stereotype threat. Thus, we can use the instrument to draw conclusions regarding 
racial differences in outcomes. This has been described as differential impact, which captures the 
inherent differences in person estimates among groups. We use a latent Rasch regression model 
(Equation 6, Chapter 3) which moves beyond comparing mean scores and directly estimates 

Regression Variable Stereotype Belief Domain Strength of Fit Core Strength 

Asian -0.403 (0.267) -0.821 (0.381) 0.293 (0.254) 0.634 (0.307)* 

Black 0.351 (0.267) -0.483 (0.381) -0.286 (0.254) -1.778 (0.307) 

Latino 0.045 (0.301) -1.196 (0.429) 0.026 (0.286) 0.616 (0.346) 

Others -0.031 (0.197) -0.238 (0.281) -0.027 (0.187) -1.562 (0.227) 
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differences from item response data. We present the results in Table 17 where we are using 
White as the reference category. We notice, on average, students who identify as Latinos and 
Blacks have the highest stereotype belief. On average, Whites have the highest domain 
identification. On strength of fit, on average, Asians have the highest estimates, Blacks have the 
lowest. On core strength dimension, on average, Latinos and Asians have higher estimates than 
Whites, Blacks have the lowest.  

Thus, we can see that each racial group has its own strengths and weaknesses on the four 
dimensions. On average, Black students have the highest stereotype belief, highest group 
identification, moderate levels of domain identification and the lowest core strength. This would 
make them the group that is most susceptible to stereotype threat. Latino students on the other 
hand with their high estimates on core strength, can shield themselves from the effects of 
stereotype threat. However, their domain identification is the lowest. It could be that these 
students have already disidentified with the data science domain and thus experiencing overall 
lower susceptibility to stereotype threat. Asians, on average, with their relatively higher core 
strength and lowest stereotype belief also experience lower chances of experiencing stereotype 
threat. Whites are somewhere in the middle of the spectrum for each of the dimensions. This 
would make them the group that is least susceptible to stereotype threat. Other racial groups, on 
average, have weaker core strength in comparison to the rest of the sample. They also have lower 
group identification. They are susceptible to stereotype threat.  

 

CONCLUSION 
 

DIF is an integral part of validity analysis. Yet, it is often ignored by assessment users. 
Interpreting group differences without incorporating DIF studies leads to flawed comparisons. In 
this regard, DIF is an important contribution in any study of assessment validity and fairness. 
Overall, in our 14-item Guttman instrument, we found significant DIF with a moderate to high 
effect size ranging between 0.55 to 1.05. All three items belonged to the stereotype belief 
dimension. Out of the three items, two of them showed DIF in favor of White students, one, 
which was also among the most difficult items of the instrument, showed DIF in favor of Latino 
and Black students. The first set of items favoring the Whites was self-focused, i.e. it captures 
the extent to which individuals believe the negative stereotype to be true about themselves. The 
third item favoring the Latinos and Blacks was group-focused, i.e. it captures the extent to which 
individuals believe the negative stereotypes to be true about the group.  

An item depicting DIF does not necessarily mean it is unfair. It could be that it is 
measuring a secondary latent variable related to the central latent variable (stereotype belief). 
Thus, we recommend further qualitative analysis to understand these patterns of DIF. A DIF 
depicting item doesn’t necessarily mean it is unfair. Hence, we use the estimates obtained from 
the instrument to analyze differences in stereotype threat experience among students across 
different racial groups. Overall, we found asymmetrical pattern of group differences in each of 
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our dimension. The ordering of racial groups is inconsistent, i.e., there appears to be no 
dominating group in the instrument.  Thus, we conclude that each racial group has their strengths 
and weaknesses and their own ways of dealing with stereotype threat.  
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Conclusion and Future Research 
 

Three decades of research have demonstrated the deleterious effects that stereotype threat 
can exert in the lives of everyone, especially those who are deemed as minority in various 
situations. Some groups have been experiencing the repercussions of being constantly 
stereotyped, in academic achievement tests, in non-academic activities like sports, even choice of 
peers and social circles can be altered because of stigma. Stereotypes, in a lot of situations, has 
become the root cause of violence, in the form of hate crimes, shootings and has even driven 
individuals to suicide. Thus, stereotype threat known to be a social psychological phenomenon, 
is not only an important area of research in the field of psychology, but needs a collective, cross 
functional attention from other individuals in other fields like public health, politics, economics, 
psychometrics and measurement.  

There have been many solutions proposed, especially with regards to how surroundings, 
institutions and offices can be made more inclusive. Centers and support groups have been 
established at various levels to support students who are facing adverse consequences of 
stereotype threat. However, these efforts are less targeted and more focused on spreading 
awareness at a macro level. Stereotype threat is an individualistic experience and it is more 
complex than just merely expecting individuals to walk into these support centers and 
acknowledging that they need help.   

Stereotype threat, as we described in this research gets trigged through very complex 
phenomena. Despite the rich theory on the moderators and mechanisms through which 
stereotype threat impacts individuals and the surroundings, there remains heterogeneity with 
regards to (a) the construct (stereotype threat), (b) the methods used for investigation and (c) the 
measures. This has resulted in an abundance of approaches and lack of consensus on the very 
fundamental concept, “how do we claim, measure, investigate or detect stereotype threat?”  
This research is an attempt to take one positive step towards using a uniform, empirical approach 
in congruence with well-established theory, to measure stereotype threat more uniformly. 
 In this research, we develop the stereotype threat instrument using the BEAR Assessment 
System (BAS). BAS, built from three decades of research in assessment design, provides a 
strong foundation for the stereotype threat instrument. Using BAS principles of assessment 
development, we first developed a solid understanding of the theoretical framework of stereotype 
threat. We then interviewed experts from different fields (such as psychology, psychometrics and 
policy) and conducted multiple focus groups and interviews with a selected sample of students. 
Thus, the proposed instrument is an amalgamation of the vast literature on stereotype threat, the 
perspectives of the researchers and the views of experts from various fields 

To understand the psychometric properties of the proposed instrument, we engaged in an 
extensive validation process. While the evidence we gathered lends credibility for usage of the 
instrument to measure stereotype threat across various situations, domains and for multiple 
groups, we feel that there is more that needs to be done. We acknowledge that instrument 
development is an iterative process and the empirical evidence obtained from this project should 
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be used to refine the instrument further. As next steps, using a larger sample would lend more 
credibility to the empirical findings. We chose a convenience sample of community college 
transfer students engaging in data science domain as a first case to test out the functioning of the 
instrument. In future, we would like to test the instrument using a randomized sample 
experiencing stereotype threat in different situations. We hypothesized stereotype threat to be a 
multidimensional construct, comprising of four dimensions - Stereotype Belief, Domain, 
Strength of Fit and Core Strength. The strength of a multidimensional model is that it allows us 
to look at an individual’s outcomes at the sub-dimensional or micro level. While this information 
is useful, there are models like the composite model (Wilson & Gochyyev, 2020) that allow us to 
focus on outcomes both at the sub-dimensional level as well as the overall level. This perspective 
should be considered.  

Lastly, as mentioned previously, individuals have multiple identities. Individuals are 
capable of shifting focus from one identity to a different identity to protect themselves from the 
stereotype effects of one. Thus, investigating the functionality of the instrument on multiple 
identities would give us a holistic perspective on the effects of stereotype threat.  
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APPENDIX 

 
Transfer Students Stereotype Threat Instrument 
 
 
This study aims to understand the experiences of transfer students studying in a four-year 
university. 
 
Section 1 
This section aims to understand you as a person. Please answer the following questions to the 
best of your knowledge.  Remember there is no right/wrong answer. 

CS1. Which is the one statement that best describes you - 

a) I have nothing to be proud of. 
b) I do not have much to be proud of. 
c) I have several good qualities. 
d) I am confident about my abilities. 
e) I am proud of what I have achieved so far. 

CS2. Which is the one statement that best describes you – 

a) I never take on a difficult task. 
b) I start a difficult task but give up too quickly. 
c) I make a positive attempt to complete a difficult task. 
d) I can complete a difficult task most of the times. 
e) I can excel in any difficult task given to me. 

CS3. Which is the one statement that best describes you - 

a) I am unable to snap back when something bad happens. 
b) I have a hard time making it through stressful events. 
c) It takes time, but eventually I do get over set-backs. 
d) It does not take me long to recover from failures. 

 
 
Section 2 
This section aims to understand your interest in data science or data science related courses (e.g - 
statistics, computer science, math, econometrics, etc.) 

DN1. Which is the one statement that best describes you - 
 

a) I would rather spend time doing something else than doing data science.  
b) I do not care much about being good in data science. 
c) I am willing to put in expected hours to excel in data science. 
d) I am motivated to do well in data science. 
e) I am passionate about doing well in data science. 
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DN2. Which is the one statement that best describes you - 
 

a) My skills in data science are poor. 
b) My skills in data science are average. 
c) My skills in data science are above average. 
d) My skills in data science are excellent. 

DN3. Which statement best describes you - 
 

a) I always do badly in data science. 
b) I sometimes do badly in data science. 
c) I do not care whether I do well or not in data science. 
d) I sometimes do well in data science. 
e) I always do well in data science. 

DN4. Which is the one statement that best describes you - 
 

a) I think data science is boring. 
b) I think data science is a little interesting. 
c) I think data science is interesting. 
d) I think data science is very interesting. 
e) I think data science is a totally engaging field of study. 

DN5. Which is the one statement that best describes you - 
 

a) A career in data science would not be a good fit for me. 
b) I am not sure if I am interested in data science as a career. 
c) I might have an interest in data science as a career. 
d) A career in data science could be a good fit for me. 
e) A career in data science would be a great fit for me. 

 
Section 3 
This section aims to understand your experiences as a transfer student. Please answer the 
following questions to the best of your knowledge.  Remember there is no right/wrong answer. 
 

SF1. Which is the one statement that best describes you - 
 

a) I wish I wasn’t a transfer student.  
b) I am not proud about being a transfer student.  
c) I consider myself a transfer student.  
d) I am a proud transfer student.  
e) I feel that everyone should want to be a transfer student.  

SF2. Which is the one statement that best describes you – 

 
a) I sometimes have negative feelings about being a transfer student. 
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b) I am not comfortable with anybody knowing that I am a transfer student. 
c) I am comfortable with a few of my best friends knowing I am a transfer student. 
d) I do not care who knows I am a transfer student.  
e) Being a transfer student is an important part of my self-image. 

 

SF3. Which is the one statement that best describes you - 
 

a) Being a transfer student is not a part of who I am. 
b) I am not sure if being a transfer student is a part of my identity. 
c) Being a transfer student might be a small part of my identity. 
d) Being a transfer student is a part of my identity. 
e) Being a transfer student is a big part of my identity. 

 

SB1. Which is the one statement that best describes you – 

 
a) My being a transfer student does not influence what people think of me. 
b) Some people judge me based on my transfer student status. 
c) People from other groups almost always interpret my behavior based on me being a 

transfer student.   
 

SB2.  Which is the one statement that best describes you - 
 

a) I almost always feel myself to be a victim of the stereotypes that are associated to the 
transfer student community. 

b) I often feel that I am a victim of the stereotypes that are associated to the transfer student 
community. 

c) I do not notice whether people treat me as a victim of the stereotypes that are associated 
with the transfer student community 

d) I never feel the stereotypes that are associated to the transfer student community to be 
also true about myself. 

 

SB3. Which statement best describes your views -  

a) Most of the stereotypes about transfer students are true. 
b) Some of the stereotypes about transfer students are true. 
c) None of the stereotypes about transfer students are true. 
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Section 4 
Additional questions 

1. Some people say that a lot can be overcome with the right mindset and will power. Do 
you think so?  
What helps you navigate the challenges in life? 
 

2. What type of influence does being a transfer student have in your life? 
a) Positive 
b) Neutral 
c) Negative 

 
3. Could you explain why you chose positive/negative/neutral in the question above? 

 
4. How much do you value data science? 

 
5. How many data science related courses/activities are you currently involved in? 

 
6. Are you aware of any stereotypes about transfer students? How does it make you feel? 

 
Section 5 
Demographics 
 

1. What is your gender? 
a) Male 
b) Female 
c) Other 
d) Prefer not to answer 
 

2. What is your age? 
 

3. How do you identify racially/ethnically? 
a) Latino/a or Hispanic 
b) Black or African-American 
c) Asian 
d) Pacific Islander 
e) American Indian or Native American 
f) Bi-racial 
g) White 
h) Other 

 
4. Are you a first-generation student? 

a) Yes 
b) No 

 
5. What year did you transfer? 
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6. What is your expected year of graduation? 
 

7. What are you majoring in? 
 

8. What is your current GPA? 
 

9. Are you an international student? 
a) Yes 
b) No 
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Generic Stereotype Threat Instrument 
 
 
This study aims to understand the experiences of [Group], engaging in [Domain], in [Context] 
 
Section 1 
This section aims to understand you as a person. Please answer the following questions to the 
best of your knowledge.  Remember there is no right/wrong answer. 
 

CS1. Which is the one statement that best describes you - 

a) I have nothing to be proud of. 
b) I do not have much to be proud of. 
c) I have several good qualities. 
d) I am confident about my abilities. 
e) I am proud of what I have achieved so far. 

CS2. Which is the one statement that best describes you – 

a) I never take on a difficult task. 
b) I start a difficult task but give up too quickly. 
c) I make a positive attempt to complete a difficult task. 
d) I can complete a difficult task most of the times. 
e) I can excel in any difficult task given to me. 

CS3. Which is the one statement that best describes you - 

a) I am unable to snap back when something bad happens. 
b) I have a hard time making it through stressful events. 
c) It takes time, but eventually I do get over set-backs. 
d) It does not take me long to recover from failures. 

 
 
Section 2 
This section aims to understand your interest in [Domain] 

DN1. Which is the one statement that best describes you - 
 

a) I would rather spend time doing something else than doing [Domain]. 
b) I do not care much about being good in [Domain]. 
c) I am willing to put in expected hours to excel in [Domain]. 
d) I am motivated to do well in [Domain]. 
e) I am passionate about doing well in [Domain]. 

DN2. Which is the one statement that best describes you - 
 

a) My skills in [Domain] are poor. 
b) My skills in [Domain] are average. 
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c) My skills in [Domain] are above average. 
d) My skills in [Domain] are excellent. 

DN3. Which statement best describes you - 
 

a) I always do badly in [Domain]. 
b) I sometimes do badly in [Domain]. 
c) I do not care whether I do well or not in [Domain]. 
d) I sometimes do well in [Domain]. 
e) I always do well in [Domain]. 

DN4. Which is the one statement that best describes you - 
 

a) I think [Domain] is boring. 
b) I think [Domain] is a little interesting. 
c) I think [Domain] is interesting. 
d) I think [Domain] is very interesting. 
e) I think [Domain] is a totally engaging field of study. 

DN5. Which is the one statement that best describes you - 
 

a) A career in [Domain] would not be a good fit for me. 
b) I am not sure if I am interested in [Domain] as a career. 
c) I might have an interest in [Domain] as a career. 
d) A career in [Domain] could be a good fit for me. 
e) A career in [Domain] would be a great fit for me. 

 
Section 3 
This section aims to understand your experiences as a member of [Group]. Please answer the 
following questions to the best of your knowledge.  Remember there is no right/wrong answer. 
 

SF1. Which is the one statement that best describes you - 
 

a) I wish I wasn’t a member of [Group]  
b) I am not proud about being a member of [Group].  
c) I consider myself a member of [Group].  
d) I am a proud member of [Group]. 
e) I feel that everyone should want to be a member of [Group].  

SF2. Which is the one statement that best describes you – 

 
a) I sometimes have negative feelings about being a member of [Group]. 
b) I am not comfortable with anybody knowing that I am a member of [Group]. 
c) I am comfortable with a few of my best friends knowing I am a member of [Group]. 
d) I do not care who knows I am a member of [Group]. 
e) Being a member of [Group] is an important part of my self-image. 
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SF3. Which is the one statement that best describes you - 
 

a) Being a member of [Group] is not a part of who I am. 
b) I am not sure if being a member of [Group] is a part of my identity. 
c) Being a member of [Group] might be a small part of my identity. 
d) Being a member of [Group] is a part of my identity. 
e) Being a member of [Group] is a big part of my identity. 

 

SB1. Which is the one statement that best describes you – 

 
a) My being a member of [Group] does not influence what people think of me. 
b) Some people judge me based on my [Group] membership.  
c) People from other groups almost always interpret my behavior based on me being a 

member of [Group].   
 

SB2.  Which is the one statement that best describes you - 
 

a) I almost always feel myself to be a victim of the stereotypes that are associated to the 
[Group] 

b) I often feel that I am a victim of the stereotypes that are associated to the [Group]. 
c) I do not notice whether people treat me as a victim of the stereotypes that are associated 

with the [Group]. 
d) I never feel the stereotypes that are associated to the [Group] to be also true about myself. 

 

SB3. Which statement best describes your views -  

a) Most of the stereotypes about the [Group] are true. 
b) Some of the stereotypes about the [Group] are true. 
c) None of the stereotypes about the [Group] are true. 

 
 
Section 4 
Additional questions 

1. Some people say that a lot can be overcome with the right mindset and will power. Do 
you think so?  

a. What helps you navigate the challenges in life? 
 

2. What type of influence does being a member of [Group] have in your life? 
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a) Positive 
b) Neutral 
c) Negative 

 
3. Could you explain why you chose positive/negative/neutral in the question above? 

 
4. How much do you value [Domain]? 

 
5. How many [Domain] related activities are you currently involved in? 

 
6. Are you aware of any stereotypes about the [Group]? How does it make you feel? 

 
 
 

 
 




