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ABSTRACT OF THE DISSERTATION

From Channel Modeling to Signal Processing for Bit Patterned Media Recording

by

Seyhan Karakulak

Doctor of Philosophy in Electrical Engineering

(Communication Theory and Systems)

University of California San Diego, 2010

Professor Paul H. Siegel, Co-Chair

Professor Jack K. Wolf, Co-Chair

Bit-patterned media (BPM) recording is one method proposedto overcome the density

limitations imposed by the superparamagnetic effect in continuous recording media. Channel

modeling, equalization, and detection aspects of BPM recording are studied in this dissertation.

In BPM recording, each bit is recorded on a single domain “island.” A read channel

model for BPM recording is introduced where the signal contribution from each island is evalu-

ated. Intersymbol interference (ISI) and inter-track interference (ITI) are observed in the model

due to the considered head/media geometries. The noise thatarises from write/read electronics

is modeled by additive white Gaussian noise (AWGN). In the model, the main component of the

media noise, which is called “island jitter”, is assumed to arise from the location fluctuations

of islands. Island position shift in the down-track and cross-track directions is modeled with

two independent Gaussian random variables. It has been shown that the jitter-induced readback

voltage is non-Gaussian. Therefore, higher order approximation for the jitter-induced readback

voltage is more accurate in terms of capturing the statistical properties of this noise source.

Schemes that utilize different equalization and detectionmethods are compared for

BPM recording channels. A maximum-likelihood (ML) bit sequence detector using the Viterbi

algorithm with the modified branch metric is presented for a special case of a symmetric channel

response matrix. Joint-track equalization was introducedin the literature before in the context of

a single interfering track. A scheme is proposed which utilizes joint-track equalization followed

by a Viterbi detector for BPM recording channels. For certain recording densities, simulation
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results show that the performance of this scheme is comparable to that of the much more complex

schemes utilizing optimal bit detection or optimal symbol sequence detection. The proposed

scheme also outperforms another scheme of the same complexity introduced in the literature.

A parametric study of ITI for BPM recording channel is presented. A surprising phe-

nomenon is observed in the performance curves of optimal bitdetectors: The detector perfor-

mance improved for a certain range of increasing ITI levels for channels both with and without

ISI and in the absence as well as in the presence of track misregistration (TMR). For the no-ISI

case, this behavior is explained by means of an exact probability of error analysis for the max-

imum a posteriori (MAP) bit detector, i.e. optimal bit detector. An error event analysis of a

punctured ML joint-track detector is used to understand theobserved effects of ITI on system

performance for channels with ISI.
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Chapter 1

Introduction to Magnetic Recording

1.1 Introduction

With the rapidly evolving digital computer age and spreading of internet usage all

over the world, the demand for data storage is expected to significantly increase. Magnetic

storage devices, optical discs, and flash memory-based solid state devices are some of the storage

systems that are widely used to satisfy this growing demand.In addition to having higher storage

capacity, other desired features in a data storage system are non-volatility, which is being able to

retain the recorded data in the absence of power, and random access, which is being capable of

reaching a desired data/track fast.

The two features, namely non-volatility and random access,have been realized prac-

tically since the fabrication of the IBM 350 Disk Drive in 1956. Fig. 1.1 shows the picture of

this first commercial magnetic hard disk drive which weighedmore than500 lb with capacity of

only 5 MB. With the advances in materials design, head design techniques, mechanical design,

signal processing, and coding, an incredible reduction in the size and price, and an ever increas-

ing data storage capability have been achieved. Such a reduced price and portability enabled the

widespread usage of hard disk drives in many systems that require data storage.

In digital storage, the data is a stream of binary digits (bits), namely0’s and1’s. In

magnetic hard disk drives, the stream of bits is encoded intoa stream of bipolar channel symbols

{−1,+1} that is recorded by magnetizing the continuous thin magnetic film in two different

directions corresponding to−1 and+1’s.

There are two magnetic recording technologies called longitudinal recording and per-

pendicular recording which were developed sequentially. In longitudinal recording, the medium

1
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Figure 1.1 The IBM 350 Disk Drive (with permission from Hitachi Global Storage
Technologies).

anisotropy is oriented in the thin film plane whereas it is aligned perpendicular to the film plane

in perpendicular recording [1]. Due to enabling the usage ofa soft underlayer (SUL), higher

recording densities are achieved with perpendicular recording. Advances in the head design such

as the introduction of a magnetoresistive (MR) head significantly reduced the sizes of disks.

In continuous media, a bit is recorded on a number of magneticgrains which are

magnetized in the same direction. In order to increase the recording density, one can shrink

the bit size. This reduces the number of magnetic grains per bit. However, there is a lower

limit in terms of the number of grains per bit since a sufficient number of grains per bit is

necessary to maintain an acceptable signal-to-noise ratio(SNR). To reduce the bit size, the grain

diameters can be scaled. On the other hand, as grain sizes arereduced, thermal fluctuations can

spontaneously reverse the grain magnetization direction.

Bit patterned media (BPM) where each bit is recorded on a predefined, single domain

“island" may provide an alternative to conventional continuous media for higher recording den-

sities. For this new type of media, not only will the media manufacturing process change, but
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also the head design, signal processing, and many other system features will be affected.

The main focus of this dissertation is channel modeling, equalization, and detection

for BPM recording channels. In the remainder of this chapter, we review channel modeling,

signal processing, and coding for a typical recording system with continuos media. Later, in

Chapter 2, we present the fabrication and writing process for BPM, and an overview of signal

processing and coding techniques for a BPM recording system.

1.2 Channel Modeling

A model that reflects the channel input/output relationshipclose to the physical reality

is one of the crucial components in a data storage system design. Since it is only a model and

is designed for efficient detection and coding algorithms, it does not completely represent the

underlying physics of the data storage system. Nevertheless, a chosen model can be improved

by incorporating models for errors in the writing/reading process as well as for noise sources

that arise from the imperfections in the recording media or from the read/write electronics.

In a hard disk drive, the stream of bits are recorded on a thin film consisting of mag-

netic grains. Each bit is recorded by a write head which magnetizes a number of grains in the

same direction. Since the media is continuous, no writing synchronization is needed for record-

ing. In longitudinal recording, the media anisotropy is horizontal to the film plane whereas

in perpendicular recording, the media anisotropy is perpendicular to the film plane. When the

orientation of the media changes, an isolated transition response occurs in the read head.

The noiseless readback signal in a recording system with a continuous media is repre-

sented by a linear model

v(t) =
∑

i

ui g(t − iT ) (1.1)

where{ui} represents the stream of coded bits from the alphabet{−1,+1} andg(t), called the

dipulse response, represents an approximation to the channel response of an isolated bit. Here,T

represents the time required for the read head to move from one bit to the next one. The dipulse

response is

g(t) =
1

2
(h(t) − h(t − T )) (1.2)

whereh(t) represents the channel response to an isolated transition.For longitudinal recording,
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the isolated transition is approximated by a Lorentzian pulse, shown in Fig. 1.2, defined as

h(t) =
A

1 + ( 2t
PW50)2

(1.3)

whereA denotes the peak amplitude andPW50 represents the width of the pulse at half the

peak amplitude.

For perpendicular recording, an isolated transition response can be approximated by

an error function [2]

h(t) = A · erf

(
2
√

ln 2 t

PW50

)
(1.4)

wherePW50 is the width of the derivative of the transition response at half of its peak amplitude

and the error function is defined as

erf(t) =
2√
π

∫ t

0
e−x2

dx. (1.5)
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Figure 1.2 The isolated transition response in longitudinal recording represented by a Lorentzian
pulse whereA = 1 andPW50 = 1.
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Fig. 1.3 shows the isolated transition response for perpendicular recording.

The electronics noise and head noisen(t) can be modeled by additive white Gaussian

noise (AWGN). Then the readback signal takes the form of

y(t) =
∑

i

ui g(t − iT ) + n(t). (1.6)

The dominant noise in a recording system comes from the media, which is called “media noise”

[3]. The main component of this noise source is “transition noise” which occurs due to the

randomness of the grain shapes at the bit transition [3]-[2]. The readback signaly(t) then can be

modeled as

y(t) =
∑

i

ui g(t + ti − iT ) + n(t) (1.7)

where ti represents the transition jitter for the input bitui and is modeled with a Gaussian

distribution.
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Figure 1.3 The isolated transition response in perpendicular recording represented by an error
function whereA = 1 andPW50 = 0.5.
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Input data ECC
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Modulation Code
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Recovered data
ECC

Decoder

Figure 1.4 A typical data storage system.

In order to increase the recording density, the bit size is reduced, resulting in fewer

grains per bit. Such a reduction in the size of each bit introduces inter-symbol interference (ISI)

due to the smaller size of bit separation along the track. When the track pitch is reduced, the

intertrack interference (ITI) becomes an important sourceof interference when the read head

senses signals from the neighboring tracks. Also the linearmodel assumption might become

invalid for higher recording densities [4]. A more realistic channel model should include the

effect of interfering signals along the track and in the cross-track direction as well as the non-

linearities that could arise from higher recording densities.

In the next section, we review the signal processing and coding techniques for mag-

netic recording channels that can combat the ISI and ITI, media noise, and many other imper-

fections arising in a recording system.

1.3 Signal Processing and Coding for Magnetic Recording Chan-

nels

Fig. 1.4 shows a typical data storage system that consists ofan error correction code

(ECC) encoder/decoder, a modulation code encoder/decoder, the recording channel, and the

detector. Error correction coding is utilized to eliminatethe errors that occur due to the noise in

the recording channel whereas modulation coding is utilized for timing recovery and in order to

enhance the channel performance by encoding the data streaminto a more noise resilient stream.

Advanced equalization, detection, and coding techniques enabled higher capacity and

more reliable storage. In this section, we review differentdetection techniques including partial-
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response maximum-likelihood detection, noise-predictive maximum-likelihood detection, and

error correction coding for magnetic recording channels.

1.3.1 Equalization and Detection

In the early stages of magnetic recording systems with low recording densities, each

transition was separated well enough forpeak detection to be efficient. In peak detection, the

peaks in the readback signal correspond to the transitions which are then used to recover the

channel input. However, with increasing recording densities, the smaller separation between

transitions introduces ISI. For such a case, peak detectionbecomes an unreliable method since

it can not resolve the ISI.

To combat ISI, a new approach was taken. Rather than viewing the ISI as a phe-

nomenon to eliminate, a partial-response (PR) channel which allows ISI in a controlled man-

ner with maximum-likelihood (ML) sequence detection is introduced. This new approach is

called partial-response maximum-likelihood (PRML) detection. For ML sequence detection, the

Viterbi algorithm is utilized which works on a trellis representing the channel input and noise-

less channel output sequences. The discrete channel output, which is obtained by sampling the

continuous channel output with a sampling interval corresponding to the bit separation, is fed to

the Viterbi detector which outputs the most likely bit sequence. The complexity of the Viterbi al-

gorithm is linear in the number of states and in the length of the sequence. However, the number

of states in the trellis increases exponentially with the length of the channel response. Therefore,

for more manageable complexity, the sampled channel outputs are equalized to a PR channel

response with a limited length.

The reduced length of the channel response comes at the cost of noise enhancement

and noise coloration. When the Viterbi algorithm, which is optimal for white noise, is utilized for

detection, the performance is degraded to an extent that depends on the amount of noise enhance-

ment and noise coloration. To improve the performance of a PRML system, noise-predictive

maximum-likelihood (NPML) detectors were introduced [5]-[6]. An NPML system involves a

generalized partial response (GPR) target with arbitrary real number coefficients which whitens

the noise before detection. The complexity of detection is increased due to the usage of longer

GPR targets compared to the PR targets.

For media noise which is data dependent, a new detection method is introduced that

exploits the pattern dependency in the signal distortion and noise reflected in the noise metrics.

This new technique is called patterned-dependent noise-predictive maximum-likelihood (PDNP-
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ML) detection [7]. PDNP-ML detection can be viewed as a generalization of NPML detection.

These new techniques enhanced the detection performance for recording channels with more

complex noise sources such as media noise [8].

1.3.2 Error Correction Codes

In order to correct errors in magnetic recording disk drives, Reed-Solomon (RS) codes

with hard decision decoding have been utilized for decades.The error correction capability of

these codes with hard decision decoding is largely determined by its minimum distance. How-

ever, with hard decision decoding of RS codes, the rates are far away from the Shannon limit,

namely the channel capacity, which is the highest rate for which reliable communication is pos-

sible [9].

For decades, no known codes achieved reliable performance at rates near the Shannon

limit. With the introduction of turbo codes with iterative decoders in 1993 [10], the traditional

way of code design with good minimum distances has been reformed. Later, low-density parity

check (LDPC) codes, which were introduced by Gallager a longtime ago [11], have been shown

to perform close to the Shannon limit [12]-[15]. It is expected that these advanced codes will

find more use in hard disk drives, a viewpoint supported by therecent integration of LDPC codes

with iterative detection into a hard disk read channel in [16].
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Chapter 2

Introduction to Bit Patterned Media

Recording

2.1 Introduction

The recording density in hard disk drives is measured in terms of areal density, i.e. the

number of bits per square inch. To increase the recording densities, the areal density needs to be

increased. In conventional magnetic recording systems, a thin continuous magnetic layer which

consists of magnetic grains is utilized for recording. Eachbit consists of a number of magnetic

grains that are magnetized in the same direction, behaving as one unit.

By scaling the number of grains per bit, the areal density canbe increased. However,

due to the randomness in the grain size and shape, the transition from one bit to another might

introduce a considerable amount of noise, called transition jitter, to the readback signal. This

is illustrated in Fig. 2.1. Therefore, in order to obtain sufficient signal-to-noise ratio (SNR) for

each recorded bit, the number of magnetic grains per bit can not be decreased beyond a certain

number. Grains with smaller diameters can be utilized to increase the recording densities. How-

ever, grains with small diameters become thermally unstable by the superparamagnetic effect,

i.e. the magnetic energy of the grainKuV is not large enough compared to the thermal energy

kBT . Here,Ku andV , respectively, represent the magnetic anisotropy and the magnetic switch-

ing volume of a grain whereaskB andT , respectively, represent the Boltzmann constant and the

temperature. If grains with large magnetic anisotropy are utilized to eliminate the superparam-

agnetic effect, the required magnetic field for writing is increased. However, the magnetic field

of the write element is limited. Therefore, to magnetize or to change the polarity of a grain,

10
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Figure 2.1 Illustration of a transition in continuous film media. Taken from [2] with permission.

the magnetic anisotropy of the grain needs to be reduced by means of recording techniques with

energy assistance such as in heat-assisted magnetic recording (HAMR) [1].

There are two other methods proposed for higher recording densities that require pat-

terning of the continuous media, i.e. discrete track media and bit-patterned media (BPM). In

discrete track media, the magnetic film is patterned by meansof lithography. The tracks are

separated by a nonmagnetic material. Such a technique reduces the interference coming from

different tracks, mitigates the effects of track misregistration arising from improper positioning

of the write/read elements, and increases the tolerance on the dimensions of write/read ele-

ments [3]-[5]. On the other hand, since the data is recorded on tracks in continuous media, the

transition noise is still a problem and the superparamagnetic effect is inevitable for increasing

recording densities.

In order to combat the superparamagnetic effect, the media is patterned to magnetic

“islands” where each island can store an individual bit in BPM recording [6]-[7]. Each island

consists of one grain or a few coupled grains. There is non-magnetic material between islands.

Such a system offers a great potential for recording densities beyond 1 Tb/in2. Due to the

patterned transitions along the track and in the cross-track directions, less transition noise is

observed in BPM in contrast to the continuous media.

Many challenges for BPM recording need to be addressed for this new recording
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method to be successful. Such challenges include, but not limited to, the media fabrication,

the write/read head and servo design, signal processing, coding, and system integration. It might

take time to overcome these challenges and we might have to settle for a slower pace of increas-

ing recording densities in the near future.

In the remainder of this chapter, we briefly summarize the media fabrication, the writ-

ing process, servo and timing recovery, written-in errors,signal processing and coding for BPM

recording channels. In Section 2.6, we present an overview of this dissertation, whose focus is

on channel modeling and signal processing aspects of BPM recording channels.

2.2 Fabrication Process

To achieve high recording densities with BPM, one challengeis to fabricate patterned

disks with the properties necessary for successful magnetic recording at a reasonable cost. E-

beam lithography, nanoimprint lithography, and self-assembly are some of the techniques pro-

posed for the fabrication of BPM. The first step in the mass fabrication process of patterned

disks is the creation of a master pattern. With the current technology, creation of the master

pattern is a time-consuming and expensive process. At the second step, templates are created

by replicating the master pattern which is followed by the third stage where the templates are

replicated to create the patterned disks. The second and thethird stage, shown in Fig. 2.2, can

be carried out at a reasonable cost by nanoimprint technology. In the rest of this section, we

briefly summarize e-beam lithography, self-assembly, and guided self-assembly techniques and

the process of fabricating a patterned disk from a master pattern with nanoimprint technology.

More information about these techniques and other techniques not mentioned here can be found

in [8].

The master pattern can be obtained by several techniques such as lithography, self-

assembly, or guided self-assembly. Optical lithography can not meet the higher resolutions

required for the recording densities targeted for BPM. Another lithography technique called

as e-beam lithography is a candidate to generate a master pattern with the areal density up to

1Tb/in2 [10]. Fig. 2.3(a) and Fig. 2.3(b), respectively, show a height and a phase image of a

specimen patterned by e-beam lithography and with dimension of 1 µm. The height image

is obtained by an atomic force microscope (AFM) whereas the phase image is obtained by a

magnetic force microscope (MFM). In e-beam lithography, the writing process is serial, which

results in a slow and expensive procedure to obtain the master pattern. To achieve recording
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Figure 2.2 Two-generation nanoimprinting process. Taken from [9] with permission.

densities more than 1Tb/in2, self-assembly is another proposed technique to create themaster

pattern. Self-assembly is a natural lithography method where the self-assembled patterns are

found in nature. These self-assembled patterns can be utilized as a template. The disadvantage

of this technique is the missing circular symmetry which is needed for a rotating disk. Fig. 2.4

shows AFM and MFM images of a self-assembled pattern.

In order to overcome the problems observed in the self-assembly method, such as long

range ordering and placement jitter, a guided self-assembly method is proposed. This method

combines natural assembly with a lithography process. In the guided self-assembly process, a

topographical pattern is created physically in a substrateor the surface chemistry is modified to

accommodate the specified form of pattern [9].

Once a master pattern is created, it is later replicated by nanoimprint lithography. A

simple process is demonstrated in Fig. 2.5 where a patterneddisk is created through a master

pattern serving as a nanoimprint template. In the process, first a master pattern is created by

e-beam lithography. Later, a resist pattern on the master pattern is developed by reactive ion-

etching (RIE) and the master pattern is inverted and pressedinto the liquid resist layer. By means

of UV light, the liquid resist layer is hardened into a solid replica of the master pattern. Later,

pillars are formed by means of reactive ion etching. In the last step, to create the magnetic

islands, magnetic material is deposited on top of pillars.
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(a) AFM image of an e-beam pattern specimen

(b) MFM image of an e-beam pattern specimen

Figure 2.3 AFM and MFM images of e-beam pattern specimen withdimension of1 µm.

2.3 Writing Process: Servo and Timing Recovery

During the fabrication process of continuous media, servo markers are recorded around

each track for the purpose of successful write synchronization. Tight write synchronization is
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(a) AFM image of a self-assembled pattern specimen

(b) MFM image of a self-assembled pattern specimen

Figure 2.4 AFM and MFM images of a self-assembled pattern specimen with dimension of
1 µm.

not required in continuous media since the entire film is available for recording. The main

difference between the writing process in continuous mediaand BPM is the necessity of tight
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Figure 2.5 Fabrication process of patterned disk through a master pattern. Taken from [9] with
permission.

writing synchronization in BPM. In BPM, islands are locatedat specific places which need to be

known by the write head for proper synchronization during the recording process [6].

The location of each island can be determined by a read sensor. The frequency and

phase of the write clock can then be updated for successful recording. However, a major interfer-

ence in the readback signal coming from the large currents applied to the write element degrades

the signal level coming from the read sensor. To overcome this effect, other techniques are pro-

posed such as usage of an independent sensor [9]. On the otherhand, such new techniques can

be prohibitively complex and costly.

One successful method for write synchronization would be the using of sector syn-

chronization system which does not require simultaneous sensing and recording. In this system,

with sector headers, successful update in frequency and phase is possible. The major drawback

of such a system is that there is no write synchronization control between sectors. For sector

synchronization in BPM, advanced servo patterns for frequency and phase update are studied

in [11]-[14]. The comparison of servo performance of these patterns in the presence of media

noise, signal sampling, and timing jitter is presented in [14].
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Figure 2.6 Illustration of timing window whereW represents the write width andsD represents
the writing window. Taken from [15] with permission.

2.4 Written-in Errors

The recording performance of BPM will largely be dominated by errors that occur

in the writing process [15]. The errors in the writing process can arise from imperfect write

synchronization or from imperfections in the fabrication process. In the fabrication process, the

imperfections might be due to the fluctuations in magnetic properties of the media or in island

size, shape, and location.

The location width of the write head where a successful recording is possible for a

specified island is defined as the "writing window" [16]. In BPM recording, the write head needs

to be synchronized by the targeted island. This is illustrated in Fig. 2.6. There could be scenarios

where the head might not move to the writing window of the current island, instead being in the

writing window of the previous or the next island. Even when the write head is in the writing

window of the island desired to be magnetized, the write fieldshould be larger than the magnetic

switching field of that island for successful magnetization. Therefore, successful recording of

an island is determined by many factors including, but not limited to, the randomness in the

island size, shape, and location, the switching field distribution of the islands, and the write field

distribution of the write head.

In [17], the writing failure is modeled by a simple model where only substitution errors

are assumed to be present. A substitution error refers to theopposite polarity compared to the

desired polarity. In [18], a more general notion for successful recording, called “addressability,”

which refers to successful magnetization of a targeted island without detrimentally affecting the



18

neighboring islands is defined. If the write head changes themagnetization of the previous island

due to the write mis-synchronization, then the previous island is overwritten. Such a writing

failure introduces a deletion error. Moreover, there couldbe scenarios where an insertion error

can also occur.

2.5 Signal Processing and Coding

From the read channel aspect, several models as well as signal processing techniques

for BPM recording are studied in the literature. Due to smaller island separation in the down-

track and cross-track directions for high recording densities, the read channel experiences of

inter-symbol interference (ISI) and intertrack interference (ITI). Two-dimensional as well as

one-dimensional equalization and detection techniques are studied to combat the effects of ISI

and ITI. Channel models incorporating the media noise arising from the imperfections in the

fabrication process such as the fluctuations in island size and shape are also considered. Another

natural step would be to consider applying error correctioncodes for channel models with ISI

and ITI.

As we have discussed above, the performance of BPM recordingchannels is largely

dominated by written-in errors, i.e. substitution, insertion, and deletion errors. In [17], a channel

model combining the write and read process with several detection schemes is presented. It has

been assumed that only substitution errors occur in the write process and the read channel is

modeled as an ISI channel. However, it is crucial to design write channel models with inser-

tion/deletion errors in addition to substitution errors. Advanced signal processing and coding

techniques are required for such channels with written-in errors. In the literature, several error

correction codes are designed for channels with insertion/deletion errors [19]-[24]. Such codes

can be applicable to BPM recording channels.

Information theoretical limits for write/read channels are important from the aspect of

code design that can correct the errors that occur in the write and read process. Information rates

of the composite channel with different written-in error parameters and read channel models are

presented in [17]. Bounds for the capacity and symmetric information rate are presented for a

new channel model incorporating insertion/deletion errors in [25].
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2.6 Dissertation Overview

Integration of BPM to a functional recording system requires overcoming many chal-

lenges. In this dissertation, we are interested in the signal processing aspect of this new recording

system from the read channel point of it.

In Chapter 3, we introduce a read channel model with ISI and ITI which arise from the

readback signal of islands in the down-track and cross-track directions, respectively. We assume

that additive white Gaussian noise (AWGN) occurs due to the electronics noise. We also consider

media noise whose major component arises from the island location fluctuations. We model the

location fluctuations in the down-track and cross-track directions with independent Gaussian

random variables. Later, we show that media noise is non-Gaussian and pattern dependent.

In Chapter 4, we study equalization and detection techniques for the read channel

model with AWGN noise that we introduced in Chapter 3. We compare the detection perfor-

mance of several schemes with different equalization and detection techniques where only the

bit sequence on the main track is detected in the presence of ITI. We propose the use of joint-

track equalization which was previously introduced in the literature in the context of a single

interfering track [26]. Simulation results show that for certain recording densities, the scheme

with joint-track equalization and maximum-likelihood sequence detection has performance sim-

ilar to that of an optimal detection scheme and outperforms another low-complexity detection

scheme introduced in the literature [27].

In the last chapter of this thesis, we present a parametric study of ITI for BPM record-

ing channels. Simulation results for optimal bit detectionshow that increasing ITI level does not

necessarily degrade the performance. In contrast, for a certain range of ITI levels, increasing the

ITI level improves the performance. This interesting phenomenon arises in the absence as well

as in the presence of ISI and track misregistration (TMR). Byexact analysis of bit error rates

in the absence of ISI, we explain this phenomenon. In the presence of ISI, since the analysis of

bit error rates for optimal bit detection in the presence of ITI is difficult, we explain the effect

of different levels of ITI by analysis of the dominant error events of another detector called a

punctured maximum-likelihood (ML) joint-track detector.The performance of this detector is

virtually identical to the optimal bit detector.
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Chapter 3

A New Read Channel Model for Bit

Patterned Media Recording

3.1 Introduction

For bit patterned media (BPM) recording, several read channel models taking into

account such properties of this new recording media as its geometry are introduced in the litera-

ture [1]-[2]. In this chapter, we introduce a technique to compute the output of BPM recording

channels with read heads whose dimensions are larger than anisland of magnetization. This

technique allows the signal contribution due to the inter-track interference (ITI) from adjacent

tracks to be evaluated.

Reading is accomplished with a finite track-width magnetoresistive (MR) head with

infinitely wide shields. The head potential distribution isobtained using reciprocity calculations

and is modified for the presence of a soft underlayer (SUL) using the method of multiple images

[3]. The contribution of a magnetized island to the readbacksignal is evaluated as the integral of

the head potential distribution over that island.

In the read channel model, the readback signal is passed through a low-pass filter,

followed by a sampler with a sampling interval corresponding to the down-track island sepa-

ration. Electronics noise, modeled as additive white Gaussian noise (AWGN), is assumed to

corrupt the output of the read head. In the model, it is assumed that the main component of the

media noise arises from the location fluctuations of islands. This noise source is called “island

jitter.” Island position shift in the down-track and cross-track directions is modeled with two

independent Gaussian random variables and a second-order model for the approximation to the
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upper track

main track

lower track

cross-track

down-trackMR read head

sz

sxBz

Bx

Figure 3.1 Schematic of the magnetoresistive head and patterned magnetic medium.

jitter-induced readback voltage is introduced. The numerically calculated probability density

functions indicate that this noise source is data-dependent and non-Guassian.

3.2 Head/Media Configurations

In the read channel model, the islands are arranged in a rectangular array with di-

mensionsx in the down-track direction and with dimensionsz in the cross-track direction. The

islands have a film thickness ofh. Center to center island distances in the down-track and cross-

track directions, respectively, are equal toBx andBz. This is shown schematically in Fig. 3.1.

The recording density is determined by the parametersBx andBz. Table 3.1 shows media con-

figurations as an example for recording densities between1 Tb/in2 and2 Tb/in2. In the table,

the parameterBz which determines the track period is set to25 nm whereas the parameterBx

is scaled down to obtain higher recording densities. In order to obtain higher recording densi-

ties, either one or both of the center to center island distances in the down-track and cross-track

directions can be reduced.

Table 3.1 Media configurations for recording densities between1 Tb/in2 and2 Tb/in2.

Recording Density sx sz Bx Bz

1 Tb/in2 12.5 nm 12.5 nm 25 nm 25 nm
1.2 Tb/in2 11 nm 12.5 nm 21.5 nm 25 nm
1.4 Tb/in2 9 nm 12.5 nm 18.4 nm 25 nm
1.75 Tb/in2 7 nm 12.5 nm 14.7 nm 25 nm
2 Tb/in2 6 nm 12.5 nm 12.9 nm 25 nm
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Reading is accomplished with a finite track-width shielded magnetoresistive (MR)

head with infinitely wide shields. The top view of such a shielded MR head is shown in Fig. 3.2.

In the figure,W stands for the head width,t stands for the thickness of the MR element, andg

stands for the gap from shield to the MR element. The read headcentered over the main track

spans a specified fraction of the outer tracks (upper track andlower track, respectively) as shown

in Fig. 3.1.

3.3 Head Potential Distribution and Readback Voltage

In the absence of a soft underlayer (SUL), the head potentialdistributionΨ(x, y, z) of

the MR head is obtained by means of reciprocity calculations[3]:

SHIELD SHIELD
g W

t

Figure 3.2 Top view of a shielded MR head.
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Ψ(x, y, z) =
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(3.1)

whereR =
√

(x − x′)2 + y2 + (z − z′)2.

At a flying heighty = 5 nm, the surface plot of the head potential distribution of

an MR head with dimensionsW = 35 nm, t = 5 nm, andg = 25 nm is shown in Fig. 3.3.

Note that the head potential distribution decreases with increasing distance in the down-track

and cross-track directions.

In the presence of an SUL, the head potential distribution isobtained by means of

reciprocity and multiple images calculations. For a given thickness of SULℓ, choose the smallest

positive integerN such that for a givenǫ,

|Ψ(x, 2(N + 1)ℓ + y, z) − Ψ(x, 2(N + 1)ℓ − y, z))| < ǫ. (3.2)

The head potential distributionΨSUL(x, y, z), then, is

ΨSUL(x, y, z) =

N∑

i=1

(
Ψ(x, 2iℓ + y, z) − Ψ(x, 2iℓ − y, z)

)
+ Ψ(x, y, z). (3.3)

The readback signal produced by a head centered at(0, 0) from an island centered at

(x0, z0) is the integral of the head potential distribution over thatisland

V (x0, z0) =

∫ x0+sx/2

x0−sx/2

∫ z0+sz/2

z0−sz/2

(
Ψ(x, d, z) − Ψ(x, d + h, z)

)
dxdz. (3.4)

Here,d represents the flying height of the MR head from the surface ofthe media. To obtain

the readback signal in the presence of an SUL, the head potential distributionΨ(x, y, z) in (3.4)

should be replaced withΨSUL(x, y, z) defined in (3.3).
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Figure 3.3 Surface plot of the head potential distribution versus down-track and cross-track dis-
tance for a shielded MR head.

For a recording density of1 Tb/in2 with the media configuration shown in Table 3.1,

the normalized readback signals of isolated islands without SUL centered at(0, 0) and(0, Bz)

versus down-track distancex are shown in Fig 3.4. This figure shows the change in the readback

signal the head senses when the center of the head whose nominal position is(0, 0) moves in

the down-track direction. Fig. 3.5 shows the normalized readback signals versus down-track

distancex in the presence of SUL. In the absence of SUL, a negative undershoot is observed

whereas in the presence of SUL, such a negative undershoot isabsent. It is also known that SUL

helps the writing process by enhancing the recording field [4].

When the readback signal from the islands at distances of comparable to the island

separation in the down-track direction is not negligible, intersymbol interference (ISI) is ob-

served. Similarly, the readback signal from the islands in adjacent tracks introduces inter-track

interference (ITI) into the model. For specific media configurations, the ITI level increases by
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Figure 3.4 The normalized readback voltage from islands centered at(0, 0) and(0, Bz) in the
absence of SUL.

increasing the widthW of the head and the ISI level increases by increasing the gapg from the

MR element to the shield. However, decreasing the island separations in the down-track and

cross-track directions, respectively, increases the length and the level of ISI and ITI in the chan-

nel for a specific head configuration. Therefore, both head and media configurations determine

the ISI and ITI levels in the channel.

3.4 Discrete-time Channel Model

When the head senses signals fromm andn islands in the cross-track and down-track

directions, respectively, the discrete-time readback model obtained by the sampling distance

corresponding to the down-track island separation can be represented by anm × n channel

response matrix. Without loss of generality, we focus on channel responses matrices where

m = 3 andn = 3. The channel inputs are assumed to be independent identically distributed

(i.i.d.) equiprobable binary sequences{ui,−1}, {ui,0}, and{ui,1} recorded on the upper, main,
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and lower tracks, respectively andui,−1, ui,0, ui,1 ∈ {1,−1}. If binary data is recorded on each

track, the triplet of islands represents one of8 possible recorded “symbols" listed in Table 3.2.

That is, each symbol represents three independent bits stored on the upper, main, and lower

track.

For certain recording densities, the noiseless sampled discrete-time readback model
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Figure 3.5 The normalized readback voltage from islands centered at(0, 0) and (0, Bz) with
SUL.

Table 3.2 Symbols

upper track − + − − + + − +
main track − − + − + − + +
lower track − − − + − + + +
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can be represented by a3 × 3 channel response matrixH

H =




h0,−1 h1,−1 h2,−1

h0,0 h1,0 h2,0

h0,1 h1,1 h2,1


 (3.5)

where the ISI is limited to2 symbols. Fig. 3.6 shows the discrete noiseless channel model where

the noiseless readback signalvi at timei is

vi =
∑2

k=0 hk,−1ui−k,−1 +
∑2

k=0 hk,0ui−k,0 +
∑2

k=0 hk,1ui−k,1.

3.5 Noise Modeling

In the read channel model, we consider AWGN and media noise. The replay transducer

and the readback circuitry generate the stationary electronics noise. We model the samples of

this noise source by independent, zero-mean Gaussian random variables{wi} with varianceσ2.

In the presence of AWGN, the readback signalyi at timei is

yi =
∑2

k=0 hk,−1ui−k,−1 +
∑2

k=0 hk,0ui−k,0 +
∑2

k=0 hk,1ui−k,1 + wi . (3.6)

Fig. 3.7 illustrates the discrete-time readback model withAWGN.

The island size and island location fluctuations are expected to be the source of media

noise in BPM recording channels [5]-[8]. Here, we assume that the dominant component of the

media noise arises from the randomness of the island locations. This non-stationary component

is referred to as “jitter noise." Let us assume that an islandcan be shifted from its ideal location

both in the down-track and cross-track direction as shown inFig. 3.8. We model these shifts

+

ui,−1 [h0,−1 h1,−1 h2,−1]

ui,0 [h0,0 h1,0 h2,0]

ui,1 [h0,1 h1,1 h2,1]

vi

Figure 3.6 The discrete-time noiseless channel model.
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+

ui,−1 [h0,−1 h1,−1 h2,−1]

ui,0 [h0,0 h1,0 h2,0]

ui,1 [h0,1 h1,1 h2,1]

wi

yi

Figure 3.7 The discrete-time channel model with AWGN.

as independent, zero-mean Gaussian random variablesδx andδz, with variancesσ2
δx andσ2

δz,

respectively.

The jitter-induced readback voltage in a head centered at(0, 0) from an island whose

nominal position is(x, z) is defined as

vj(x, z)
def
= v(x + δx, z + δz) − v(x, z). (3.7)

Fig. 3.9 shows that the numerically calculated probabilitydensity functionfVj (v) of the jitter-

induced readback voltage from an island with a nominal position (0, 0) for the recording density

of 1 Tb/in2 andσδx = σδz = 2.5 nm. Note that the probability density function is not Gaussian.

The computational complexity of calculating an exact description of the probability

density functionfVj(v) is high. Therefore, we introduce a second-order approximation where

we express the readback voltage induced in a head centered at(0, 0) by an island centered at

(0, 0)

(δx, δz)

down-track

cross-track

Figure 3.8 A shifted island in the down-track and cross-track directions with δx and δz,
respectively.
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(x + δx, z + δz) using a Taylor series expansion

v(x + δx, z + δz) =v(x, z) + δx vx(x, z) + δz vz(x, z)+

1

2
[(δx)2 vxx(x, z) + 2δx δz vxz(x, z) + (δz)2vzz(x, z)] + ξ(x, z)

=v(x, z) + ξ(x, z) + e(x, z). (3.8)

Here,ξ(x, z) denotes the second-order approximation to the jitter-induced readback voltage

ξ(x, z) =δx vx(x, z) + δz vz(x, z)+

1

2
[(δx)2 vxx(x, z) + 2δx δz vxz(x, z) + (δz)2 vzz(x, z)] (3.9)

ande(x, z) represents the modeling error due to approximating the shifted readback voltage with

the first-order and second-order derivative terms. If a first-order approximation were utilized, the

jitter-induced readback voltage would be approximated by aGaussian function which contradicts

the non-Gaussian nature of the jitter-induced readback voltage.

Fig. 3.10 shows the numerically calculated probability density functionfξ(v) of the

second-order approximation to the jitter-induced readback voltage. It is seen that the probability

density function of the second-order approximation and theactual probability density function

of the jitter-induced readback voltage have the similar non-Gaussian form. Note also that the

second-order approximation is computationally less complex since derivatives in (3.9) are com-

puted only once. Fig 3.10 shows us that a higher order approximation for the jitter-induced

readback voltage should be utilized to be able to capture thestatistical properties of this noise

source. We also note that this noise source is symbol dependent and it consists of contributions

from adjacent islands in the presence of inter-island interference.
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Chapter 4

Equalization and Detection

4.1 Introduction

In this chapter, we study equalization and detection techniques for bit-patterned me-

dia (BPM) recording channels. The proposed BPM recording channel in Chapter 3 includes

intersymbol interference (ISI) and inter-track interference (ITI) due to the high recording densi-

ties. Several detection and equalization methods have beenproposed for channels with ITI. The

performance of the read channel in the presence of additive white Gaussian noise (AWGN) was

analyzed under maximum-likelihood (ML) symbol sequence detection in [1]. The complexity

of an ML detector for the bit sequence written on the main track is substantial in the presence

of ITI. In [2], a detector that utilizes ML symbol sequence detection and outputs the middle bit

of each detected symbol in the ML symbol sequence was introduced. To reduce the detection

complexity, in [3], a decision feedback equalizer (DFE) that uses the previously detected upper

track data was proposed. In [4], ML symbol sequence detection with joint-track equalization

was described. A maximuma posteriori (MAP) bit detector was derived in [5]. In [6], a one-

dimensional (1-D) equalizer was designed where a partial-response (PR) target was chosen to

match the channel response of the main track. For detection,the Viterbi algorithm was utilized

on a modified trellis where the number of states correspondedto the PR target. The modified

trellis was obtained by adding branches to take into accountthe ITI from immediately adjacent

bits on the outer tracks.

In [7] and [8], a two-dimensional (2-D) generalized partial-response (GPR) equalizer

that eliminates the ITI followed by a Viterbi detector was introduced. In [8], the use of iterative

decision feedback detection (IDFD) was proposed. For IDFD or 2-D equalization, multiple

34
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1-D waveforms were required as inputs rather than a single 1-D waveform as in the methods

described above. These multiple 1-D waveforms might be obtained by reading multiple adjacent

tracks or by utilizing multi-head read elements.

In Section 4.2, we first review the read channel model described in Chapter 3. In Sec-

tion 4.3, we consider the trellis representation of channelinput/output sequences. In Section 4.4,

we study ML symbol sequence detection, ML bit sequence detection, and MAP bit detection. In

Section 4.5, we review briefly several previously designed 1-D and 2-D equalizers. We adapt a

joint-track equalizer introduced in [4] to BPM recording channels. In Section 4.6, we propose

a scheme that utilizes the joint-track equalizer followed by a Viterbi detector. We compare the

performance and the complexity of this scheme with schemes that utilize optimal bit detection

or optimal symbol sequence detection, and the scheme introduced in [6]. The latter scheme con-

sists of 1-D equalization with a PR target followed by the Viterbi algorithm that works on the

modified trellis as described above.

4.2 Review of the Read Channel Model

In this section, we mainly concentrate on a read channel model with a 3 × 3 channel

response matrix. The detection and equalization methods discussed in this chapter are general,

however, and can be applied without loss of generality to anyBPM channel model with different

lengths of ISI and ITI.

In the read channel, we assume that the read head centered over the main track spans a

specified fraction of the outer tracks (upper track andlower track, respectively). This was shown

schematically in Fig. 3.1. The read channel response matrixis

H =




h0,−1 h1,−1 h2,−1

h0,0 h1,0 h2,0

h0,1 h1,1 h2,1


 (4.1)

where the first and third row vectors represent the channel responses of the upper and lower

tracks, respectively, and the middle row vector representsthe channel response of the main track.

The channel inputs are assumed to be independent, identically distributed (i.i.d.), equiprobable

binary sequences{ui,−1}, {ui,0}, and{ui,1}, whereui,−1, ui,0, ui,1 ∈ {1,−1}. The noise sam-

ples{wi} are assumed to be independent, zero-mean Gaussian random variables with variance
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σ2. Then, the readback signalyi at timei is

yi =
2∑

k=0

hk,−1ui−k,−1 +
2∑

k=0

hk,0ui−k,0 +
2∑

k=0

hk,1ui−k,1 + wi

def
= vi + wi (4.2)

wherevi is the noiseless output signal. The read channel model was illustrated in Fig. 3.7.

As described in the previous section, the triplet of islandsrepresents one of8 possible

recorded “symbols" which consist of three independent bitsstored on the upper, main, and lower

track.

4.3 Trellis Representation of Noiseless Channel Output Sequences

The channel given in (4.1) has a memory of2 symbols. The input and output sequences

of this channel can then be described by a trellis with82 = 64 states. Each state at timei is

labeled with the symbols at timei−2 andi−1, respectively. From each state at timei, there are

8 outgoing branches to8 different states at timei + 1. The branches emanating from the state at

time i are labeled by the input symbol at timei and the noiseless outputvi corresponding to this

state transition. This is shown in Fig. 4.1.

at timei
state

at timei + 1
state

ui−2,0 ui−1,0

ui−2,−1 ui−1,−1

ui−2,1 ui−1,1

ui−1,0 ui,0

ui−1,−1 ui,−1

ui−1,1 ui,1

ui,0

ui,−1

ui,1

vi

Figure 4.1 State and branch labeling for the channel response matrixH.

4.3.1 Channel Response with Cross-track Symmetry

When the channel response matrix has a cross-track symmetrysuch thath0,−1 = h0,1,

h1,−1 = h1,1, andh2,−1 = h2,1, the noiseless channel output sequences can be representedwith

a trellis that has62 = 36 states. For convenience, we define a channel response matrixHc with
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this cross-track symmetry as follows

Hc =




m p n

r q t

m p n


 . (4.3)

For this channel, the noiseless channel outputvi at timei is

vi = n(ui−2,−1 + ui−2,1) + p(ui−1,−1 + ui−1,1) + m(ui,−1 + ui,1)

+t(ui−2,0) + q(ui−1,0) + r(ui,0). (4.4)

We label each state at timei with 4 quantities: the sum of the bits on the upper and lower track

at timei − 2, the sum of the bits on the upper and lower track at timei − 1, the bit on the main

track at timei−2, and the bit on the main track at timei−1. Each branch is labeled in a manner

similar to the case of channel responseH in (4.1). This is shown in Fig. 4.2.

at timei
state

at timei + 1
state

ui−1,0

ui−2,0

(ui−1,−1 + ui−1,1)

(ui−2,−1 + ui−2,1)

ui,0

ui−1,0

(ui,−1 + ui,1)

(ui−1,−1 + ui−1,1)
ui,0

ui,−1

ui,1

vi

Figure 4.2 State and branch labeling for the channel response matrixHc.

The sum of the bits written on the upper and lower track at timei takes3 different

values as follows

(ui,−1 + ui,1) =





−2, if ui,−1 = −1 andui,1 = −1

0, if ui,−1 = −1 andui,1 = 1

0, if ui,−1 = 1 andui,1 = −1

+2, if ui,−1 = 1 andui,1 = 1

. (4.5)

Therefore, the trellis representing the noiseless channeloutput sequences has(3× 3× 2× 2) =

62 = 36 different states. If we denote the noiseless channel outputs at timei for the input

{ui,−1 = 1, ui,1 = −1} by v
(1)
i and for the input{ui,−1 = −1, ui,1 = 1} by v

(2)
i , we find that

v
(1)
i = n(ui−2,−1 + ui−2,1) + p(ui−1,−1 + ui−1,1) + m(0)

+ t(ui−2,0) + q(ui−1,0) + r(ui,0) (4.6)
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v
(2)
i = n(ui−2,−1 + ui−2,1) + p(ui−1,−1 + ui−1,1) + m(0)

+ t(ui−2,0) + q(ui−1,0) + r(ui,0). (4.7)

It is seen from (4.6) and (4.7) thatv
(1)
i andv

(2)
i are equal. There are two such pairs of inputs for

which the noiseless channel outputs are the same, i.e., one pair whenui,0 = −1 and one pair

whenui,0 = 1. Therefore, in this trellis structure, more than one input symbol sequence may

generate the same output sequence. When using this trellis as the basis for symbol detection, we

may have to use a restricted input symbol alphabet as shown inSection 4.4.1. Such a restricted

input symbol alphabet introduces rate loss to the channel. Alternatively, we may use the reduced-

state trellis for detection of the binary data on the main track only.

4.3.2 Channel Response with Cross-track Symmetry and Zero Corner Entries

If, in addition to the cross-track symmetry, the corner entries h0,−1, h0,1, h2,−1, and

h2,1 are equal to zero, we can represent the noiseless channel output sequences with a4-state trel-

lis. For convenience, we define a channel response matrixH+ having the cross-track symmetry

and the corner entries equal to zero as follows

H+ =




0 p 0

r q t

0 p 0


 . (4.8)

For this channel, the noiseless channel outputvi at timei is

vi = p(ui−1,−1 + ui−1,1) + t(ui−2,0) + q(ui−1,0) + r(ui,0).

Here, each state at timei is labeled with the bits written on the main track at timei−2 andi−1.

Each branch has a label of the forma/b wherea equals[ui−1,−1 ui,0 ui−1,1], namely the channel

input bit on the upper track at timei−1, the channel input bit on the main track at timei, and the

channel input bit on the lower track at timei − 1, andb equalsvi, namely the noiseless channel

output that corresponds to this state transition. This is shown in Fig. 4.3. There are8 branches

emanating from each state forming4 parallel branches between each pair of connected states.

If we denote the noiseless channel outputs at timei for the input{ui−1,−1 = 1, ui−1,1 =

−1} by v
(3)
i and for the input{ui−1,−1 = −1, ui−1,1 = 1} by v

(4)
i , we find that

v
(3)
i = p(0) + t(ui−2,0) + q(ui−1,0) + r(ui,0) (4.9)
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v
(4)
i = p(0) + t(ui−2,0) + q(ui−1,0) + r(ui,0). (4.10)

It is seen from (4.9) and (4.10) thatv
(3)
i andv

(4)
i are equal. Therefore, two of the4 parallel

branches between each pair of connected states have the sameoutput labels. This trellis is

shown in Fig. 4.4. For convenience, the branch labels are notincluded in the figure. This4-

state trellis was introduced by Nabavi et al. [6] where two ofthe 4 parallel branches between

each connected pair of states that have the same output labels were combined into one branch,

resulting in3 parallel branches between each pair of connected states. Inthis trellis structure,

similar to the case of channel responseHc, more than one input symbol sequence may generate

the same output sequence. Hence, the discussion in Section 4.3.1 on symbol versus bit detection

applies here, too.

at timei
state

at timei + 1
state

ui−2,0 ui−1,0 ui−1,0 ui,0

ui,0

ui−1,−1

ui−1,1

vi

Figure 4.3 State and branch labeling for the channel response matrixH+.

at timei
states

at timei + 1
states

1 1

-1 1

1 -1

-1-1

1 1

-1 1

1-1

-1-1

Figure 4.4 Trellis diagram for the channel response matrixH+.
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4.4 Detection

In this section, we study different detection methods including ML symbol sequence

detection, ML bit sequence detection, and MAP bit detection. The ML symbol sequence detector

minimizes the probability that a symbol sequence is in error, whereas the ML bit sequence detec-

tor minimizes the probability that a bit sequence is in error. Both detectors are based on Viterbi

algorithm. On the other hand, the MAP bit detector is optimumin the sense of minimizing the

probability of a bit error.

4.4.1 ML Symbol Sequence Detection

The ML symbol sequence can be obtained by utilizing the Viterbi algorithm that is

matched to the trellis representing the channel input and noiseless channel output sequences.

The ML symbol sequence is the sequence that maximizesp(y|u−1, u0, u1), i.e.,

û−1, û0, û1 = arg max
u
−1,u0,u1

p(y|u−1, u0, u1)

wherey represents the detector input samples,u−1, u0, u1 represent the bit sequences recorded

on the upper, main, and lower tracks, respectively. When thechannel has cross-track symmetry,

since more than one input symbol sequence may generate the same output sequence, there may

be more than one ML symbol sequence. To resolve such a detection tie, one might choose to

utilize a restricted input alphabet. Consider channelHc defined in (4.3). When the parameters

p = q, m = r, andn = t, we obtain the channel̂Hc

Ĥc =




r q t

r q t

r q t


 . (4.11)

For this channel, the symbols with the same number of+ and− bits are indistinguishable.

Therefore, the restricted input alphabet, shown in Table 4.1, has4 elements which results in a

rate of2/3 bits per island. We define a channelH̃c where the parametersp = q/2, m = r/2,

andn = t/2 in (4.3)

H̃c =




r/2 q/2 t/2

r q t

r/2 q/2 t/2


 . (4.12)
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For channel̃Hc, there are5 elements in the restricted input alphabet since the symbols{[−,+,+],

[+,+,−]}, {[−,−,+], [+,−,−]}, and{[−,+,−], [+,−,+]} are indistinguishable. Table 4.2

shows an example of a restricted input alphabet for channelH̃c with ratelog2(5)/3 bits per is-

land. For channelHc defined in (4.3), the restricted input alphabet has at most6 elements as

shown in Table 4.3. Therefore, the rate of such a channel is atmostlog2(6)/3 bits per island.

Table 4.1 Restricted symbol alphabet forĤc.

upper track − + + +
main track − − + +
lower track − − − +

Table 4.2 Restricted symbol alphabet forH̃c.

upper track − + + + +
main track − − + − +
lower track − − − + +

Table 4.3 Restricted symbol alphabet with six elements.

upper track − + − + + +
main track − − + + − +
lower track − − − − + +

4.4.2 ML Bit Sequence Detection

The ML bit sequence written on the main track is the sequenceû0 that maximizes

P (y|u0), i.e.,

û0 = arg max
u0

p(y|u0)

= arg max
u0

[∑

u
−1

∑

u1

p(y, u−1, u1|u0)
]

= arg max
u0

[∑

u
−1

∑

u1

p(y|u0, u−1, u1)P (u−1, u1)
]

(4.13)
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wherey represents the detector input samples andP (u−1, u1) represents the jointa priori prob-

ability of the bit sequencesu−1 andu1. Since the sequencesu−1 andu1 are i.i.d. equiprobable,

û0 = arg max
u0

[∑

u
−1

∑

u1

p(y|u0, u−1, u1)
]
. (4.14)

The complexity involved in the maximization ofp(y|u0) is proportional to the number

of distinct pairs(u−1, u1). Therefore, it is substantial. As stated in [4], if at a high signal-to-

noise ratio (SNR), the conditional densities involved in (5.7) are dominated by one particular

pair (u−1, u1), the following approximation can be made

max
u0

[∑

u
−1

∑

u1

p(y|u0, u−1, u1)
]

≈ maxu0, u
−1, u1

p(y|u0, u−1, u1). (4.15)

The right hand side of (5.8) corresponds to joint ML sequencedetection foru−1, u0, andu1, i.e.

ML symbol sequence detection. Thus, a detection scheme, based on the Viterbi algorithm, that

outputs the middle bit of each detected symbol in the ML symbol sequence can be viewed as a

high SNR approximation for ML bit sequence detection. For channels with a cross-track sym-

metry, the ML symbol sequence detector works on the36-state trellis described in the previous

section.

Viterbi Algorithm with a Modified Branch Metric

When the channel response matrix is equal toH+ as defined in (4.8), the ML bit

sequence can be obtained using the Viterbi algorithm with a modified branch metric on a 4-state

trellis with 4 parallel branches between each connected pair of states as shown in Fig. 4.4.

Each branch is labeled by the channel input bit on the upper track at timei − 1, the

channel input bit on the main track at timei, the channel input bit on the lower track at timei−1,

and the noiseless channel outputvi. This is shown in Fig. 4.3. We represent each state at timei

with si where

si
def
= (ui−2,0, ui−1,0). (4.16)

Let N denote the length of the input bit sequenceu0. We assume that the initial and

final statess0 andsN are known. There is a one-to-one correspondence between state sequences

s = {s0, s1, . . . , sN} and input bit sequencesu0 = {u0,0, . . . , uN−1,0} written on the main

track. Therefore, the ML bit sequence detector finds the state sequencês that maximizesp(y|s),
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i.e.,

ŝ = arg max
s

p(y|s)

= arg max
s

N−1∏

i=0

p(yi|si, si+1). (4.17)

Define

λ(si, si+1)
def
= − ln p(yi|si, si+1). (4.18)

Maximizing p(y|s) is the same as minimizing− ln p(y|s) and the latter can be expressed as

− ln p(y|s) =

N−1∑

i=0

λ(si, si+1). (4.19)

The detector can be implemented using the Viterbi algorithmwith a modified branch metric

equal toλ(si, si+1). We can expressλ(si, si+1) as follows

λ(si, si+1) = − ln p(yi|si, si+1) (4.20)

= − ln
[ ∑

ui−1,−1

∑

ui−1,1

p(yi, ui−1,−1, ui−1,1|si, si+1)
]

(4.21)

= − ln
[
p(yi|si, si+1, ui−1,−1 = −1, ui−1,1 = −1)

· P (ui−1,−1 = −1, ui−1,1 = −1)+

+ p(yi|si, si+1, ui−1,−1 = −1, ui−1,1 = 1)

· P (ui−1,−1 = −1, ui−1,1 = 1)

+ p(yi|si, si+1, ui−1,−1 = 1, ui−1,1 = −1)

· P (ui−1,−1 = 1, ui−1,1 = −1)

+ p(yi|si, si+1, ui−1,−1 = 1, ui−1,1 = 1)

· P (ui−1,−1 = 1, ui−1,1 = 1)
]
. (4.22)

The detection algorithm based upon (4.22) can be thought of in terms of the Viterbi

algorithm operating on a4-state trellis where a single branch replaces the4 parallel branches

between connected states. The branch metric for this singlebranch is given by (4.22). This

detector is an ML detector for the bit sequence written on themiddle track.

Another detector which operates on a4-state trellis which has3 parallel branches

between connected states was described in [6]. As stated in [6], that detector first finds the best
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branch out of the parallel branches between connected states. The two detectors are not the same

in that there are situations where for a given noisy output sequence they will choose different

input sequences. Since our detector is an ML detector, it follows that the detector described in

[6] is not truly an ML detector.

4.4.3 MAP Bit Detection

The MAP bit detector outputs the estimated bitûi,0 on the main track at timei

ûi,0 = arg max
τ∈{−1,+1}

P (ui,0 = τ |y) (4.23)

given the channel output sequencey. For MAP bit detection, thea posteriori probability (APP)

for each bit at timei, P (ui,0 = τ |y) τ ∈ {−1,+1}, can be calculated by a modification to

the Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm which outputs the APP for each symbol at

time i [9]. This modification was derived in [5].

The modified BCJR algorithm outputs

P (ui,0 = −1|y) =
∑

φ∈U−1

i

P (ui = φ|y) (4.24)

and

P (ui,0 = 1|y) =
∑

φ∈U+1

i

P (ui = φ|y). (4.25)

Here,ui denotes the symbol at timei, U−1
i andU+1

i denote the set of symbolsφ at timei where

ui,0 equals−1 and1, respectively.

The BCJR algorithm operates on the trellis representing thechannel input and noise-

less channel output sequences. It recursively computes theforward state metrics and the back-

ward state metrics, which are combined with the branch metrics to produce the APP of each

symbolP (ui = φ|y). The APP of the symbolui = φ, i.e. the conditional probability of the

symbolui = φ given the channel outputy, can be written as

P (ui = φ|y) =P (ui = φ, y)/P (y) (4.26)

=
1

P (y)

M−1∑

k=0

M−1∑

j=0

P (ui = φ, si−1 = k, si = j, y). (4.27)

Here,si represents the state at timei andM represents the number of states in the trellis.
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The forward state metric and the backward state metric for state j at timei and the

branch metric from statek at timei− 1 to statej at timei with the input symbolφ, respectively,

are defined as

αi(j) =P (si = j, yi
0
), (4.28)

βi(j) =P (yN−1
i+1

|si = j), (4.29)

and

γφ
i (k, j) =P (ui = φ, si = j, yi|si−1 = k) (4.30)

whereyi′

i
denotes the sequence{yi, yi+1, · · · , yi′}. In terms of the forward state metrics, the

backward state metrics, and the branch metrics, the APP of each symbol can be expressed as

P (ui = φ|y) =
1

P (y)

M−1∑

k=0

M−1∑

j=0

αi−1(k)γφ
i (k, j)βi(j). (4.31)

The forward state metrics and the backward state metrics areobtained by means of forward

recursion and backward recursion with the initial conditions α0(0) = 1, α0(j) = 0 for j 6= 0

and terminal conditionsβN−1(0) = 1, βN−1(j) = 0 for j 6= 0.

Forward recursion

αi(j) =P (si = j, yi
0
) (4.32)

(1)
=

M∑

k=0

P (si−1 = k, si = j, yi−1
0

, yi) (4.33)

(2)
=

M∑

k=0

P (si = j, yi|si−1 = k, yi−1
0

)P (si−1 = k, yi−1
0

) (4.34)

(3)
=

M∑

k=0

P (si = j, yi|si−1 = k)P (si−1 = k, yi−1
0

) (4.35)

=

M∑

k=0

P (si = j, yi|si−1 = k)αi−1(k) (4.36)

(4)
=

M∑

k=0

αi−1(k)
∑

φ∈Φ

P (ui = φ, si = j, yi|si−1 = k) (4.37)

=

M∑

k=0

αi−1(k)
∑

φ∈Φ

γφ
i (k, j) (4.38)
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Backward recursion

βi(j) =P (yN−1
i+1

|si = j) (4.39)

(1′)
=

M∑

j′=0

P (si+1 = j′, yN−1
i+1

|si = j) (4.40)

=

M∑

j′=0

P (si+1 = j′, yi+1, yN−1
i+2

|si = j) (4.41)

(2′)
=

M∑

j′=0

P (yN−1
i+2

|si = j, si+1 = j′, yi+1)P (si+1 = j′, yi+1|si = j) (4.42)

(3′)
=

M∑

j′=0

P (yN−1
i+2

|si+1 = j′)P (si+1 = j′, yi+1|si = j) (4.43)

(4′)
=

M∑

j′=0

βi+1(j
′)
∑

φ∈Φ

P (ui = α, si+1 = j′, yi+1|si = j) (4.44)

=

M∑

j′=0

βi+1(j
′)
∑

φ∈Φ

γα
i+1(j, j

′) (4.45)

The equalities in(1), (1′), (4), and(4′) follow from the principle of total probability whereas

equalities(2) and(2′) follow from Bayes’ Rule. Since the conditional probabilityof being in a

state at timei and the outputyi given the state at timei − 1 and the channel outputsyi−1
0

only

depends on the state at timei − 1 due to the Markov property, the equalities in(3) and (3′)

follow.

4.5 Equalization

In this section, we review several previously designed equalizers for BPM recording

channels. We later adapt the use of a joint-track equalizer,introduced in [4] in the context

of single-head/single-track detection for perpendicularrecording channels, to BPM recording

channels.

4.5.1 Related Equalization Techniques

In [10], 1-D minimum mean-square error (MMSE) finite impulse response (FIR)

equalizers were discussed for BPM recording channels. A block diagram of this 1-D equal-

ization, where the ITI was treated as noise, is shown in Fig. 4.5. The channel response can be
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equalized to a desired target,g(D), using an FIR filter,f(D). Defineεi = zi − di to be the

difference between the equalized channel samplezi and the desired target sampledi at timei.

The 1-D equalizer with FIRf(D) minimizes the mean-square error (MSE),E{ε2
i }. If a target

g(D) has not been specified, the FIR filterf(D) and the targetg(D) are found simultaneously

[11]. A 1-D MMSE FIR equalizer was also used in [6] where the FIR target was chosen to match

the ISI of the main track.

+

ui,0
Channel
Model

f(D)

g(D)

b

- εi

ui,1

zi

di

ui,−1 wi

Figure 4.5 1-D MMSE equalizer design with FIRf(D) and with a 1-D targetg(D) for BPM
recording channels.

Two-dimensional (2-D) equalization techniques have been used to shape 2-D channels

such as those used to model holographic storage systems. Theuse of a 2-D GPR equalizer was

proposed for BPM recording channels in [7] and [8]. Since this study is constrained to single

track detection with single 1-D waveform obtained by a single read head, we only briefly review

this 2-D equalization method that requires multiple 1-D waveforms as inputs.

In [7] and [8], the inputs to the 2-D equalizer were multiple 1-D waveforms which

were obtained by reading multiple adjacent tracks. A monic constraint on the target response

of the main track was imposed as well as an additional constraint that forces the ITI to zero.

This method offered performance improvement compared to the 1-D equalization techniques

described above. In [8], a simplified 2-D equalization technique produced the same results as in

[7].

4.5.2 Joint-track Equalization

In this study, we adapt the joint-track equalization technique introduced in [4] to BPM

recording channels. The joint-track equalization technique consists of a 1-D equalizer shown

in Fig. 4.6(a). This 1-D equalizer not only equalizes the main track to a 1-D target but also

equalizes all three tracks to a 2-D target as shown in Fig. 4.6(b). In contrast, the previously

designed 1-D equalizers described in [10] and [6] only equalize the main track to a 1-D target.
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+

ui,−1 h−1(D)

ui,0 h0(D)

ui,1 h1(D)

wi

yi
f(D)

zi

+

g−1(D)

g0(D)

g1(D)

b

b

b

+
di - εi

(a)

+

ui,−1 h−1(D) f(D)

ui,0 h0(D) f(D)

ui,1 h1(D) f(D)

zi

w′

i

+

g−1(D)

g0(D)

g1(D)

b

b

b

+
di - εi

(b)

Figure 4.6 (a) Block diagram for joint-track equalizer design. (b) Equivalent block diagram
wherew′

i represents the colored noise sample after equalization.

In the joint-track equalization process, we design an MMSE equalizer with FIRf(D) =
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∑ℓ
k=−ℓ fkD

k using an adaptation of the method in [11] but with a3 × 3 target responseG

G =




g0,−1 g1,−1 g2,−1

g0,0 g1,0 g2,0

g0,1 g1,1 g2,1


 . (4.46)

Let

g−1(D) =
2∑

k=0

gk,−1D
k, (4.47)

g0(D) =

2∑

k=0

gk,0D
k, (4.48)

and

g1(D) =

2∑

k=0

gk,1D
k (4.49)

whereg−1(D), g0(D), andg1(D) represent the targets for the upper, main, and lower track,

respectively.

In [12], for a perpendicular magnetic recording channel with two interfering tracks, a

joint-track equalizer with a monic constraint for the trackto be detected was used. In contrast

to the derivation in [12], by representing the 2-D data sequence and the 2-D target polynomial

coefficients by vectors, the 2-D target design problem can beconverted into a 1-D form. This

method was used previously in [13], [7], and [8]. The joint-track equalizer can be obtained by

setting the number of read heads to1 and modifying the constraint matrix to incorporate the

constraints on the targetG in the equalization design of [7] and [8].

4.6 Simulation Results

In this section, we compare the performance and the complexity of several different

schemes for recording densities of1 Tb/in2, 1.2 Tb/in2, 1.4 Tb/in2, 1.7 Tb/in2, 1.75 Tb/in2, and

2 Tb/in2. We utilize a medium employing an SUL [1] with the media configurations shown in

Table 4.4. For a recording density of1 Tb/in2, the extent of ISI is limited to2 symbols. For

higher recording densities, the extent of ISI becomes4 symbols due to the decreasing island

separation in the down-track direction.
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4.6.1 Recording Density of1Tb/in 2

For a recording density of1 Tb/in2, we utilize two different channel responsesH1 and

H2. ChannelH1 corresponds to the case with no SUL [6] whereas channelH2 represents the

case with an SUL [1]

H1 =




−0.023 0.264 −0.023

−0.087 1 −0.087

−0.023 0.264 −0.023


 (4.50)

H2 =




0.0347 0.2297 0.0347

0.1277 1 0.1277

0.0347 0.2297 0.0347


 . (4.51)

The negative entries in (4.50) are due to the absence of no SUL.

For channelsH1 andH2, we compare five different schemes. The first scheme utilizes

an optimal bit detector, i.e., a MAP bit detector. This scheme uses a reduced-state trellis with

36 states and8 outgoing branches per state as described Section 4.2. The second scheme was

introduced by Nabavi et al. [6]. Their scheme consists of a 1-D MMSE FIR equalizer with a

PR target that closely matches the channel response of the main track. They represented their

detector with a modified trellis that has4 states with3 parallel branches between each pair of

connected states. Note that for the modified trellis, only the ITI from immediately adjacent bits is

taken into account. The Viterbi algorithm with the squared-Euclidean metric is utilized to detect

the symbol sequence. Since the detection of only the main track sequence is considered, the

detected bits belonging to the outer tracks, obtained from the survivor branch among the parallel

branches, are discarded. For channelsH1 andH2, PR targets[−0., 1, −0.1] and[0.1, 1, 0.1]

are chosen, respectively.

Table 4.4 Media configurations

Recording density sx sz Bx Bz

1 Tb/in2 12.5 nm 12.5 nm 25 nm 25 nm
1.2 Tb/in2 11 nm 12.5 nm 21.5 nm 25 nm
1.4 Tb/in2 9 nm 12.5 nm 18.4 nm 25 nm
1.75 Tb/in2 7 nm 12.5 nm 14.7 nm 25 nm
2 Tb/in2 6 nm 12.5 nm 12.9 nm 25 nm
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Simulation results for these two schemes are shown in Fig. 4.7 and in Fig. 4.8. The

numerical results for the second scheme were taken from [6] for channelH1. The SNR is defined

as follows

SNR= 10log10

(V 2
p

σ2

)
(4.52)

whereVp is the peak value of the readback signal of an isolated islandandσ2 is the variance of

the noise. Here,Vp = 1.

It can be seen from Fig. 4.7 and Fig. 4.8 that at a target bit error rate of10−4, for

channelsH1 andH2, the scheme that utilizes optimal bit detection provides gains of1.5 dB and

0.6 dB as compared to the scheme that utilizes 1-D equalization with the specified PR targets,

respectively. For channelsH1 andH2, simulation results not shown here indicate that the scheme

that utilizes an ML symbol sequence detector and outputs themiddle bit of each detected symbol

gives similar bit error rates compared to the scheme utilizing optimal bit detection.
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Figure 4.7 Simulation results for channelH1 (no SUL,1 Tb/in2).

We propose another scheme that utilizes joint-track equalization technique described

in Section 4.5.2. For certain head and media configurations,the contribution of the corner entries

to the readback signal is close to zero. Therefore, our target is a3× 3 matrixG defined in (4.46)

with the corner entriesg0,−1, g0,1, g2,−1, andg2,1 set equal to zero and the middle entryg1,0 set
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Figure 4.8 Simulation results for channelH2 (SUL,1 Tb/in2).

equal to1. The detector trellis has4 states with4 parallel branches between each connected pair

of states as shown in Section 4.4.2. We use the Viterbi algorithm with the squared-Euclidean

metric to detect the symbol sequence. The detector then outputs the middle bit of each de-

tected symbol in this sequence. Since the equalizer colors the electronics noise, this detector

is no longer ML. We also utilize the Viterbi algorithm with the modified branch metric defined

by (4.22). This detector also does not output the ML bit sequence due to the noise coloration.

Note that the difference between the proposed scheme with the squared-Euclidean metric and

the scheme described in [6] is the equalization methods utilized. However, both schemes have

the same detection method.

We also consider the scheme in [6] with optimized 1-D equalizer/target coefficients.

For this, different target choices are utilized. Simulation results show that the scheme in [6] has

the best performance when 1-D equalizer and target coefficients are obtained simultaneously in

the MSE minimization process.

In all equalized systems, the FIR filters are limited to11 taps. Simulation results in-

dicate that the proposed scheme with the squared-Euclideanmetric or with the modified branch

metric give virtually the same results. For the performancecurves, we utilize the acronyms SEM

and MBM for the squared-Euclidean metric and the modified branch metric, respectively. Note
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that computation of the modified branch metric is more complicated than computation of the

squared-Euclidean metric. Simulation results in Fig. 4.7 and Fig. 4.8 show that the proposed

scheme with joint-track equalization and the scheme with optimized 1-D equalizer/target coeffi-

cients essentially have the same performance as the scheme utilizing optimal bit detection.

4.6.2 Higher Recording Densities

For recording densities of1.2 Tb/in2, 1.4 Tb/in2, 1.75 Tb/in2, and2 Tb/in2, we have

the following channel responses, respectively,

H3 =




0 0.0572 0.2295 0.0572 0

0.003 0.2232 1 0.2232 0.003

0 0.0572 0.2295 0.0572 0


 , (4.53)

H4 =




0.0035 0.0835 0.2294 0.0835 0.0035

0.01 0.3393 1 0.3393 0.01

0.0035 0.0835 0.2294 0.0835 0.0035


 , (4.54)

H5 =




0.0136 0.1211 0.2293 0.1211 0.0136

0.0426 0.5080 1 0.5080 0.0426

0.0136 0.1211 0.2293 0.1211 0.0136


 , (4.55)

and

H6 =




0.0257 0.1402 0.2292 0.1402 0.0257

0.0886 0.5937 1 0.5937 0.0886

0.0257 0.1402 0.2292 0.1402 0.0257


 . (4.56)

These channels have memory of4 symbols, so the schemes that utilize optimal bit detection or

ML symbol sequence detection require only a reduced-state trellis with 64 = 362 states. The

computational complexity for optimal bit detection is veryhigh. Therefore, we utilize only the

ML symbol sequence detector that outputs the middle bit of each detected symbol. Note that this

scheme can be viewed as a high SNR approximation for ML bit sequence detection as discussed

in Section 4.4.2.
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In all equalized systems, the target length is limited to3. For channelH3, we choose

a PR target[0.2, 1, 0.2] that closely matches the channel response of the main track.In chan-

nelsH4, H5, andH6, in addition to the ITI from immediately adjacent bits on theouter tracks,

the ITI from other bits is also significant. The performance curves not shown here indicate that

the scheme using 1-D equalization with a PR target has poor performance for channelsH4, H5,

andH6.

Simulation results for channelH3 are shown in Fig. 4.9. It is seen that the scheme that

utilizes ML symbol sequence detection offers1.8 dB gain compared to the scheme that utilizes

1-D equalization with the PR target[0.2, 1, 0.2]. Simulation results also show that the pro-

posed scheme with joint-track equalization and the scheme with optimized 1-D equalizer/target

coefficients have the same performance as the scheme utilizing ML symbol sequence detection.
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Figure 4.9 Simulation results for channelH3 (SUL, 1.2 Tb/in2).

Simulation results are shown in Fig. 4.10, Fig. 4.11, and Fig. 4.12 for channelsH4, H5,

andH6, respectively. For channelsH4 andH5, the scheme that utilizes ML symbol sequence

detection offers0.5 dB and5 dB gain as compared to the proposed scheme with joint-track

equalization at a target bit error rate of10−4. For channelsH5 andH6, the proposed scheme

with joint-track equalization performs poorly as comparedto the scheme that utilizes ML symbol

sequence detection. This is due to severe noise coloration.This suggests choosing targets, such
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as a longer target, which introduce less noise coloration ora noise whitening process before

detection.
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Figure 4.10 Simulation results for channelH4 (SUL,1.4 Tb/in2).

Simulation results show that for the channels considered above, the proposed scheme

with joint-track equalization does not provide any gain compared to the scheme with optimized

1-D equalizer/target coefficients. We observe that the channels considered above have similar

levels of ITI. Therefore, we study channels which have higher levels of ITI compared to the

channels above. For this, consider channelsH7 andH8

H7 =




0.0037 0.1232 0.3813 0.1232 0.0037

0.0079 0.3133 1 0.3133 0.0079

0.0037 0.1232 0.3813 0.1232 0.0037


 (4.57)

H8 =




0.0038 0.1322 0.4118 0.1322 0.0038

0.0079 0.3135 1 0.3135 0.0079

0.0038 0.1322 0.4118 0.1322 0.0038


 . (4.58)
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Figure 4.11 Simulation results for channelH5 (SUL, 1.75 Tb/in2).
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Figure 4.12 Simulation results for channelH6 (SUL, 2 Tb/in2).
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ChannelsH7 andH8 are obtained for the media configurations wheresx = 9 nm,sz = 11 nm,

Bx = 19 nm, andBz = 22 nm corresponding to1.7 Tb/in2. The MR head with the same pa-

rameters considered above is utilized for channelH7 whereas only the width of the MR element

is raised to41 nm from40 nm to obtain channelH8.

For channelH7, BER curves in Fig. 4.13 show that there is performance difference

which is0.6 dB at a target BER10−5 between the proposed scheme with joint-track equalization

and the scheme with optimized 1-D equalizer/target coefficients. However, for channelH8,

the proposed scheme with joint-track equalization outperforms the scheme with optimized 1-

D equalizer/target coefficients with1.8 dB at a target BER10−4 as shown in Fig. 4.14 . Note also

that the scheme that outputs the middle bit sequence in the MLsymbol sequence outperforms

the proposed scheme with joint-track equalization with close to3.7 dB difference at a target

BER10−5 and BER10−4 for channelsH7 andH8, respectively. This is an expected result since

equalization introduces noise coloration which is not taken into account in the detection process.
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Figure 4.13 Simulation results for channelH7 (SUL,1.7 Tb/in2).

Note that 2-D equalization techniques that eliminate the ITI as described in [7] and

[8] would offer performance improvement compared to the schemes as described above. Nev-

ertheless, as inputs, multiple 1-D waveforms rather than a single 1-D waveform are required for

2-D equalization.
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Figure 4.14 Simulation results for channelH8 (SUL,1.7 Tb/in2).

4.6.3 Computational Complexity

Here, we compare the detection complexity of the schemes discussed above. The

branch metric computations for the modified BCJR algorithm are more complex than the branch

metric computations for the Viterbi algorithm. Therefore,the computational complexity of the

scheme that utilizes the modified BCJR algorithm for optimalbit detection is substantially higher

than the scheme that utilizes the Viterbi algorithm if both schemes work on the same trellis. For

the recording density of1 Tb/in2, the scheme that utilizes optimal bit detection and the scheme

that utilizes ML symbol sequence detection that outputs themiddle bit in each detected symbol

work on the same36-state trellis. Hence, the latter scheme has less computational complexity.

The schemes that utilize a fixed PR target or optimized 1-D equalizer/target coeffi-

cients and the proposed scheme with joint-track equalization and the squared-Euclidean metric

work on a4-state trellis. It is seen that these schemes have the same total number of branches

between all connected pairs of states when the branches between each connected pair of states

that have the same noiseless channel outputs are merged. In these schemes, one comparison is

made to select one branch that has the largest branch metric among parallel branches between

each pair of connected states. The branch metric of the selected branch is added to the metric of
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the state from which the selected branch stems. Then, among the paths starting at different states,

the path with the largest accumulated metric is selected forevery state. Note that the proposed

scheme with joint-track equalization and the squared-Euclidean metric and the schemes that uti-

lize a fixed PR target or optimized 1-D equalizer/target coefficients require the same number of

arithmetic operations. Therefore these schemes have the same computational complexity.

The scheme that utilizes ML symbol sequence detection that outputs the middle bit in

each detected symbol works on the36-state trellis or on the362-state trellis depending on the

recording density. This scheme requires a substantially higher number of arithmetic operations

compared to the schemes that utilize a4-state trellis, namely the proposed scheme with joint-

track equalization and the schemes that utilize a fixed PR target or optimized 1-D equalizer/target

coefficients. Thus, the scheme that utilizes ML symbol sequence detection that outputs the mid-

dle bit in each detected symbol has higher computational complexity compared to the proposed

scheme with joint-track equalization and the schemes that utilize a fixed PR target or optimized

1-D equalizer/target coefficients.

The proposed scheme with joint-track equalization and the modified branch metric also

works on a4-state trellis. Note that the proposed scheme with joint-track equalization and the

modified branch metric has a smaller number of branches between all pairs of connected states

than the proposed scheme with joint-track equalization andthe squared-Euclidean metric and the

schemes that utilize a fixed PR target or optimized 1-D equalizer/target coefficients. However,

the proposed scheme with joint-track equalization and the modified branch metric requires more

arithmetic operations for the total number of branch metriccalculations. Overall, it has higher

computational complexity compared to the proposed scheme with joint-track equalization and

the squared-Euclidean metric and the schemes that utilize afixed PR target or with optimized

1-D equalizer/target coefficients.

4.7 Conclusion

We considered a joint-track equalization procedure and compared several different de-

tection and equalization methods for bit patterned media (BPM) recording channels. For the

special case of a symmetric channel response matrix, we presented a maximum-likelihood (ML)

bit sequence detector using the Viterbi algorithm with the modified branch metric. We proposed

a scheme that utilizes the joint-track equalization technique followed by the Viterbi detector.

The proposed scheme with a3 × 3 target choice where the corner entries set equal to zero and
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the middle entry set equal to1 outperforms the scheme of the same complexity that utilizes

one-dimensional (1-D) equalization with a fixed partial-response (PR) target [6]. Furthermore,

the performance of the proposed scheme with joint-track equalization and the scheme with opti-

mized 1-D equalizer/target coefficients is comparable to that of the much more complex schemes

utilizing optimal bit detection or optimal symbol sequencedetection for recording densities of

1 Tb/in2 and1.2 Tb/in2. However, the proposed scheme with joint-track equalization performs

significantly better compared to the scheme with optimized 1-D equalizer/target coefficients in

the presence of high level of inter-track interference (ITI). With increasing recording densities,

the performance gap between the scheme that utilizes optimal symbol sequence detection and

the schemes with equalization increases due to the noise coloration after equalization. There-

fore, a noise whitening process or targets that introduce less noise coloration before detection

are required.
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Chapter 5

A Parametric Study of Inter-Track

Interference in Bit Patterned Media

Recording

5.1 Introduction

Decreasing island separation in the cross-track directionto increase the recording den-

sity introduces higher levels of inter-track interference(ITI) to the bit patterned media (BPM)

recording channels. In this chapter, we present a parametric study of ITI for BPM recording

channels. We choose a parametric form of a channel response matrix for a range of relevant

head and media configurations discussed in Chapter 3. We firstreview the read channel model

in Section 5.2. In Section 5.3, for channels both with and without intersymbol interference (ISI),

we show bit error rate (BER) curves obtained by performance simulation of an optimal bit detec-

tor as a function of ITI level at specific values of signal-to-noise ratio (SNR). The performance

results indicate that a higher level of ITI does not necessarily degrade the BER in a certain range

of ITI. In fact, for a pair of channels with the same ISI level,we demonstrate that the channel

with the higher level of ITI can perform better than the channel with the lower level of ITI over

a large range of SNR values. Such a phenomenon is also observed in the presence of read head

offset or track misregistration (TMR).

In Section 5.5, we provide insight into this somewhat surprising phenomenon. We

first examine in Section 5.5.1 the BER for optimal bit detection as a function of ITI level in the

absence of ISI. We determine the exact analytical expression for the BER as a function of ITI,

62
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and we use this to explain the observed characteristics of the simulated BER curve.

In Section 5.5.2, we consider channels with ISI. Noting thatthe performance of the

optimal bit detector is virtually identical to that of a joint-track maximum-likelihood (ML) se-

quence detector with respect to the main track sequence, we apply error event analysis techniques

to the latter in order to understand the observed effects of ITI on system performance.

5.2 Review of the Read Channel Model

In this study, we consider a read channel model with a square array of islands. We rep-

resent the noiseless sampled discrete-time readback modelby a3×3 channel response matrixH

with a cross-track symmetry [1]

H =




ab b ab

a 1 a

ab b ab


 . (5.1)

In the channel response matrixH, the first, the second, and the third row vectors represent the

response to the islands in the upper, main, and lower tracks,respectively. The parametera

denotes the ISI level and the parameterb denotes the ITI level in the channel. This parametric

form of the channel response matrixH was found to be reasonable for a range of relevant head

and media configurations. Of course, another parametric model might be more appropriate for

significantly different head geometries and patterned island configurations.

A schematic of the sampled read channel model is shown in Fig.3.7. The channel

inputs recorded on the upper, main, and lower tracks at time indexi, denoted by{ui,−1}, {ui,0},

and {ui,1}, respectively, are mutually independent and, on each track, the recorded bits are

assumed to be independent, equiprobable binary values overthe alphabet{1,−1}. There are8

different equiprobable symbols which represent the bits recorded on the upper, main, and lower

tracks at time indexi. Electronics noise is assumed to corrupt the output of the read head. We

model the noise terms{wi} as samples of independent, zero-mean Gaussian random variables

with varianceσ2. Then, the readback signalyi at time indexi is

yi = abui,−1 + bui−1,−1 + abui−2,−1

+ aui,0 + ui−1,0 + aui−2,0

+ abui,1 + bui−1,1 + abui−2,1 + wi. (5.2)
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The SNR is defined as

SNR= 10log10(
1

σ2
). (5.3)

5.2.1 Detection Techniques

In general, a BPM recording channel represented by a3 × 3 channel response ma-

trix has memory equal to2 symbols, so the noiseless channel input-output relationship can be

represented by a trellis using82 = 64 states, each with 8 outgoing branches. However, the par-

ticular matrixH in (5.1) has cross-track symmetry, which allows us to describe the channel with

a smaller trellis having only62 = 36 states as shown in Section 4.3.2. This simplified trellis

representation can offer reduced detection complexity.

We will make reference to three algorithms used to detect thedata recorded on the main

track: a maximuma posteriori (MAP) bit detector, a maximum-likelihood (ML) bit sequence

detector, and a punctured ML symbol sequence detector that outputs the middle bit of each

detected symbol in the ML symbol sequence [2]. Although we have presented these algorithms

in Section 4.4 in detail, for completeness, we review them here.

The MAP bit detector is optimal, and it provides the MAP estimate of each bit on

the main track. The detection algorithm is based upon the Bahl-Cocke-Jelinek-Raviv (BCJR)

algorithm, details of which can be found in [3]. For this setting, the BCJR algorithm is easily

adapted to produce joint-track or symbol MAP estimates based upon thea posteriori probability

(APP) for each recorded symbol value. A straightforward extension of the results in [4], where

only a single interfering track was considered, shows that the APP for a value of the bit on the

main track is obtained simply by summing the APPs of the symbols sharing the specified middle

bit value.

More precisely, ifui,0 represents a recorded bit on the main track at time indexi and

y represents the detector input samples, the optimal bit detector outputs

P [ui,0 = −1|y] =
∑

U−1

i

P [ui,−1, ui,0, ui,1|y] (5.4)

P [ui,0 = 1|y] =
∑

U1
i

P [ui,−1, ui,0, ui,1|y] (5.5)

whereU−1
i andU1

i are the sets of symbols at time indexi whereui,0 equals -1 and 1, respectively.

As described in [5], the ML bit sequence for the main track is the sequencêu0 that
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maximizesp(y|u0), i.e.,

û0 = arg max
u0

p(y|u0)

= arg max
u0

[∑

u
−1

∑

u1

p(y, u−1, u1|u0)
]

= arg max
u0

[∑

u
−1

∑

u1

p(y|u0, u−1, u1)

· P (u−1, u1)
]

(5.6)

wherey represents the detector input samples andP (u−1, u1) represents the jointa priori

probability of the bit sequencesu−1 andu1. Since the bit sequencesu−1 andu1 are mutually

independent and contain independent, equiprobable binaryvalues,

û0 = arg max
u0

[∑

u
−1

∑

u1

p(y|u0, u−1, u1)
]
. (5.7)

The complexity involved in the maximization ofp(y|u0) is proportional to the num-

ber of distinct pairs(u−1, u1). As stated in [5], for a high SNR, if the conditional densities

involved in (5.7) are dominated by one particular pair(u−1, u1), one can make the following

approximation

max
u0

[∑

u
−1

∑

u1

p(y|u0, u−1, u1)
]

≈ max
u0, u

−1, u1

p(y|u0, u−1, u1). (5.8)

The right hand side of (5.8) corresponds to joint ML sequencedetection foru−1, u0, andu1, i.e.,

ML symbol sequence detection. Thus, a detection scheme, based on the Viterbi algorithm, that

computes the ML symbol sequence and outputs the middle bit ofeach detected symbol can be

viewed as a high SNR approximation for ML bit sequence detection. We refer to this detector

as a punctured ML symbol sequence detector since it only outputs the detected sequence on the

main track while discarding the detected sequences on the outer tracks.

Both the MAP bit detector and the punctured ML symbol detector can be implemented

by algorithms working on the36-state trellis [6], [7]. We have found in our simulation studies

that these two detectors give virtually the same BER performance on channels with moderate to

high SNR.
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5.3 BER Performance Simulation Results

In this section, we present simulated BER curves obtained for the MAP bit detector as

a function of the ITI levelb ∈ (0, 1]. Results corresponding to channels with SNR= 16 dB and

ISI levelsa = 0, 0.125, and0.2 are shown in Fig. 5.1. For the highest ISI level,a = 0.2, we also

show results corresponding to a higher SNR level of 18 dB.

Somewhat contrary to intuition, we see that in all four scenarios, for ITI parameter

valuesb roughly in the interval[0.5, 0.65], increasing the level of ITI leads to improved BER

performance.

We also examined the simulated BER for MAP bit detection overa wide range of SNR

for two channelsH1 andH2 with the same ISI levela = 0.2 and with the ITI levelsb = 0.55

andb = 0.6

H1 =




0.11 0.55 0.11

0.2 1 0.2

0.11 0.55 0.11


 (5.9)
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Figure 5.1 Bit error rates as a function of ITI level for MAP bit detection.
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H2 =




0.12 0.6 0.12

0.2 1 0.2

0.12 0.6 0.12


 . (5.10)

The results are shown in Fig. 5.2. Although channelH2 has a higher level of ITI, it performs

significantly better than channelH1 over the entire range of SNR considered. Note that at a10−4

target BER, there is a6 dB performance difference between these channels. We also simulated

the BER performance of the punctured ML symbol sequence detector for these two channels.

The results were indistinguishable from those produced by the MAP bit detector. We will make

use of this fact in Section 5.5.2 when we use analytical methods to try to explain the observed

performance.

We remark that channelsH1 and H2 have high levels of ITI, as might arise when

the read head is significantly wider than the track pitch. This situation could be applicable to

early generations of BPM recording technology [1]. The use of wide read heads also has been

proposed for improved timing and position error detection in the context of BPM recording [8].

In the presence of read head offset, the contributions of islands in the upper and lower

tracks to the readback signal are no longer equal. The parametric model of the channel response
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Figure 5.2 Simulated bit error rates for channelsH1 andH2 for MAP bit detection.
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matrix takes the form

H∗ =




ac c ac

a 1 a

ad d ad


 . (5.11)

For such a channel, the noiseless channel input-output relationship can be represented by a64-

state trellis as shown in Section 4.3.

We define TMR arising from the read head offset as

TMR =
Read head offset

Track pitch
× 100%. (5.12)

To determine the parametersc andd in (5.11) as a function of TMR, we consider specific ge-

ometries for the read head and island configuration. The areal density is1 Tb/in2, with a regular

array of square islands having side dimension12.5 nm and center-to-center spacing of25 nm.

The magnetoresistive (MR) read sensor has thickness5 nm. For a given levelb of ontrack ITI and

a specified TMR value, we determine the corresponding read head width and offtrack position.

The resulting contributions of islands in the upper and lower tracks to the readback signal are

then computed, yielding the ITI parametersc andd [1]. Fig. 5.3 shows the simulated BER curves

for MAP bit detection as a function of ITI levelb for channels with10% and15% TMR, ISI lev-

els a = 0 anda = 0.2, and SNR equal to20 dB. These results show that the non-monotonic

relationship between the BER and ITI level that was observedwhen the head is ontrack also

arises in the presence of TMR.

5.4 Error event characterization

In this Section, we introduce a modification to the standard error event analysis de-

veloped for ML bit sequence detection for conventional ISI channels that can be applied to the

error event analysis of the punctured ML symbol sequence detector. We refer, in particular, to

the analysis of partial-response maximum-likelihood (PRML) channel performance in [9] and

[10].

Denote an input error sequence on the main track by

εu0
(D) = u0(D) − u′

0(D), (5.13)

and the input error sequences on the outer tracks by

εu−1
(D) = u−1(D) − u′

−1(D) (5.14)
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Figure 5.3 Bit error rates as a function of ITI level for MAP bit detection in the presence of
TMR.

and

εu1
(D) = u1(D) − u′

1(D) (5.15)

whereD denotes the delay operator. Here,u′
−1(D), u′

0(D), andu′
1(D) represent the estimates

of the sequences written on the upper, main, and lower tracksproduced by the ML symbol

sequence detector. Note that the punctured detector produces an error only when there is an

error in u′
0(D), regardless of the correctness ofu′

−1(D) andu′
1(D). The input symbol error

sequence

εu(D) =




εu−1
(D)

εu0
(D)

εu1
(D)


 (5.16)

is a sequence of input symbol differences[i, j, k]T wherei, j, k ∈ {0, 2,−2} andT denotes

matrix transpose.

The corresponding output symbol error sequence is

εv(D) = h−1(D)εu−1
(D) + h0(D)εu0

(D) + h1(D)εu1
(D) (5.17)

whereh−1(D), h0(D), andh1(D) represent the channel responses of the upper, main, and lower

tracks.
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An error eventλ extends from timek1 to k2 whereεu,k1−k = 0 for all 0 < k ≤ ν,

εu,k1
6= 0, andk2 is the smallest value ofk ≥ k1 whereεu,k2−ν 6= 0 andεu,k2

= εu,k2−1 =

. . . = εu,k2−ν+1 = 0. Here,ν represents the memory in the channel. The squared-Euclidean

distance of the error eventλ is

d2(λ) =

k2∑

k=k1

ε2
v,k. (5.18)

5.4.1 Error State Diagram

In this section, we discuss the error state diagram for the punctured ML symbol se-

quence detector. The error state diagram represents the input error sequences and their corre-

sponding output symbol error sequences. Denote the alphabet of the input error symbols byB.

The initial state in the error state diagram is denoted by theinput error symbolsεu,k−2 andεu,k−1

from the alphabetB. Each edge is labeled with an input error symbolεu,k and the corresponding

squared Euclidean distanceε2
v,k.

For an alphabetA = {−1,+1} of input bits for each track, the alphabet for the track

input errors isC = {−2, 0,+2} resulting in an alphabet with the size|C|3 = 33 = 27 for

the input error symbols. In the presence of symmetry in the channel response, the expression

for the output symbol error consists of the sum of input errors for the outer tracks. Therefore,

by invoking the alphabetD = {−4,−2,−0, 2, 4} corresponding to the sum of input errors

for the outer tracks, the size of the alphabet for the input error symbolsB can be reduced to

|D| × |A| = 5 × 3 = 15. With such a reduction in the size of the alphabet for the input error

symbols, the number of states in the error state diagram can be reduced from272 to 152.

We will use the notationα to represent each element from the reduced alphabetB.

Note that some of the elements of the alphabetB for the reduced error state diagram may consist

of a set of input error symbols from the input error symbol alphabet for the original error state

diagram. Denote the input errors on the upper, main, and lower tracks byc1, c2, andc3, respec-

tively. Then, each element of the alphabetB is represented byα whereα = c2 + 3(c1 + c3)/2.

For example,5 denotes the set of input error symbols[0, 2, 2]T and[2, 2, 0]T . The pairs of input

symbols that generate the input error symbols in5 are given in Table 5.1.

The probability of each elementα in the alphabetB is shown in Table 5.1. For exam-

ple, the element5 has the probability of3/8 since it can only occur if, out of the8 possible input

symbols, one of the3 symbols shown in the first column of Table 5.1 is recorded. Table 5.2 lists

the probabilities for all set of differencesα.
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Table 5.1 The set of input error symbols5

recorded symbol detected symbol input error symbol
[+,+,−]T [−,−,−]T [2, 2, 0]T

[+,+,+]T [−,−,+]T [+,−,−]T [2, 2, 0]T [0, 2, 2]T

[−,+,+]T [−,−,−]T [0, 2, 2]T

Table 5.2 Probabilities for the sets of input symbol differences

α P (α)

1, −1 3/8
2, −2 1/2
3, −3 3/4
4, −4 1/8
5, −5 3/8
6, −6 1/4
8, −8 1/8

Denote the number of bit errors in the bit sequence recorded on the main track for the

error eventλ by wu0
(λ)

wu0
(λ) =

k2∑

k=k1

|εu0,k|
2

(5.19)

and the number of occurrences ofα in the error eventλ by wα(λ). Let D∗ denote the set of

all possible error event distancesd and letΛd denote the set of all error events with Euclidean

distanced. DefineNd as the average multiplicity of bit errors resulting from error events with

the Euclidean distanced

Nd =
∑

λ∈Λd

wu0
(λ)
∏

α

P (α)wα(λ). (5.20)

Then, the probability of a bit errorPe can be bounded from above by means of the union bound

[11]

Pe ≤
∑

d∈D∗

NdQ(d/2σ). (5.21)

At moderate-to-high SNR, we have the approximation

Pe ≈ NdminQ(dmin/2σ) (5.22)

wheredmin represents the minimum Euclidean distance. An error event with the minimum Eu-

clidean distancedmin is called a dominant error event.
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5.5 Performance Analysis

In this section, we use analytical methods to provide insight into the performance

curve characteristics described in the previous section. We first address the channel with no ISI,

where an exact performance analysis for the MAP bit detectorcan be carried out. We then turn

to the more difficult case of channels with ISI, where an errorevent analysis of the punctured

ML symbol sequence detector is used to shed light on the simulated BER results for the two

channelsH1 andH2.

5.5.1 No-ISI case

Consider a channel with no ISI where the channel output at time indexi is

yi = bui,−1 + ui,0 + bui,1 + wi. (5.23)

Under the assumption that the recorded bits are independentand equiprobable binary values, the

decision rule at time indexi that minimizes the probability of a bit error is

ûi,0 = −1 if p(yi|ui,0 = −1) > p(yi|ui,0 = 1)

ûi,0 = +1 otherwise

whereûi,0 represents the estimated channel input recorded on the maintrack at time indexi.

Here,p(yi|ui,0 = −1) represents the conditional probability density function (cpdf) of the chan-

nel outputyi given that channel inputui,0 = −1. Similarly, p(yi|ui,0 = 1) represents the cpdf

of the channel outputyi given that channel inputui,0 = 1. The cpdf’sp(yi|ui,0 = −1) and

p(yi|ui,0 = 1), respectively, take the form

p(yi|ui,0 = −1) =
∑

ui,−1

∑

ui,1

p(yi, ui,−1, ui,1|ui,0 = −1)

=
∑

ui,−1

∑

ui,1

p(yi|ui,0 = −1, ui,−1, ui,1)

· P (ui,−1, ui,1) (5.24)

p(yi|ui,0 = +1) =
∑

ui,−1

∑

ui,1

p(yi, ui,−1, ui,1|ui,0 = +1)

=
∑

ui,−1

∑

ui,1

p(yi|ui,0 = +1, ui,−1, ui,1)

· P (ui,−1, ui,1) (5.25)
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whereP (ui,−1, ui,1) represents the jointa priori probability of the bitsui,−1 and ui,1. As

seen from (5.24) and (5.25), these cpdf’s depend on the channel inputs of the three tracks. The

probability of a bit errorPe is

Pe = P (ui,0 = −1)P (ûi,0 = +1|ui,0 = −1)

+ P (ui,0 = +1)P (ûi,0 = −1|ui,0 = +1).

When the ITI parameter satisfiesb ∈ (0, 0.5], the decision rule is

ûi,0 = −1 if yi < 0

ûi,0 = +1 otherwise.

The probability of a bit errorPe then takes the simple form

Pe =
1

4
Q

(
2 − 4b

2σ

)
+

1

2
Q

(
2

2σ

)
+

1

4
Q

(
2 + 4b

2σ

)
(5.26)

whereQ(t) = 1√
2π

∫∞
t e−x2/2 dx. Note thatQ(t) is a decreasing function oft. At moderate-to-

high SNR, the dominant term in (5.26) is1
4Q
(

2−4b
2σ

)
which results from the distance2−4b. This

corresponds to the distance between the nearest pair of noiseless channel outputs corresponding

to main track inputsui,0 = −1 andui,0 = 1, respectively, as illustrated in Fig. 5.4. Since the

minimum distance is a decreasing function ofb, the performance degrades with increasingb.

When the ITI parameter satisfiesb ∈ (0.5, 1], the decision rule is

ûi,0 = −1 if −∞ < yi < −e or 0 < yi < e

ûi,0 = +1 otherwise

wheree represents the positive value ofyi for which the two cpdf’s are equal. The cpdf’s for this

region are illustrated in Fig. 5.5. At moderate-to-high SNR, e ≈ b. If the parametere is chosen

to beb, the probability of a bit errorPe is given by

Pe =
1

4

[
Q

(
2 + 2b

2σ

)
− Q

(
2 + 4b

2σ

)
+ Q

(
2 + 6b

2σ

)]

+
1

2

[
Q

(
2 − 2b

2σ

)
− Q

(
2

2σ

)
+ Q

(
2 + 2b

2σ

)]

+
1

4

[
Q

(−2 + 4b

2σ

)
− Q

(−2 + 6b

2σ

)

+ Q

(
2 − 2b

2σ

)]
. (5.27)
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When the ITI parameterb ∈ (0.5, 2/3), the dominant term in (5.27) is14Q
(−2+4b

2σ

)
which

results from the minimum distance−2+4b. Note that since the minimum distance in this region

increases with increasingb, the performance improves with increasing minimum distance. When

the ITI parameter satisfiesb ∈ (2/3, 1], the dominant term in (5.27) is34Q
(

2−2b
2σ

)
. This results

from the minimum distance2 − 2b which is again a decreasing function ofb. Therefore, the

performance degrades in this region with decreasing minimum distance.

5.5.2 ISI case

For the ISI case, the analysis of the MAP bit detector is more difficult. Therefore,

recalling that the performance of the punctured ML symbol sequence detector was found to

be effectively the same as that of the optimal bit detector, we use the error event analysis for

punctured ML symbol sequence detector discussed in Section5.4.

By means of a depth first search, the input symbol error eventswith small output

distances can be listed. In Table 5.3, we list all input symbol error events with output squared-

Euclidean distances up to0.1 on channelH1 defined in (5.9) and, in Table 5.4, we list all input

symbol error events with output squared-Euclidean distances up to0.4 on channelH2 defined

−4 −3 −2 −1 0 1 2 3 4
0

0.5

1

1.5

2

2.5

3

3.5

Channel output  y
i

C
pd

f

 

 
p(y

i
|u

i,0
=1)

p(y
i
|u

i,0
=−1)

−1−2b 1+2b

2−4b

1−2b−1+2b

Figure 5.4 Conditional probability density functions whenthe ITI parameter satsifiesb ∈
(0, 0.5].
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Figure 5.5 Conditional probability density functions whenthe ITI parameterb ∈ (0.5, 1].

in (5.10). For convenience, only the error events which begin with a negative input symbol

difference are listed. Note that for channelH2, the channel corresponding to ITI levelb = 0.6,

the squared-Euclidean distance of the dominant error eventis 4 times that of channelH1, with

ITI level b = 0.55, whereas the average multiplicities of bit errors resulting from the dominant

error events for the two channels are the same. Therefore, atmoderate-to-high SNR, we would

expect a6 dB performance advantage for channelH2 compared to the channelH1, despite the

larger ITI level of channelH2. This 6 dB performance advantage was indeed demonstrated in

the simulated BER curves in Fig. 5.2.

Table 5.3: Error events for channelH1 up to squared distance0.15

Error Event,λ d2(λ) Nd

0 0 −4 0 0 0.0432 1/8

0 0 −4 4 0 0 0.0544 1/32

0 0 −4 4 −4 0 0 0.0688 3/83

0 0 −4 0 4 0 0 0.0832 1/32
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Table 5.3 – continued from previous page

Error Event,λ d2(λ) Nd

0 0 −4 4 −4 4 0 0 0.0832 4/84

0 0 −4 0 −4 0 0 0.0896 1/32

0 0 −4 0 4 −4 0 0 0.0944 3/83

0 0 −4 4 0 −4 0 0 0.0944 3/83

0 0 −4 4 −4 4 −4 0 0 0.0976 5/85

0 0 −4 0 −4 4 0 0 0.1008 3/83

0 0 −4 4 0 4 0 0 0.1008 3/83

0 0 −4 4 0 −4 4 0 0 0.1056 4/84

0 0 −4 4 −4 0 4 0 0 0.1088 4/84

0 0 −4 0 4 −4 4 0 0 0.1088 4/84

0 0 −4 4 0 4 −4 0 0 0.1120 4/84

0 0 −4 4 −4 4 −4 4 0 0 0.1120 6/86

0 0 −4 0 −4 4 −4 0 0 0.1152 4/84

0 0 −4 4 −4 0 −4 0 0 0.1152 4/84

0 0 −4 −4 0 0 0.1184 2/82

0 0 −4 4 0 −4 4 −4 0 0 0.1200 5/85

0 0 −4 4 −4 0 4 −4 0 0 0.1200 5/85

0 0 −4 4 −4 4 0 −4 0 0 0.1232 5/85

0 0 −4 0 4 −4 4 −4 0 0 0.1232 5/85

0 0 −4 0 4 0 −4 0 0 0.1232 3/83

0 0 −4 −4 4 0 0 0.1264 3/83

0 0 −4 4 4 0 0 0.1264 3/83

0 0 −4 4 −4 4 −4 4 −4 0 0 0.1264 7/87

0 0 −4 4 0 4 −4 4 0 0 0.1264 5/85

0 0 −4 4 −4 0 −4 4 0 0 0.1264 5/85

0 0 −4 0 −4 0 4 0 0 0.1296 3/83

0 0 −4 0 −4 4 −4 4 0 0 0.1296 5/85

0 0 −4 4 −4 4 0 4 0 0 0.1296 5/85

0 0 −4 0 4 0 4 0 0 0.1296 3/83

0 0 −4 0 4 −4 0 4 0 0 0.1344 4/84

0 0 −4 4 −4 4 0 −4 4 0 0 0.1344 6/86
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Table 5.3 – continued from previous page

Error Event,λ d2(λ) Nd

0 0 −4 4 4 −4 0 0 0.1344 4/84

0 0 −4 4 0 −4 4 −4 4 0 0 0.1344 6/86

0 0 −4 4 0 −4 0 4 0 0 0.1344 4/84

0 0 −4 0 4 0 −4 4 0 0 0.1344 4/84

0 0 −4 4 −4 0 4 −4 4 0 0 0.1344 6/86

0 0 −4 0 −4 0 −4 0 0 0.1360 3/83

0 0 −4 0 4 −4 4 −4 4 0 0 0.1376 6/86

0 0 −4 4 −4 4 −4 0 4 0 0 0.1376 6/86

0 0 −4 −4 4 −4 0 0 0.1408 4/84

0 0 −4 0 −4 0 4 −4 0 0 0.1408 4/84

0 0 −4 0 −4 4 −4 0 0 0.1408 4/84

0 0 −4 0 4 −4 0 −4 0 0 0.1408 4/84

0 0 −4 4 0 4 −4 4 −4 0 0 0.1408 6/86

0 0 −4 4 0 4 0 −4 0 0 0.1408 4/84

0 0 −4 0 4 0 4 −4 0 0 0.1408 4/84

0 0 −4 4 −4 0 −4 4 −4 0 0 0.1408 6/86

0 0 −4 4 −4 −4 0 0 0.1408 4/84

0 0 −4 4 −4 4 −4 4 −4 4 0 0 0.1408 8/88

0 0 −4 4 −4 4 0 4 −4 0 0 0.1408 6/86

0 0 −4 4 0 −4 0 −4 0 0 0.1408 4/84

0 0 −4 0 −4 4 −4 4 −4 0 0 0.1440 6/86

0 0 −4 4 −4 4 −4 0 −4 0 0 0.1440 6/86

0 0 −4 4 0 −4 0 4 −4 0 0 0.1456 5/85

0 0 −4 4 0 −4 4 0 −4 0 0 0.1456 5/85

0 0 −4 0 4 −4 0 4 −4 0 0 0.1456 5/85

0 0 −4 4 0 4 0 4 0 0 0.1472 4/84

0 0 −4 0 −4 0 −4 4 0 0 0.1472 4/84

0 0 −4 0 −4 4 0 4 0 0 0.1472 4/84

0 0 −4 4 0 −4 4 −4 4 −4 0 0 0.1488 7/87

0 0 −4 4 −4 4 0 −4 4 −4 0 0 0.1488 7/87

0 0 −4 4 4 −4 4 0 0 0.1488 5/85
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Table 5.3 – continued from previous page

Error Event,λ d2(λ) Nd

0 0 −4 4 −4 4 −4 0 4 −4 0 0 0.1488 7/87

0 0 −4 0 4 −4 4 0 −4 0 0 0.1488 5/85

0 0 −4 0 4 0 −4 4 −4 0 0 0.1488 5/85

0 0 −4 4 −4 −4 4 0 0 0.1488 5/85

0 0 −4 4 −4 0 4 −4 4 −4 0 0 0.1488 7/87

0 0 −4 4 −4 0 4 0 −4 0 0 0.1488 5/85

Table 5.4: Error events for channelH2 up to squared distance0.6

Error Event,λ d2(λ) Nd

0 0 −4 0 0 0.1728 1/8

0 0 −4 4 0 0 0.2176 1/32

0 0 −4 4 −4 0 0 0.2752 3/83

0 0 −4 0 4 0 0 0.3328 1/32

0 0 −4 4 −4 4 0 0 0.3328 4/84

0 0 −4 0 −4 0 0 0.3584 1/32

0 0 −4 0 4 −4 0 0 0.3776 3/83

0 0 −4 4 0 −4 0 0 0.3776 3/83

0 0 −4 4 −4 4 −4 0 0 0.3904 5/85

0 0 −4 4 0 4 0 0 0.4032 3/83

0 0 −4 0 −4 4 0 0 0.4032 3/83

0 0 −4 4 0 −4 4 0 0 0.4224 4/84

0 0 −4 0 4 −4 4 0 0 0.4352 4/84

0 0 −4 4 −4 0 4 0 0 0.4352 4/84

0 0 −4 4 0 4 −4 0 0 0.4480 4/84

0 0 −4 4 −4 4 −4 4 0 0 0.4480 6/86

0 0 −4 0 −4 4 −4 0 0 0.4608 4/84

0 0 −4 4 −4 0 −4 0 0 0.4608 4/84

0 0 −4 −4 0 0 0.4736 2/82

0 0 −4 4 0 −4 4 −4 0 0 0.4800 5/85
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Table 5.4 – continued from previous page

Error Event,λ d2(λ) Nd

0 0 −4 4 −4 0 4 −4 0 0 0.4800 5/85

0 0 −4 0 4 0 −4 0 0 0.4928 3/83

0 0 −4 4 −4 4 0 −4 0 0 0.4928 5/85

0 0 −4 0 4 −4 4 −4 0 0 0.4928 5/85

0 0 −4 −4 4 0 0 0.5056 3/83

0 0 −4 4 0 4 −4 4 0 0 0.5056 5/85

0 0 −4 4 −4 4 −4 4 −4 0 0 0.5056 6/86

0 0 −4 4 4 0 0 0.5056 3/83

0 0 −4 4 −4 0 −4 4 0 0 0.5056 5/85

0 0 −4 0 −4 4 −4 4 0 0 0.5184 5/85

0 0 −4 0 4 0 4 0 0 0.5184 3/83

0 0 −4 0 −4 0 4 0 0 0.5184 3/83

0 0 −4 4 −4 4 0 4 0 0 0.5184 5/85

0 0 −4 −1 −4 0 0 0.5376 6/83

0 0 −4 4 4 −4 0 0 0.5376 4/84

0 0 −4 4 0 −4 4 −4 4 0 0 0.5376 6/86

0 0 −4 4 0 −4 0 4 0 0 0.5376 4/84

0 0 −4 0 4 −4 0 4 0 0 0.5376 4/84

0 0 −4 0 4 0 −4 4 0 0 0.5376 4/84

0 0 −4 4 −4 0 4 −4 4 0 0 0.5376 6/86

0 0 −4 4 −4 4 0 −4 4 0 0 0.5376 6/86

0 0 −4 0 −4 0 −4 0 0 0.5440 3/83

0 0 −4 0 4 −4 4 −4 4 0 0 0.5504 6/86

0 0 −4 4 −4 4 −4 0 4 0 0 0.5504 6/86

0 0 −4 −4 4 −4 0 0 0.5632 4/84

0 0 −4 0 −4 0 4 −4 0 0 0.5632 4/84

0 0 −4 0 −4 4 0 −4 0 0 0.5632 4/84

0 0 −4 0 4 −4 0 −4 0 0 0.5632 4/84

0 0 −4 4 −4 −4 0 0 0.5632 4/84

0 0 −4 4 −4 0 −4 4 −4 0 0 0.5632 6/86

0 0 −4 4 −4 4 0 4 −4 0 0 0.5632 6/86
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Table 5.4 – continued from previous page

Error Event,λ d2(λ) Nd

0 0 −4 4 0 −4 0 −4 0 0 0.5632 4/84

0 0 −4 0 4 0 4 −4 0 0 0.5632 4/84

0 0 −4 4 −4 4 −4 4 −4 4 0 0 0.5632 8/88

0 0 −4 4 0 4 −4 4 −4 0 0 0.5632 6/86

0 0 −4 4 0 4 0 −4 0 0 0.5632 4/84

0 0 −4 0 −4 4 −4 4 −4 0 0 0.5760 6/86

0 0 −4 4 −4 4 −4 0 −4 0 0 0.5760 6/86

0 0 −4 0 4 −4 0 4 −4 0 0 0.5824 5/85

0 0 −4 4 0 −4 0 4 −4 0 0 0.5824 5/85

0 0 −4 4 0 −4 4 0 −4 0 0 0.5824 5/85

0 0 −4 0 −4 0 −4 4 0 0 0.5888 4/84

0 0 −4 0 −4 4 0 4 0 0 0.5888 4/84

0 0 −4 4 0 4 0 4 0 0 0.5888 4/84

0 0 −4 0 4 −4 4 0 −4 0 0 0.5952 5/85

0 0 −4 0 4 0 −4 4 −4 0 0 0.5952 5/85

0 0 −4 4 −4 −4 4 0 0 0.5952 5/85

0 0 −4 4 −4 0 4 −4 4 −4 0 0 0.5952 7/87

0 0 −4 4 −4 0 4 0 −4 0 0 0.5952 5/85

0 0 −4 4 −4 4 0 −4 4 −4 0 0 0.5952 7/87

0 0 −4 4 0 −4 4 −4 4 −4 0 0 0.5952 7/87

0 0 −4 4 0 −4 4 0 0 0.5952 4/84

0 0 −4 4 −4 4 −4 0 4 −4 0 0 0.5952 7/87

5.6 Conclusions

In this chapter, we studied the effect of varying levels of inter-track interference (ITI)

on the performance of optimal bit detectors for bit patterned media (BPM) recording channels.

For this, we considered a simplified family of BPM channel models described by a single param-

eter for intersymbol interference (ISI) and a single parameter for ITI. We presented simulated

bit-error-rate (BER) curves for a maximuma posteriori (MAP) bit detector on representative
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channels in this family, as a function of the ITI parameter. For channels both with and without

ISI, we observed that, in a range of values of the ITI parameter, the detector performance im-

proved as the level of ITI was increased. In the presence of track misregistration (TMR), we

observed a similar phenomenon. For the no-ISI case, this behavior was explained by means of

an exact probability of error analysis for the MAP bit detector. For channels with ISI, we used

an error event analysis of a punctured maximum-likelihood (ML) joint-track detector to shed

light on the improvement in performance that can accompany an increased level of ITI within a

certain range of ITI parameter values.
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