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ABSTRACT

Optimizing the heating ventilation and air conditioning (HVAC) control process generally considers a trade-off between thermal discomfort and energy cost. Technically, this can be represented as a multi-objective optimization problem, where the occupants’ thermal preferences and the cost of energy consumed are two conflicting objectives. When the occupancy schedule is known in advance, this problem typically reduces to minimizing the energy cost while meeting the thermal comfort constraint set by the user, typically defined as a setpoint-temperature-based comfort band. However, this approach is inadequate in dynamic occupancy settings where the optimization process is driven by occupancy estimates that are inherently uncertain. In particular, ensuring that the room temperature lays within a typically narrow comfort band, even when there is small probability of occupancy, significantly increases HVAC energy usage. In this case, accepting some probability of discomfort, is essential to reduce energy cost. We investigate three optimization HVAC control algorithms that deal with dynamic occupancy and we provide a comparative analysis to show the advantages and disadvantages of each approach with respect to their efficiency, effectiveness, applicability, and usability in different settings.

1. Introduction

Heating ventilation and air conditioning (HVAC) represents one of the biggest shares of residential and commercial buildings’ energy consumption (EIA 2015). As such, increasing the HVAC efficiency can lead to considerable saving on the monthly energy bills and carbon emissions. Improving HVAC operation using optimization algorithms requires less cost and disruption compared to more intrusive energy efficiency improvements, such as replacing building insulation and installing new HVAC equipment. For this reason, optimizing the HVAC control process has been heralded as a key means for energy efficiency improvements in buildings (Dounis and Caraiscos 2009) towards an energy sustainable future.

Optimizing the HVAC control process generally considers a trade-off between thermal discomfort and energy cost. Technically, this can be represented as a multi-objective optimization problem, where the occupants’ thermal preferences and the cost of energy are the two main and conflicting objectives. Other objectives include safety (e.g., min temperature allowed) or regulatory constraints. In fixed occupancy scenarios, such as in commercial buildings with a fixed working schedule, optimizing the HVAC control process typically involves meeting the thermal comfort constraint set by the user with the minimum energy cost. These requirements are typically
defined as a fixed setpoint temperature comfort band for particular time periods (e.g., the next 24 hours). However, this approach is inadequate in dynamic occupancy settings, such as in homes and many office buildings, where the optimization process is driven by occupancy estimates that are inherently uncertain. In particular, ensuring that the room temperature lays within a narrow comfort band, even when there is a small probability of occupancy, significantly increases HVAC energy usage. In this case, accepting some probability of discomfort, is essential to reduce energy cost. This is especially true in residential settings which are less likely to have multiple zone sensors. As such, defining the amount of discomfort acceptable according to the user preferences is an additional challenge in such settings.

A number of approaches for optimizing the HVAC control process have been proposed over time that deal with probabilistic occupancy estimates (Gao and Keshav 2013; Lu et al. 2010; Panagopoulos et al. 2017; Panagopoulos, A.A. 2016; Panagopoulos et al. 2015; Scott et al. 2011; Urieli and Stone 2013). One can distinguish two main lines of research: the thresholding approach, and the weighting sum approach. The former relies on thresholding the probabilistic occupancy estimates (i.e., defining a probability threshold above which the occupancy is considered certain) and optimizing the HVAC control process on the derived deterministic occupancy schedule. The latter utilizes the probabilistic occupancy schedules as such and relies on a weighting parameter to balance expected thermal discomfort and heating cost (Panagopoulos et al. 2015). Each one of these approaches comes with cons and pros with respect to their efficiency, applicability and usability. Nevertheless, these advantages and disadvantages have not been thoroughly understood and evaluated. Importantly, the critical question of how to meet the user preferences in balancing heating cost and thermal discomfort is usually disregarded in designing intelligent algorithms despite the extensive literature covering discussing this challenge (de Dear and Brager, 2002, Rutkowski 1997). A notable exception, Panagopoulos et al. 2015 is our point of departure and provides preliminary results in this direction.

In this paper we provide a qualitative and quantitative comparison of these approaches evaluating their efficiency, applicability and usability. Importantly, we also propose a new approach that relies on variable bounding and show that it is able to capture optimal solutions with minimum user input. Our study shows that the weighted sum formulation is a clear winner when considering the range of different user preferences that is able to capture. However, all approaches capture optimal solutions with minimum user input. As such, choosing one approach over the other depends on the application requirements with respect to user input. In this work we also show that in stochastic occupancy settings the setpoint temperature set by the user should consider the origin of the discomfort metric, i.e., the region where the occupant feels absolute thermal comfort, and not a parameter to balance discomfort and cost as this balancing needs to happen while respecting the expected occupancy probabilities.

The rest of the paper is structured as follows: In Section 2 we provide background material. Then, in Section 3 we detail the new variable bounding approaches as well as the rest of the approaches evaluated in this work. In Section 4 we discuss the evaluation results. Finally, Section 5 concludes.

2. Background Material

The state-of-the-art of HVAC control process optimization approaches rely on model predictive control (MPC). MPC considers a wide family of control approaches that, share the following 3 basic steps (Camacho and Alba 2013):
I. Every period (such as, every 15 minutes), an HVAC control schedule (i.e., a sequence of control actions, such as thermostat setpoints) is planned over a finite horizon into the future (e.g., the next 24 hours) using models of the system dynamics (e.g., the thermal response of the building to weather, occupancy and HVAC operation).

II. The first action of the planned schedule is executed.

III. The procedure is repeated shifting the planning horizon into the future.

A common variant of this basic algorithm includes an additional step where the model parameters are updated (i.e., learned) that is called adaptive MPC. Although adaptive MPC can suffer from stability issues (i.e., tendency for variables to swing around setpoints or go out of control) (Camacho and Alba 2013), this is not the case in HVAC control due to the slow nature of thermal dynamics (Siroky et al. 2011).

Depending on the building under control, the models that consider the system dynamics can include a thermal model, a discomfort model, a local weather model, an occupancy prediction model, an energy cost model, a renewable generation model, an energy consumption model of the rest of the building loads. Almost all such systems incorporate the first three and, in the case of buildings with a dynamic occupancy schedule, an occupancy prediction model.

In more detail, the thermal model essentially is expressed with a function that links the current thermal state (i.e., indoor temperature) of the building with the future thermal state (e.g., after 10 or 15 minutes) given an HVAC control action (e.g., a thermostat setpoint) and potentially a set of variables such as the outside temperature and the incident solar radiation. More formally a thermal model is:

\[ x_{t+1} = TM(x_t, a, i) \]

where \( x \) is the thermal state vector. \( a \) is the HVAC control action vector and \( i \) is the additional variables vector.

Furthermore, the thermal discomfort model essentially provides a quantitative metric of the discomfort experienced by the occupants. In doing so, it relies on the user-provided comfort band (e.g., heat setpoint: 68 °F, cool setpoint: 72 °F) and a metric of the deviation of the inside temperature from the bounds of the comfort band. For instance, a very simple discomfort metric can be:

\[ Disc = \begin{cases} \frac{(T^{in} - T^{up})^2}{(T^{in} - T^{down})^2} & \text{if } T^{in} > T^{up} \\ 0 & \text{if } T^{in} < T^{down} \\ \text{otherwise} \end{cases} \]

where Disc is the instantaneous discomfort, \( T^{in} \) stands for the indoor temperature, and \( T^{up} \) and \( T^{down} \) for the upper and lower limit of the comfort band, respectively. Discomfort is experienced only when the building is occupied. As such, in order to predict thermal discomfort and plan an optimal HVAC control schedule, one needs to also predict occupancy. Most of today’s HVAC control process optimization methods for dynamic occupancy settings incorporate an occupancy prediction algorithm that utilizes available information, such as passive infrared (PIR) sensor signals, global positioning system (GPS) signals coming from mobile devices as well as WiFi traits to detect and predict occupancy (Kleimingera et al. 2013). Supported by such predictive approaches the expected instantaneous discomfort can then be calculated as:
where \( O \) stands for the probabilistic occupancy estimates.

Within this framework the basic difference of HVAC control process optimization approaches in dealing with expected discomfort lies within planning (i.e. step I in the MPC procedure above) and, in particular, on how the HVAC control schedule is calculated. In this context, one can distinguish two main lines of thought. The first is the thresholding approach, and the second is the weighting sum approach, which we detail in the following paragraphs.

3. Dealing with Expected Thermal Discomfort

As discussed in Section 2, several approaches have been proposed in dealing with expected discomfort, the main two approaches are the thresholding approach, and the weighted sum balancing one. In this section we first discuss the thresholding approach and then the weighted sum balancing one. Then we detail the new variable bounding approach.

3.1 Thresholding

As discussed in Section 1, thresholding the occupancy probabilities relies on an arbitrarily selected threshold to derive a deterministic occupancy schedule. A common threshold of choice is the 0.5 value where all occupancy probabilities higher than the threshold are forced to 1. Similarly, all occupancy probabilities lower than the threshold are forced to 0. An example of probabilistic occupancy estimate vector is provided below:

\[
\begin{array}{cccccccc}
| & | & | & | & | & | & | & | \\
0.3 & 0.2 & 0.5 & 0.6 & 0.6 & 0.7 & 0.5 & 0.5 & 0.4 \\
| & | & | & | & | & | & | & |
\end{array}
\]

were each number between | | corresponds to a particular interval (e.g., 15-minute) within a day. By setting the threshold to 0.5 the stochastic occupancy schedule is turned into a deterministic vector where 1 corresponds to certainty of occupancy, while 0 corresponds to certainty of vacancy:

\[
|0|0|1|1|1|1|1|1|0|
\]

Henceforth, the optimization algorithm takes into account user-provided comfort bounds only when occupancy is anticipated (i.e., periods with deterministic occupancy equal to 1) and not otherwise. By doing so, such approaches do not cool or heat the space when the probability of occupancy is low. However, the algorithm will behave in the same way in time intervals when the probabilistic occupancy estimates are very close to 0 and in intervals when the probabilistic occupancy estimates are just below the threshold (e.g., 0.49 in the case of a 0.5 threshold). This is not optimal in many cases, as the optimization algorithm should preheat/precool a space in order for it to be closer to being comfortable when the probability of occupancy is higher. Despite these shortcomings, this approach is intuitive and simple enough that enables straightforward human-
computer interaction. In particular, the user can visualize the anticipated deterministic occupancy schedule which can help him decide when to override the intelligence. Although the user can change the threshold, the expected user interaction consists in populating the comfort bands (e.g., heating and cooling setpoints) for each day, which is a straightforward task.

3.2 Weighted Sum Balancing

As discussed in Section 1, another approach on dealing with expected discomfort is the weighted sum balancing approach. This approach utilizes the probabilistic occupancy schedules and relies on a weighting parameter to balance expected thermal discomfort and heating/cooling cost. Effectively, the comfort constraint becomes part of the optimization function. In particular, the majority of these approaches aim to minimize the weighted sum, J, of cost and discomfort of the following (or an equivalent) form:

\[
J = (1 - \lambda)\text{Cost} + \lambda \text{E[Disc]}
\]

where \(\lambda\) is the weighting parameter that ranges from 0 to 1 (excluding 0 and 1 since one objective is entirely omitted in these limit cases). Values closer to 1 indicate that one values discomfort more compared to cost while values closer to 0 indicate that one values cost more. Such approaches deal with probabilistic occupancy estimates in a mathematically concrete manner and provide Pareto optimal solutions (i.e., a set of solutions that have an optimal balance of cost and discomfort; the same cost cannot be achieved with less discomfort and/or the same discomfort cannot be achieved with less cost). Notably, the value of \(\lambda\) that perfectly captures the user preferences is hard to identify since cost and discomfort are measured in different units and their relationship is hard to be interpreted by a user. Nevertheless, since \(\lambda\) is a single parameter, it can be populated adaptively until the user preferences are met (see Panagopoulos et al. 2015 for more details on this schema).

Some hybrid approaches rely on both thresholding and weighted sum balancing (e.g., SPOT+ (Gao and Keshav 2013)). Nevertheless, such approaches have been shown to deteriorate in all categories of efficiency, usability and applicability compared with either weighted sum balancing or thresholding and hence are out of the focus of this work (Panagopoulos et al. 2015).

3.3 Variable Bounding

In this work we propose a new approach in dealing with expected thermal discomfort which relies on variable bounding. In particular, we propose an approach where the comfort bands are dynamically adjusted according to the occupancy probabilities. As such, when the occupancy probabilities are close to 1 the comfort band bounds are close to the user-provided values while when the probabilities tend to 0 the bounds become wider. This allows for greater deviation from the original comfort band as the occupancy probability becomes smaller. Nevertheless, the question of how wide should the bounds become in relation to the occupancy probability is not trivial. One can suggest that when the occupancy probability is 0 then the bounds should become infinitely wide. However, a practical limit to the boundaries is useful to avoid extremely uncomfortable indoor environment and facilitate a linear expansion function. For instance, allowing too wide a band during no occupancy can make it very difficult to bring temperature back
to comfortable conditions by the time occupancy is expected. More formally, the bands can be expanded according to the following formula:

\[
T_{\text{up}'} = OT_{\text{up}} + (1 - O)T_{\text{max} \text{ up}} \\
T_{\text{down}'} = OT_{\text{down}} + (1 - O)T_{\text{min} \text{ down}}
\]

where \( T_{\text{up}'} \) and \( T_{\text{down}'} \) stand for the upper and lower expanded band limit respectively while \( T_{\text{max} \text{ up}} \) and \( T_{\text{min} \text{ down}} \) stand for the upper and lower absolute limits, respectively. These upper and lower limits can also consider the safety thermal requirements of the building. Such safety requirements can ensure that the water pipes of the building do not freeze or even that the delicious chocolates in the kitchen cabinet do not melt.

4. Evaluation

In this section we provide a thorough evaluation of the above detailed approaches with respect to their efficiency, usability and applicability. In particular, we first discuss our evaluation case study and then we provide the results and a detailed discussion. Then we highlight the importance of conceptually separating the metric measuring the origin (i.e., cause) of the discomfort from the balancing parameter (e.g., the threshold, \( \Delta \) and the expanded band limits) which we consider to be a flaw in previous approaches.

4.1 Evaluation Case Study and Instantiation

For our evaluation case study, we consider a small building in Berkeley, California USA. The building has 4 thermal zones. We choose one zone for our evaluation that we call T2 zone. The zone is instrumented using wireless occupancy and temperature sensors which collect data and send them to a local server running our building operating system (Fierro and Culler 2015). Occupancy is predicted using an algorithm developed during an earlier project (Scott et al. 2011) that achieves ~80% accuracy (Figure 1). As can be seen in Figure 1 the miss rate for the zones considered in our case study ranges from 5% to 25% throughout the 8 hours ahead predictive horizon considered. This translates into a 95% to 75% success rate which is consistent with the efficiency achieved in previous implementations of the algorithm.

Thermal response is predicted using a simple linear formulation and, in particular:

\[
T_{t+\Delta}^{\text{in}} = T_{t}^{\text{in}} + (c_1 T_{t}^{\text{in}} h_t + c_2 T_{t}^{\text{in}} c + c_3 (T_{t}^{\text{out}} - T_{t}^{\text{in}})) \Delta
\]

where, \( T_{t+\Delta}^{\text{in}} \) is the estimated indoor temperature after \( \Delta \) amount of time while \( T_{t}^{\text{in}} \) and \( T_{t}^{\text{out}} \) is the current indoor and outdoor temperature respectively. The parameters \( c_1, c_2 \) and \( c_3 \) are the regression coefficients to be estimated. The thermal model is estimated through least-squares fitting regression. The predictive accuracy of the model is reported in Figure 2.

The root-mean square error (RMSE) for 7 hour ahead predictions is about 2.5F for T4 which is consistent with state-of-the-art (Alam M. et al. 2017).
Figure 1: Occupancy prediction approach evaluation for all zones

Figure 2: Thermal model prediction evaluation for all zones
For our evaluation we use data for one day during the winter and evaluate our approach for this particular day through an iterative procedure, ensuring that the thermal state at the beginning and end of the day is the same. As such, we are able to provide long term evaluation results (assuming that the same day repeats itself) in feasible time. This enabled us to evaluate all approaches considered with a wide population of the corresponding balancing parameter (i.e. the threshold, the $\lambda$ parameter, and the $T^{\text{max}}_{\text{up}}$, $T^{\text{min}}_{\text{down}}$ values, respectively). In more detail, we evaluated all approaches with the following ranges:

- **Thresholding**: A threshold within the 0-1 range with a step of 0.1.
- **Weighted Sum Balancing**: $\lambda$ within the 0-1 range with a step of 0.02.
- **Variable Bounding**: $T^{\text{max}}_{\text{up}}$ and $T^{\text{min}}_{\text{down}}$ from the comfort band limits to 10 times the safety requirements with a variable step of 0.5 to 2F.

### 4.2 Main Results and Discussion

Our evaluation results are collectively reported in Figure 3. The cumulative cost in Figure 1 considers the absolute dollars spend for the day while the cumulative discomfort is measured in F² minutes. The latter is able to capture both the deviation from the desired temperature as well as the duration of this deviation. All approaches have similar Pareto efficiency (points closer to the origin indicate a higher Pareto efficiency). Nevertheless, the weighted sum balancing algorithm captures a wider and more evenly distributed range of balancing points, while the other two approaches seem to capture the balancing points over a narrow region (on the top left of Figure 3). Notably, the thresholding approach is also able to capture a point of minimum cost with maximum discomfort, differently from the variable bounding approach. However, this solution corresponds to the operation where HVAC is completely switched off and the cost is zero, that is trivial and should be disregarded. Given this, the thresholding solution has no practical benefits over the variable bounding one with respect to the range of balancing points (and, hence, user preferences) that is able to capture.

Since both the variable bounding and the thresholding approach produce solution points in a very narrow region, there is limited value in populating the balancing parameters with values other than the intuitive 0.5 for the threshold and the intuitive safety requirements for the bounds. Conversely, the weighted balancing approach captures a wide range of balancing points depending on the $\lambda$ parameter. As such, populating the $\lambda$ parameter in accordance to the user preferences is an important task. Figure 4 depicts the relationship between $\lambda$ and comfort, while Figure 5 shows the relationship between $\lambda$ and cost. Both cost and discomfort have a generally monotonous relationship with $\lambda$ which confirms that one can progressively increase or reduce $\lambda$ until the preferences are met in an adaptive manner (as also discussed in Panagopoulos et al. 2015).

Although the weighted sum balancing allows users to specify a wider range of balancing points, both the thresholding and the variable bounding approaches produce Pareto efficient solutions. As such, when a fixed operation is needed around the point of minimum discomfort, all approaches are able to produce efficient solutions. In addition, both the thresholding and the variable bounding approaches do not need users to populate any parameters.
Figure 3: Thermal model prediction evaluation of three methods for all zones

Figure 4: Balancing Discomfort – Weighted Sum Balancing
4.3 The origin of the discomfort metric

The fact that the variable bounding approach provides Pareto optimal solutions gives rise to an interesting discussion with respect to the functional aspects of setpoint temperatures in fixed and dynamic occupancy settings. In static occupancy settings, setpoints are typically used to balance cost and thermal discomfort. For instance, a user reduces a setpoint temperature not only to feel more comfortable but also to minimize the cost of heating despite the fact that this action might introduce some thermal discomfort. Nevertheless, such an approach is not optimal in dynamic occupancy settings when the occupancy is not known in advance with absolute accuracy. In stochastic settings the setpoint temperature should be adjusted in accordance to the occupancy probability as supported by the demonstrated Pareto optimality of the variable bounding approach. This gives rise to a differentiation between the parameter to balance discomfort and cost and the setpoint temperatures in stochastic occupancy settings. In stochastic occupancy settings the setpoint temperature should only consider the origin of the discomfort metric, i.e., the region where the occupant feels absolute thermal comfort, and not a parameter to balance discomfort and cost. This is the case since the latter balancing needs to happen according to the occupancy probability, for instance through the parameters of one of the three approaches evaluated in this work (i.e., the threshold, the weighting parameter $\lambda$ and the variable bounding limits).
5. Conclusion

In this work we evaluated three approaches for optimizing the HVAC control process in stochastic occupancy settings and proposed a new approach that relies on variable bounding. Our study confirms that the weighted sum formulation is superior with respect to the range of user preferences that is able to capture. Nevertheless, we show that all approaches evaluated are able to capture optimal solutions with minimum user input. As such, choosing one approach over the other depends on the project requirements and the desired interaction with the user. In particular, the weighted sum balancing approach provides increased flexibility in balancing discomfort and cost but requires an ongoing interaction with the occupants. In more detail the balancing parameter $\lambda$ is not straightforward to be populated by the user as the users are not very prone in understanding mathematical relationships between quantifications of discomfort and cost (Panagopoulos et al. 2015). As such, an adaptive approach is required to populate the balancing parameter $\lambda$. Nevertheless, both the thresholding and the variable bounding approaches provide Pareto optimal solutions with minimum user. As such, in cases where minimum user interaction is desired any of these two methods can be used according to which one makes more intuitive sense to the user. Future work includes experimentation with nonlinear expansion of the bounds in the variable bounding approach. Depending on the non-linear function utilized, variable bounding can become more or less risky in introducing discomfort while minimizing cost.
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