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Proffler: Toward Collaborative and Scalable
Edge-Assisted Crowdsourced Livecast

Wenyi Zhang , Zihan Xu, Fangxin Wang , Member, IEEE, and Jiangchuan Liu , Fellow, IEEE

Abstract—In recent years, crowdsourced livecast has seen
remarkable progress due to the interactivity and real-time nature,
playing an essential role in multimedia applications in the post-
epidemic era. Given the delay sensitivity, large viewing volumes,
and heterogeneous viewing patterns, the traditional video stream-
ing methods fail to provide the optimized Quality of Experience
(QoE) for viewers using the minimum system cost over an edge-
assisted service architecture. The emerging technology of mobile
edge computing (MEC) offers a new perspective of reducing
user latency and enhancing the quality of dispatched videos in a
promising way. In this article, we propose Proffler, an inte-
grated framework that addresses this problem through effective
stream caching at the network edge server. We first examine
the underlying correlations in viewing patterns across different
regions and propose a novel transformer-based algorithm, Chili-
TF, that achieves accurate viewer request prediction, even for
regions with insufficient data. We then design a scalable algo-
rithm, U2VR, that achieves near-optimal video stream allocation
as well as viewer scheduling. Extensive real-data-driven experi-
ments further confirm that Proffler can achieve improvements
of 20%–55% in average QoE compared to state-of-the-art
solutions.

Index Terms—Request scheduling, video stream allocation,
viewer request prediction.
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I. INTRODUCTION

CROWDSOURCED livecast, which involves real-
time video streaming and content viewing from

geo-distributed Internet users, gets benefits from the devel-
opment of broadband mobile access [1] and smart mobile
devices [2]. It has seen remarkable progress in recent years
as it enables everyone to share customized videos lively and
interactively. Such a wide variety of stream content attracts
millions of viewers every day and brings billions of revenues
for service providers [3]. The pandemic of Covid-19 further
brings new opportunities for livecast, e.g., more companies
choose to leverage livecast for product demonstration and sale
promotion, and online classroom has become quite popular
in more and more countries and regions. In the post-epidemic
era and the foreseeable future, livecast will continue to
play an essential role on the Internet and cultivate the rapid
development of emerging new multimedia applications, such
as virtual reality (VR) [4], Metaverse [5], etc.

Different from TV-based broadcast, the crowdsourced live-
cast is characterized by the sensitive streaming delay require-
ment, numerous geo-distributed viewers, heterogeneous viewer
watching patterns, and various stream contents, rendering
the conventional cloud-based streaming service ineffective to
accommodate viewers’ Quality of Experiences (QoEs). The
readily deployed 5G and mobile edge computing (MEC)
offers a new alternative, where computation-intensive stream
transcoding and delivery for heterogeneous viewers can be
offloaded to the distributed edge servers to provide services
with shorter streaming delay and sufficient bandwidth [6],
[7], [8]. Such architecture, however, faces two significant
challenges. The first one lies in the highly dynamic and
uncertain viewer requests in different regions, so it is chal-
lenging to accurately forecast the future viewing patterns of the
geo-distributed viewers and make corresponding service allo-
cations in advance. The second one comes from the mismatch
between the distributed yet limited edge resources and the het-
erogeneous viewer requests, making it highly challenging to
achieve optimal resource allocation and viewer scheduling in
a scalable way toward high QoE and low system overhead.

Existing works are incapable of solving these problems con-
currently. For the viewing pattern prediction, Li et al. [9]
mainly focused on predicting the popularity of different video
contents, ignoring the fast-changing popularity patterns and
thus being unable to satisfy the highly dynamic live requests.
Some other works [10], [11], [12] mainly focused on exploring
the potential of the self-attention mechanism for time series

2327-4662 c© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Univ of  Calif San Diego. Downloaded on August 29,2024 at 19:15:10 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0002-1135-0706
https://orcid.org/0000-0003-2559-045X
https://orcid.org/0000-0001-6592-1984


3540 IEEE INTERNET OF THINGS JOURNAL, VOL. 11, NO. 2, 15 JANUARY 2024

without a complete solution to solve this problem. For the
edge resource allocation, Wang et al. [13] proposed an end-
to-end learning-based solution for user scheduling, yet such a
solution is generally a centralized algorithm and is insufficient
to deal with the scalable condition in practical applications.
Many other works [14], [15], [16] omit the heterogeneity of
the edges and the users, which are not suitable for practical
live-streaming scenarios. Thus, how to design an integrated
framework to solve the problems remains challenging in
crowdsourced livecast.

In this article, we propose Proffler,1 an integrated
framework that achieves collaborative viewing request
prediction across different regions and scalable video stream
allocation as well as viewer scheduling in edge-assisted
crowdsourced livecast. Proffler consists of two major com-
ponents, i.e., the request prediction module and the service
scheduling module. The first module identifies the underly-
ing common viewing patterns across different regions and
extracts the similarity. We propose a novel transformer-based
algorithm, Chili-TF, with local and regional similarity fea-
tures that achieves accurate viewer request prediction, even
for regions with insufficient data. In the second module,
we design an optimization algorithm, i.e., U2VR, to solve
this scheduling problem. U2VR first allocates video streams
in a geographical popularity-based manner, and then it uti-
lizes a utility-based heuristic to schedule users’ requests.
We have conducted extensive real-trace-driven experiments.
The results demonstrate that our prediction algorithm outper-
forms the commonly used long short-term memory (LSTM)
and state-of-the-art Transformer algorithm, achieving 0.03043
MSE on average. Besides, with the prediction results, our
service scheduling algorithm is able to attain near-optimal
stream allocation and user redirection, with up to 55.7%
improvement.

II. RELATED WORK

A. Time Series Prediction

Time series prediction is a research field in which data
regularity is sorted based on historical data, and future
nonoccurrence time is made. There are many existing meth-
ods to capture the periodicity of sequential time sequence
through neural network-related algorithms [17], [18], [19],
[20]. Recently, Recurrent Neural Network has been a pop-
ular research area in time series forecasting. LSTM [21]
is proposed to solve the problem of gradient disappearance
and gradient explosion in long sequence training. Sagheer
and Kotb [22] do the prediction of petroleum production using
deep LSTM recurrent networks and achieve good performance.
Li et al. [23] designed an evolutionary attention-based LSTM
for time series prediction. Karevan and Suykens [24] investi-
gated two weighting schemes based on the cosine similarity
between the training samples and the test point.

Transformer is another popular model to solve the sequence-
to-sequence problem [12]. It is designed for natural language
processing (NLP) task, which has some structural limitations

1“Proffler” is the combination of “Prophet” and “Niffler.” Prophet can
predict the future, representing our prediction model. Niffler is a greedy
creature in the myth, representing our utility-based scheduling algorithm.

Fig. 1. Edge network system model.

for the long-time series prediction task. Recently, a few stud-
ies have tried to exploit the potential of Transformer for time
series forecasting [11], [25]. However, no study has introduced
Transformer into the live video requests forecast yet. The
user’s request is multidimensional related to geographical loca-
tion, holidays, and time points, with rapid real-time change and
an extensive variation range. This poses a significant challenge
to the Transformer model application.

B. Service Placement

Shareable resources between edge servers enable users to
have access to different edges, opening up the problem of
service placement. Researchers have proposed various algo-
rithms for jointly placing service on edge servers and assigning
users to edge servers with different objectives (e.g., minimiz-
ing delay [26], cost [27], or maximizing the number of users
assigned to edges [28]). For example, an approximation algo-
rithm with a greedy heuristic is used to guarantee the lower
bound of the cost [14]. Yu et al. [16] proposed a decentralized
algorithm to transform the placement problem into a matching
problem between edge servers and users. Another way is to use
the reinforcement learning-based method to solve the problem.
According to Talpur and Gurusamy [29], RL-based dynamic
service placement can effectively reduce service delay and
utilize resources.

The problem of service placement and request schedul-
ing can usually be formulated as an integer linear problem
(ILP) or mixed ILP (MILP). Due to the complexity of the
problem, the works [14], [15] that focus on optimally solv-
ing the problem omit the heterogeneity of the edge servers
and the users. In addition, most works [30], [31], [32] typi-
cally consider scenarios, such as content placing, computing
scheduling, and cache placement. However, few studies have
worked on the live-streaming case, leaving an important void
that needs to fill.

III. SYSTEM MODEL

A. Framework Architecture

We consider an edge network framework as in Fig. 1, which
consists of a central cloud server c with enough capacity to

Authorized licensed use limited to: Univ of  Calif San Diego. Downloaded on August 29,2024 at 19:15:10 UTC from IEEE Xplore.  Restrictions apply. 



ZHANG et al.: PROFFLER: TOWARD COLLABORATIVE AND SCALABLE EDGE-ASSISTED CROWDSOURCED LIVECAST 3541

Fig. 2. System framework of Proffler. The system consists of two major modules. The request prediction module takes in the history user requests and
makes a prediction. The predicted future requests are fed into the service scheduling module to output optimized scheduling.

store all video streams S, a set E of edges with some streams
to provide better service delivery, and a set of users U dis-
tributed within the cover range of each edge. The streaming
delay perceived by a user is much smaller if served by an edge
than by the cloud server, and so is the bandwidth cost since the
resource price at an edge is usually cheaper than at the cloud.
Practically, each edge e has an inbound bandwidth constraint
Cin

e and an outbound bandwidth constraint Cout
e , which limits

the number of video streams an edge can take and the number
of users an edge can serve. The inbound bandwidth take-up
and outbound bandwidth take-up of an edge e are defined as
˜Cin

e and ˜Cout
e , respectively.

B. Problem Formulation

Our Proffler system is composed of two major com-
ponents, as illustrated in Fig. 2, including the request
prediction module and the service scheduling module. The
live-streaming scenario is highly dynamic, changing the
requests in every new time window. The rapidly chang-
ing request requires the system to actively adjust the video
stream allocation and request scheduling based on the request
information.

1) Request Prediction Module: We propose Chili-TF, a
module that constructs an improved transformer-based neu-
ral network to predict the next-time window users’ requests
for each edge based on the history of user requests with com-
mon viewing patterns across different regions. We formulate
the live-video request prediction for a specific video stream
in a particular edge e as a multidimensional and multistep
supervised machine learning task.

Among K adjacent edges of E, we choose H edges to use
their data to do the regional data collaboration and get a time
series containing N data points xt−N+1, . . . , xt−1, xt, for M step
ahead prediction, the input X of the supervised ML model is
xt−N+1, . . . , xt−M , and the output Y is xt−M+1, xt−M+2, . . . ,
xt. Each data point xt can be a scalar or a vector containing
the features of multiple user request series.

2) Service Scheduling Module: Once the predicted poten-
tial viewing requests are obtained, the system can proceed
to the second module, i.e., the service scheduling module.
We propose a utility-based two-step joint video stream alloca-
tion and request scheduling (U2VR) algorithm in the second

module to determine which video streams to allocate and
whether to redirect local users to another edge in order to
achieve a low overall streaming latency bandwidth cost. U2VR
first allocates video streams on edges based on the predicted
requests. When the new time window arrives, the system can
instantly apply the changes to the request scheduling.

We aim to optimally schedule each edge, maximizing the
QoEs (i.e., minimizing the streaming delay and bandwidth
cost) of users within the resource constraints. In order to
solve the problem, we should not only determine which video
streams to allocate on each edge, i.e., video stream allocation,
but also should determine how to assign each user to edges
containing the streams requested, i.e., request scheduling.

We define xe
s ∈ {0, 1} (s ∈ S, e ∈ E ∪ {c}) to indicate the

allocation of service s at edge e (central cloud server is treated
as a special edge where xc

s = 1,∀s ∈ S), and ye
u ∈ {0, 1}

(u ∈ U, e ∈ E ∪ {c}) to indicate whether user u is assigned
to edge e. Hence, the video stream allocation can be denoted
by set X = {xe

s |s ∈ S, e ∈ E ∪ {c}}, and the request scheduling
can be denoted by set Y = {ye

u|u ∈ U, e ∈ E ∪ {c}}.
We assume a user can request a video stream from either the

local edge or the nonlocal edges with a relatively small stream-
ing delay in proportion to the geographical distance from the
request edge to the local edge. We adopt a linear function to
represent the streaming delay. If no edge can satisfy a user’s
request, the user will be assigned to the central could server,
suffering a huge streaming delay. The streaming delay Lloc(u),e

can be represented as follows:

Lloc(u),e =
{

α · ||loc(u), e||, e �= c
β, e = c

(1)

where loc(u) indicates the local edge of the user u. ||loc(u), e||
denotes the geographical distance between the user’s local
edge and the requested edge. α and β are weighted parameters
to tune the delay.

Consider that the bandwidth cost of the central cloud server
is higher than the edges, the bandwidth cost Wu,e is

Wu,e = Bru · Ie (2)

where Bru is the bandwidth size a video stream ru takes up
and Ie is the unit bandwidth cost of server e (e ∈ E ∪ {c}).

Combining the variables mentioned above, we have the
following optimization objective that minimizes the overall
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Fig. 3. Overall structure of the Chili-TF module. The output vectors from different Single-Edge Encoders are aggregated through the Regional Collaboration
Controller based on the DTW algorithm and then input into the corresponding Multiedge Decoder for the future user requests prediction.

streaming delay and bandwidth cost:

min
∑

u∈U

∑

e∈E∪{c}
Lloc(u),e · ye

u +Wu,e · ye
u (3)

s.t.
∑

s∈S

xe
s · Bs ≤ Cin

e ∀e ∈ E (4)

∑

u∈U

ye
u · Bru ≤ Cout

e ∀e ∈ E (5)

xc
s = 1 ∀s ∈ S (6)
∑

e∈E∪{c}
ye

u = 1 ∀u ∈ U (7)

ye
u ≤ xe

ru
∀e ∈ E ∪ {c}, u ∈ U (8)

xe
s, ye

u ∈ {0, 1} ∀s ∈ S, e ∈ E ∪ {c}, u ∈ U. (9)

Equation (4) guarantees that the video streams allocated on
one edge will not exceed its inbound bandwidth constraint.
Equation (5) guarantees that the number of users served by
one edge will not exceed its outbound bandwidth constraint.
Equation (6) indicates that the central cloud server has unlim-
ited resources, which can accept any request. Equation (7)
indicates that a user can only be assigned to one edge.
Equation (8) ensures that a user can only be assigned to the
edge that contains the requested video stream. Equation (9)
shows that all the decision variables are indicators.

IV. USER REQUEST PREDICTION

Regions with different geographical locations are composed
of different users, which means that potential users’ viewing
preferences and patterns are also different in the sequence
requested by users in the region. In order to maximize the
selection of data to participate in the training to obtain
higher accuracy prediction, we design Chili-TF, a user request
prediction model using a multiedge collaborative learning
algorithm. Based on the analysis of user requests’ time series
among different regions, Chili-TF selects particular regions
with similar user composition and user request patterns to par-
ticipate in the training model under the heterogeneous user
data quantity.

A. Overall Module Architecture

The Chili-TF model is a multiregional cooperative
transformer-based model. According to Fig. 3, it consists
of three components: 1) Single-Edge Encoder; 2) Regional
Collaboration Controller; and 3) Multiedge Decoder. The
overall function of each component is listed below.

1) Single-Edge Encoder: Each edge has a Single-Edge
Encoder, which uses the self-attention mechanism to
extract time series’ periodicity and self-dependence. The
input for each edge is the history user requests data in
its region, and the output of the Single-Edge Encoder
is a vector that contains the extracted temporal features
and the regional user video requests pattern.

2) Regional Collaboration Controller: The Regional
Collaboration Controller compares the self-attention
vectors from different edges’ Single-Edge Encoder and
selects a specific number of edges whose regional
user characteristics are most similar based on the
dynamic time warping algorithm. Based on the dynamic
time warping distance of different regions, Regional
Collaboration Controller chooses particular regions with
smaller dynamic time warping distances between their
self-attention vectors to participate in the model training
process. The Regional Collaboration Controller assigns
different weights to these vectors according to their sim-
ilarity and merges them into one vector. The fused vector
is transferred to the Multiedge Decoder.

3) Multiedge Decoder: The Multiedge Decoder is trained
according to the data information from multiple simi-
lar edges. It decodes the fused vector output from the
Regional Collaboration Controller using the multihead
mechanism constructed in the Single-Edge Encoder to
do the multidimensional search. Finally, the future user
request predicted value for a particular edge is output
from the Multiedge Decoder.

B. Single-Edge Encoder

As is shown in Fig. 4, the encoder is composed of a convo-
lution layer, a positional encoding layer, a timestamp encoding

Authorized licensed use limited to: Univ of  Calif San Diego. Downloaded on August 29,2024 at 19:15:10 UTC from IEEE Xplore.  Restrictions apply. 



ZHANG et al.: PROFFLER: TOWARD COLLABORATIVE AND SCALABLE EDGE-ASSISTED CROWDSOURCED LIVECAST 3543

Fig. 4. Structure of the Single-Edge Encoder and the Multiedge Decoder.

layer, and a stack of three encoder layers. The convolution
layer transforms the time series data to a vector of dimen-
sion d-model through a fully connected network and a 1d
convolution network. The 1d convolution network makes the
input time series vector V focus on the neighborhood time step
information. The single term ṽt for resulting vector is

ṽt = Conv1D(vt). (10)

The resulting vector ṽt is fed into positional encoding layer.
This step is essential for the model to employ a multihead
attention mechanism. The positional encoding algorithm used
to encode the sequential information of time series data is

PE(pos, 2i) = sin
( pos

100002i/dmodel

)

(11)

PE(pos, 2i+ 1) = cos
( pos

100002i/dmodel

)

. (12)

However, positional encoding cannot sufficiently capture the
periodicity features from highly dynamic user requests in the
live streaming scenario. Therefore, we propose a timestamp
encoding method that can help the network better capture the
periodic features hidden behind the dynamically changing data
by adding the value of the periodic sine function concern-
ing the position. The representation for a timestamp encoding
vector TE is

TE(t) = sin

(

2 ∗ π ∗ t

time_cycle

)

/1000. (13)

By combining the positional encoding and the timestamp
encoding, the embedded vector X is element-wise addition of
the input vector V with a positional encoding vector PE and a
timestamp encoding vector TE. The representation for xt for
a time step t is

xt = ṽt + PE(t)+ TE(t). (14)

The resulting vector xt fed into encoder layers consists of
a self-attention sublayer and a fully connected feed-forward
sublayer. A normalization layer follows each sublayer. The
encoder outputs a d model-dimensional vector, which Regional
Collaboration Controller uses.

C. Regional Collaboration Controller

Due to the highly dynamic live streaming and the diverse
context-dependent request patterns in different edges, it is diffi-
cult to capture the hidden features of user requests. However,
the user request patterns for live streaming among neighbor
edges may have the same features because of the geographical
similarity and user mobility among adjacent edges. Therefore,
training the prediction model with multiedge data can bet-
ter capture the user’s request characteristics than only using a
local request history.

Assume we have E edges in the whole area. We separate a
certain edge e from E, and define its feature vector as X. We
define the feature vector of the remaining E − 1 edges ei as
Xi(i = 1, 2, 3, . . . , E−1). These processed vectors contain the
features of self-attention and user request pattern information
gained from the raw time series data in different regions. For
a certain edge e, the Regional Collaboration Controller selects
top N edges whose Xn(n = 1, 2, 3, . . . , N) is the closest to
the X based on the dynamic time warping distance D(X, Xn)

to fuse their vectors. The algorithm of counting dynamic time
warping distance D(X, Xn) is introduced in the following part.

Suppose Q and C have length n and m, respectively

Q = q1, q2, . . . , qi, . . . , qn (15)

C = c1, c2, . . . , cj, . . . , cm. (16)

We constructs an n-by-m matrix, where the (ith, jth) element
of the matrix contains the distance d(qi, cj) between the two
points qi and cj. The absolute distance between the values
of two sequences is calculated using the Euclidean distance
computation

d
(

qi, cj
) = (

qi − cj
)2

. (17)

Each matrix element (i, j) corresponds to the alignment
between the points qi and cj. Then, the accumulated distance
is measured by

D(i, j) = min
[

D(i− 1, j− 1), D(i− 1, j), D(i, j− 1)
]

+ d(i, j). (18)
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Based on the value of D(X, Xn), We define the similarity ρn

of two edges e and en as follows:

ρn = 1

(1+ D(X, Xn))
. (19)

The fusion vector Ṽ for edge e which contains the multiedge
data feature is

Ṽ = ρ1X1 + ρ2X2 + · · · + ρnXn. (20)

The fusion vector Ṽ is transferred to the Multiedge Decoder
for further model training.

D. Multiedge Decoder

The future user request predicted value for a particular edge
is output from the Multiedge Decoder by using the fusion
vector Ṽ containing the multiedge features related to rules of
regional user request pattern.

As shown in Fig. 4, the Multiedge Decoder comprises the
input, decoder, and output layers. The fusion vector Ṽ and
the input vector, processed by look-ahead masking, are input
into the decoder layers. The decoder layer consists of a ten-
head self-attention sublayer, a fully connected feed-forward
sublayer, and a normalization layer. Finally, an output layer
maps the decoder layer output to the target time sequence
with a fully connected network.

V. JOINT VIDEO STREAM ALLOCATION AND REQUEST

SCHEDULING OPTIMIZATION

A. Problem Hardness

We analyze the complexity of the video stream allocation
and request scheduling problems in the heterogeneous case.

Theorem 1: The video stream allocation problem is
NP-hard.

Proof: The original problem of video stream allocation is
complex since video stream allocation is dependent on request
scheduling. We consider a simplified case with a given request
scheduling. Consider each video stream as an item and each
edge as a knapsack. The simplified problem can be considered
as putting items (video streams) of different sizes into multiple
knapsacks (edges) with different capacities (bandwidth con-
straints), maximizing the total profit. We reduce the problem
into a multiple knapsack problem (MKP), which is an NP-
hard problem. Hence, the video stream allocation problem is
NP-hard.

Theorem 2: The request scheduling problem is NP-hard.
Proof: Under heterogeneous resource constraints, the

request scheduling problem is to assign users to different edges
in order to maximize the user’s QoE. Consider a special case
of the problem that each edge contains all video streams,
i.e., the user can be assigned to every edge within the band-
width constraint. The simplified problem can be considered as
putting different items (users) into knapsacks (edges) with dif-
ferent capacities (bandwidth constraints), maximizing the total
profit. The simplified problem can be considered as an MKP,
which indicates that the original request scheduling problem
is NP-hard.

Algorithm 1: U2VR
Input: Input parameters of (3) ∼ (9)

Output: Video stream allocation X and user request
scheduling Y

1 X← ∅, Y ← ∅;
2 Sort E from the edge having the most local requests to

the edge having the least local requests;
3 for each e ∈ E do
4 Sort S from the most requested stream to the least

requested stream;
5 for each s ∈ S do
6 if ˜Cin

e + Bs ≤ Cin
e then

7 X← X ∪ xe
s ;

8 ˜Cin
e ← ˜Cin

e + 1;

9 while K /∈ ∅ do
10 y∗ ← ∅, K∗ ← ∅;
11 for each Ku,e ∈ K do
12 if Ku,e ≥ K∗ and ˜Cout

e + Bru ≤ Cout
e then

13 K∗ ← Ku,e;
14 y∗ ← ye

u;

15 if ye
u
∗ �= ∅ then

16 Y ← Y ∪ y∗;
17 Update K;

18 else
19 Break;

B. Algorithm Design

The proposed U2VR algorithm (Algorithm 1) consists of
two steps, decomposing the problem into two subproblems.

1) Step One (Video Stream Allocation): We first resolve the
video stream allocation problem in a geographical popularity-
based greedy method. Since users served by the local edge
would gain the smallest delay, the algorithm will first allo-
cate video streams on the most popular (i.e., with the largest
number of requests) edge. The program iteratively allocates
video streams on edge from the most popular edge to the
least popular one. In each iteration, we allocate the most pop-
ular (i.e., the most requested) video streams until the edge
reaches its inbound bandwidth constraint. After allocating the
video stream, the original problem is now converted to a single
variable optimization.

2) Step Two (Request Scheduling): After step one, the
problem can be considered as assigning users to different
edges within a limited resource constraint. We propose util-
ity gain Ku,e as a measure of the profit the system gains by
assigning user u to edge e

Ku,e = λ�Du + ν�Wu (21)

where Du is the streaming delay of user u, and Wu is the
bandwidth cost of user u. By default, Du and Wu are the value
gained by the user assigned to the central cloud server. �Du

and �Wu represent the improvement of assigning users to a
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Fig. 5. Auxiliary graph G for a given video allocation X.

specific edge. The coefficients λ and ν are weighted parameters
to tune the utility gain.

Given the utility function, we construct an auxiliary graph
G as in Fig. 5. The nodes in G consist of a set of nodes U
representing each user and a set of nodes E representing each
edge. In the beginning, each user is connected to edge nodes
containing the video stream that the user requested by dot-
ted lines. The dotted lines are considered as candidate lines,
indicating that the connected edge is qualified for serving the
connected user. Each candidate line has an attribute Ku,e, i.e.,
the utility gain if assign user u to edge e. We define K as
the set containing all the candidate lines. Then, the program
starts to iteratively select the dotted line with the highest util-
ity gain. In one iteration, once a line is chosen, it becomes
a solid line, while other candidate lines originated from that
user node are deleted. Then, the program updates the graph
status and starts a new iteration. Note that if multiple candi-
date lines have the same highest utility gain, the program will
choose the first one. If the edge connected to the selected
candidate line reaches its resource constraint, the program
will select the candidate line with the second-highest utility
gain, so on and so forth. When all the edges reach their
resource constraints, the rest of the unassigned users will
be redirected to the central cloud server, having zero utility
gain.

3) Complexity Analysis: Recall that we define S as the
video streams, and E as the edge servers. For the first step,
the inner for loop is repeated O(|E| × |S|) times. For the sec-
ond step, K reaches its maximum when all the users can be
assigned to all the edges, i.e., U × E. In the worst case, the
edges have infinite capacity, which means no edge will be
eliminated during each iteration. Therefore, the inner for loop
is repeated O([(|U|2 + |U|)/2]×|E|) times, and thus the com-
plexity is O(|U|2 × |E|). Therefore, the overall complexity of
the algorithm is O(|E| × (|S| + |U|2)).

VI. EVALUATION

This section compares our algorithm with the state-of-the-
art algorithms in terms of Request Prediction and Service
Scheduling. Our experiment is mainly divided into two com-
ponents, one is the evaluation of the request prediction
module, and one is the evaluation of the integrated frame-
work performance based on the prediction result. We test our
algorithm on real data sets.

A. Data Set

We collaborate with iQIYI and collect the user requests for
different video streams every 6 min for two weeks in Beijing.
We take Haidian District as an example and divide it into
100 edge regions, with each edge covering a 1 km × 1 km
square area. At the same time, each region contains more than
100 video channels, and each channel contains 3360 attributes.
To gain more training data, we also use the sliding window
method to extend the training data sets. The whole data set
is divided into three parts for training, validating, and testing
with the scale of 6:2:3.

B. Baseline and Setup

We compared our Chili-TF with the Vanilla Transformer
(Vanilla-TF) and LSTM to evaluate the user request prediction
performance for a particular edge based on the data sets men-
tioned in Section V-A, the structure and setup of the baselines
and the Chili-TF are listed.

1) LSTM: The depth of the LSTM network is 30 Layers.
Its activation function is Relu. MSE is used as the loss
function. The batch size is 32 and trained for 60 epochs.
The sliding window’s length is 100, and the stride is 1.

2) Vanilla-TF: The Vanilla Transformer (Vanilla-TF) fol-
lows the original structure discussed in this article [12].
It comprises a ten-head encoder and decoder with-
out using the timestamp encoding. Its optimizer is
the AdamW optimizer with β1 = 0.9, β2 = 0.999,
and lrate = 0.00001. A dropout rate of 0.1 is
used for each sublayer. MSE is used as the loss
function. The batch size is 32 and trained for 60
epochs. The sliding window’s length is 100, and the
stride is 1.

3) Chili-TF: The Chili-TF uses the structure introduced in
Section IV. It comprises a ten-head encoder and decoder
with a 1d convolution layer and a timestamp encod-
ing layer. its optimizer is the AdamW optimizer with
β1 = 0.9, β2 = 0.999, and lrate = 0.00001. A dropout
rate of 0.1 is used for each sublayer. MSE is used as
the loss function. The batch size is 32 and the model
is trained for 60 epochs. The sliding windows length is
100, and the stride is 1.

In addition to evaluating the predictive accuracy
performance of Chili-TF within a certain edge, we also
conduct further ablation experiments on regional collabora-
tion strategies. For the edges of a particular region, we adopt
four different training strategies.

1) The Single-Edge Strategy (Single): It uses only one edge
data to train the user request prediction module.

2) The Random Selection Strategy (RSS): It randomly
selects some user requests data from edges in the region
to participate in the model training process.

3) The Neighborhood Selection Strategy (NSS): To partic-
ipate in the model training process, it selects the time
series data from edges with adjacent edges with similar
geographical locations.

4) The dynamic time warping distance-based selective
training strategy (DSS) is introduced in Section IV-C.
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Fig. 6. MSE of time series predictions in a single edge.

At the same time, we also discuss the influence of the
amount of participating edge with our Chili-TF’s DSS. We
define three types of regions: 1) small-region (16 edges);
2) mid-region (49 edges); and 3) large-region (100 edges).
25% edges closest to the certain edge is chosen, i.e., choosing
16× 25% = 4 edges trained together for a small-region.

Since most existing works resolve the courdsource livecast
problem without considering request prediction and service
scheduling as a whole, we need to conduct an ablation study by
replacing the service scheduling module of the framework. We
evaluate Proffler against two state-of-the-art algorithms
and one other benchmark on top of our Chili-TF prediction
module.

1) Greedy Video Stream Allocation With Greedy Request
Scheduling (GSP-GRS): The GSP-GRS is a state-of-
the-art algorithm proposed by He et al. [28]. Within
each iteration, the algorithm allocates an additional
video stream that serves the maximum number of the
previously unserved users using the residual resource.
The users that are previously served by the edge remain
unchanged.

2) Greedy Video Stream Allocation With Shadow Request
Scheduling (GSP-SS): GSP-SS is a state-of-the-art algo-
rithm proposed by Farhadi et al. [14]. In each iteration,
the algorithm first resolves the shadow scheduling
problem of maximizing served users using the linear
program method. Then, the algorithm greedily allocates
video streams until the edges are full.

3) Random scheduling (RS), which randomly allocates
video streams and assigns users to edges.

C. Evaluation on Request Prediction Module

We use two statistical parameters MSE and R2score to
measure the performance of our model.

1) MSE, which is a measure of the degree of difference
between an estimator and an estimator. The closer MSE
is to zero, the accuracy is better

MSE = 1

n

n
∑

i=1

wi(yi − ỹi)
2 (22)

where yi is the true value and ỹi is the predicted value.
wi > 0, n is the number of samples.

Fig. 7. R2score of time series predictions in a single edge.

Fig. 8. MSE value of Chili-TF with different training strategy.

2) R2score, also named the coefficient of determination, is
the proportion of the variation in the dependent variables
that is predictable from the independent variables. The
closer R2score is to one, the accuracy is better

R2score = 1−
∑n

i=1(yi − ỹi)
2

∑n
i=1(yi − yi)

2
(23)

where yi is the true value, ỹi is the predicted value. yi

is the mean value of yi, n is the number of samples.
1) Result of Prediction Accuracy: For the accuracy of time

series predictions in a single edge, as shown in Fig. 6, with
the gradual convergence of model loss, our Chili-TF could
eventually reach a lower MSE value than Vanilla Transformer
and LSTM network on the test data set, which is as low as
0.03043 on average. The MSE is 26.81% lower than LSTM
and 15.16% lower than Vanilla Transformer. Fig. 7 shows that
the R2score of Chili-TF is better than the Vanilla-TF and the
LSTM network. Even on the high dynamic data, the corre-
lation coefficient can still reach 0.6409, achieving a 24.67%
increase over LSTM, and a 9.5% increase over Vanilla-TF.

Our Chili-TF is more accurate than the state-of-the-art time-
series forecasting algorithm from the experimental data. It can
significantly improve prediction accuracy in the mean square
error and correlation coefficient of the predicted time series
value. Therefore, it can better solve the problem of user request
prediction in a particular region.

2) Ablation Study: As for the ablation study of regional
collaborative strategy, the result is shown in Fig. 8. By calcu-
lating and ranking the dynamic time warping distance using
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Fig. 9. Normalized overall penalty under different prediction model.

the time sequence obtained by different edges, our regional
collaboration framework can obtain the lowest MSE in both
three scale conditions, which means it performs with the
highest accuracy.

Our DSS can achieve an average MSE of 0.03027, 0.02817,
and 0.02736 under small-region (16 edges), mid-region (49
edges), and large-region (100 edges), which has an average
MSE error decline of 13.59%, 19.58%, and 21.90%, respec-
tively, compared with Single, an average MSE error decline
of 19.54%, 26.68%, and 29.59%, respectively, compared with
RSS, and an average MSE error decline of 5.91%, 6.75%, and
20.06%, respectively, compared with NSS.

3) Impact on Overall Performance: To demonstrate the
performance of Chili-TF on the integrated framework,
we assess the QoE provided by Proffler with differ-
ent prediction models (i.e., P-Chili-TF, P-Vanilla-TF, and
P-LSTM). We select a region containing 16 edges and 2000
users and evaluate the overall penalty under different utility
ratios (detailed explanation of utility ratio in Section VI-D).
To better compare the results, we set the LSTM prediction
model as the baseline and normalize the results of other algo-
rithms accordingly. Fig. 9 shows that Proffler integrated
with Chili-TF achieves the best penalty reduction among other
prediction models, resulting in an average penalty reduction of
23.67% compared to the baseline.

The result proves that our user request prediction module,
which trains Chili-TF by using DSS, does an excellent job in
the prediction of time series between an extensive range of
edges, achieving higher accuracy than other existing state-of-
the-art algorithms. Chili-TF achieves a reduction of 29.59%
MSE and an increase of 24.67% R2score. Our model also
has a better performance improvement with the rise of the
regional scale. In addition, our overall framework integrated
with Chili-TF achieves better QoE than existing prediction
models. Therefore, Chili-TF, the user request prediction mod-
ule of Profller, is proved to be robust and successful
in time series prediction tasks for user requests in multidata
regions.

D. Evaluation on Integrated Framework

We carry out evaluations to analyze the performance of
Proffler under different settings.

Fig. 10. Normalized overall penalty under different utility ratios.

TABLE I
CAPACITY OF DIFFERENT EDGES

1) Impact of Utility Ratio: Different ratios between the tun-
ing parameters of streaming delay gain and bandwidth cost
gain (i.e., λ/ν) will influence the performance of Proffler.
A higher λ/ν ratio will result in higher priority for reducing
streaming delay and vice versa. We select a region contain-
ing 16 edges and 2000 users as the default region. In this
experiment, we define each edge as small-edge. To better com-
pare the results, we set the RS algorithm as the baseline and
normalize the results of other algorithms accordingly.

Fig. 10 shows the average overall penalty normalized by the
random selection algorithm. We can obtain that Proffler
outperforms the other three algorithms over all different set-
tings, reducing the overall penalty by 21.7%, 28.4%, and
26.3% when λ/ν is 0.5, 1, and 1.5, respectively. The ratio
corresponding to the highest performance indicates that the
incentive of choosing different types of penalties should be
balanced in order to achieve the best performance.

2) Impact of Edge Capacity: Apart from the utility ratio,
the edge capacity can also impact the performance of the
system. We consider three different settings of edge capac-
ities, small-edge, mid-edge, and large-edge (the capacity of
each edge is shown in Table I). We focus on the default region
and set λ/ν = 1.

According to Fig. 11, Proffler shows notably better
performance than other algorithms under all edge settings.
From small-edge to large-edge, U2VR reduces overall penalty
by 21.7%, 30.8%, and 35.6% compared with the baseline,
respectively. The result shows that an edge with a larger capac-
ity enables U2VR to assign more users with higher utility,
further lowering the overall penalty.

3) Impact of Scale: We compare regions with different
scales to evaluate the scalability of Proffler. We select
three regions covering different scales of area, i.e., small-
region, mid-region, and large-region (the scale of each region
is shown in Table II). We consider all edges as small-edge and
set λ/ν = 1.
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Fig. 11. Normalized overall penalty under different edge capacities.

Fig. 12. Normalized overall penalty under different scales.

TABLE II
SCALE OF DIFFERENT REGIONS

Fig. 12 shows that Proffler achieves superior
performance among other algorithms, reducing the over-
all penalty by 21.7%, 55.7%, and 45.8% under different
scales. From the figure, we can observe that as the scale
of the region increases, GSP-GRS and GSP-SS can hardly
reduce the overall penalty, while Proffler performs even
better on large-scale regions, proving the scalable nature of
Proffler. Since the scale of the live streaming environment
is highly diverse under different circumstances, Proffler
is proven to be an effective method of solving the service
scheduling problem.

VII. CONCLUSION

Crowdsourced livecast is a promising way of improving the
fast-developing immersive multimedia community. However, it
invokes the problems of optimal video stream allocation and
request scheduling. In this article, we proposed Proffler,
an efficient framework combining a novel prediction model
and a utility-based algorithm that achieves collaborative view-
ing request prediction across different regions and scalable
video stream allocation as well as viewer scheduling in
edge-assisted crowdsourced livecast. We first proposed the
Chili-TF prediction module to predict future user requests

based on the history requests in different edges. Then, we
formulated a QoE-driven optimization problem that mini-
mizes the overall streaming delay and bandwidth cost. We
then proposed the U2VR algorithm to resolve the service
scheduling problem based on the accurate request prediction.
Extensive experiments showed that the algorithm can achieve
superior performance.
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