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Abstract

Understanding Dynamics of Travel Behavior with Inverse Reinforcement Learning and
Hidden Markov Model

By

Mengqiao Yu

Doctor of Philosophy in Engineering – Civil Environmental Engineering

University of California, Berkeley

Professor Joan Walker, Chair

We are in an era of rapid urbanization, technological advances, transportation transforma-
tion, and increasingly big data and computation power. We have witnessed how shared
transportation (Uber, Lyft, Lime, Bird, etc) intrudes into daily lives in just a few years,
how online shopping, including same-day grocery delivery, has changed day-to-day travel
trajectories, and how the emerging work-from-home lifestyle would fundamentally change
people’s location choices. At the same time, large-scale data becomes more accessible than
ever; so does the computation power needed to process such data. It is therefore a good
time to retrospect existing paradigms of dynamic behavior models and keep exploring the
potentials and new opportunities.

While studies on long-term travel behavior, such as residential location choice and working
location choice, have been the emphasis of a substantial body of prior work, most empirical
studies adopt a static approach to behavior modeling. For the small body of work that allows
for dynamic behavior modeling, only backward-looking behavior, i.e., time-dependency, is in-
corporated, and the role of forward-looking behavior, i.e. by considering future expectations
in sequential decision-making, has long been neglected. This is with good reasons: the esti-
mation of a truly dynamic choice model is extraordinarily difficult due to (a) computational
tractability associated with big data and large-scale dynamic programming to accommodate
forward-looking and (b) scarcity of longitudinal data on long-term travel behaviors, such as
residential moving trajectories. Yet long-term travel behavior is inherently dynamic, and
this has led to concerns that estimates from static models may be biased.

In economics, dynamic discrete choice models (DDCM) have been used to model many as-
pects of transportation behaviors; however, this approach has several limitations, including
its assumptions of optimal human behavior, conditional independence, extreme value distri-
bution, etc. In the recent decade, advances in artificial intelligence, especially in inverse rein-
forcement learning (IRL), have inspired new approaches to solving complex dynamic behav-
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ioral problems. In particular, IRL can circumvent several assumptions common in DDCM,
while still reconstructing problems and estimating models in a tractable way. However,
the research worlds of economics and of artificial intelligence rarely reference
each other; one objective of this dissertation is to bridge these two disciplines
to address the challenging problem of modeling large-scale long-term forward-
looking travel behavior.

We do not necessarily need the forward-looking assumption in all situations. In practice, for
short-term and medium-term behavior trajectories, such as mode choice, car usage and car
ownership, the backward-looking assumption can be sufficient. This is because these choices
are associated with much lower costs both financially and psychologically and the impact of
future expectations can be trivial. There is a rich amount of literature on backward-looking
dynamic models, including studies on identifying policy and environment triggers that shift
travel behavior ([83]), studies that investigate the role of key life events on travel behav-
ior change ([66, 12, 88, 32, 69, 58]), and studies on lifestyle analysis which treat lifestyle
transition as a higher-level orientation of behavioral change ([67, 87, 100, 107, 109, 35].
However, most frameworks on backward-looking dynamic modeling concen-
trate on analysis of single-dimensional choice and ignore the interdependence
and multi-dimensionality of travel behaviors. Furthermore, few prior work
consolidates all these dynamics components in a single framework to analyze
the joint effect of different sources of triggers. Therefore, another objective
of this dissertation is to develop a unified modeling framework that accounts
for time-varying economic and policy context (external dynamics), life events
(internal dynamics), lifestyle, and multi-dimensional interrelated choices.

The first component of this dissertation formulates a mathematical framework for repre-
senting long-term travel behaviors as sequential actions under the Inverse Reinforcement
Learning (IRL) framework, which aims to address the forward-looking limitation. In the
proposed framework, the individual observes the environment and takes action (i.e., move to
a new location or not) accordingly by evaluating action-dependent future rewards received
from the environment. The reward can be a function of built-in environment attributes,
which shares a similar concept with the utility function in discrete choice models. Three
highlights of the first component of this work are presented below:

• In the classic IRL setting within the domain of artificial intelligence, the agents (usually
robots) are often assumed to have homogeneous behavior and do not own any internal
dynamics associated with the agents. Our work extends the IRL framework to accom-
modate heterogeneous household behavioral dynamics, and derives its corresponding
learning algorithm to estimate the parameters associated with the attributes.

• We provide an in-depth theoretical comparison between Dynamic Discrete Choice
Model (DDCM) in economics and IRL in artificial intelligence from different aspects,
including terminologies, assumptions, and model structures.
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• To validate the existence of forward-looking behavior and the methodological feasibility
of the proposed framework, we use a large-scale infused data set of household relocation
trajectories in Texas over a 7-year period (2005-2011).

• The empirical results are three-fold. First, all households have a positive preference
to locate in areas with higher degree of land-use mix, higher accessibility to jobs, and
lower employment density. Our model also shows that low-income households focus
more on current needs and are less forward-looking compared with households with
higher income level. And low-income households present less willingness to pay for
neighborhood amenities such as land-use mix and accessibility to jobs. In terms of
goodness of fit, our proposed model outperforms the DDCM model (for high-income
and low-income households), backward-looking model and the static model.

The second component of this work addresses the limitation on backward-looking models.
The HMM framework has gained increasing attention in the transportation arena (in appli-
cations from car ownership to mode choice) due to its latent hierarchical structure, favorable
model performance, and intuitive interpretation. Highlights of this component are as follows:

• We extend the framework of heterogeneous Hidden Markov Model (HMM) from single-
dimensional discrete choice to multi-dimensional discrete and continuous choices, and
derive its recursive parameter learning algorithm. Building on this framework, we
propose a unified model that conjoins lifestyle, life events, external environment, and
multi-dimensional travel behavior dynamics.

• We evaluate the feasibility and robustness of the proposed methodology via a case
study: a retrospective survey in the San Francisco Bay Area consisting of 830 house-
holds.

• To fully explore the potentials of the proposed framework, we provide trend analysis
of car ownership and mode use based on estimation results, and conduct sensitivity
analysis of changes in fuel price and unemployment rate.

• We identify four latent lifestyles: auto-oriented-2-car group with rare use of other
travel modes, auto-oriented-1-car group with rare use of other travel modes, multi-
modals group that own at least one car, and auto-free group that have the lowest car
ownership and car usage. The results demonstrate how life events, policies, and the
economic environment influence people on lifestyle transitions.

In sum, this dissertation provides building blocks to evolve the field of dynamic behavior
modeling by incorporating advances in artificial intelligence. Throughout this dissertation,
when providing theoretical improvements building on each mathematical framework, we
ground each methodology with case studies. Empirical results have shown our methodologies
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can effectively help quantify the triggers that prompt individuals and households to change
their travel behavior, better predict the trend of future mobility, and help transportation
planning and policy-making.
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Chapter 1

Introduction

“I think you should always bear in mind that entropy is not on your side.”

(Elon Musk)

I grew up in China in the period of astonishing economic growth and urbanization; we called
it the era of ”reform and opening up”. Since the mid-1980s, most municipalities, including
my hometown, have substantially increased spending in city planning, road construction,
public transit service, metro system, etc. The resulting expansion in infrastructure and city
services stimulated a huge increase in travel demand along with the zenith of vehicle adop-
tion and an overly burdened public transport system. From my childhood to adolescence,
my parents transitioned from inflating bike tires every week to visiting gas stations every
month. We moved several times - from a small and closed-knit community, a 15-minute walk
to my school and my parents’ work place, to a CBD area with a convenient public trans-
portation system and general living environment. As a witness to how the world’s largest
transportation system came to be, I was deeply obsessed with asking questions about its
transformation. How did these changes happen? How to quantify each factor that played
a role in this historical period, including government investment, housing market, global
and local economics, social system? And should we also treat it as a natural process of
life transitions along generations? How to make trend predictions in the future? As China
has a such a big population, which means tons of data, are we capable of handling such a
big amount of data? All these questions motivated me to initiate this work in my graduate
school. I may not have found answers to all the them, but fortunately I found some.

1.1 Dynamics of Travel Behavior

While vehicle technology advances, such as electrification, have the potential to increase
efficiency and reduce energy consumption in the transportation system, these advances
alone are not sufficient to increase the overall system sustainability. Any potential shifts in
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transportation system efficiency and performance will depend critically on individual travel-
related behaviors and choices, including use of efficient travel modes and shifts in patterns
of vehicle-dependence.

Modeling long-term dynamics and understanding the conditions of these critical behav-
ioral shifts are a recurrent research question and topic of interest for policy makers.1 Shifting
long-term travel behaviors requires a gradual adjustment of personal needs and adaption to
environmental changes, and might require years, or even generations, to reach the desired
outcome. Travel behaviors are deeply habitual. They may be flexible at some points but
less flexible after certain choices have been made, such as whether or not to purchase a
vehicle or where to live. For example, choosing whether to drive or use public transit is a
fundamentally different choice for households owning multiple vehicles versus those owning
one or none, and similarly for those living in suburbs far away from their destination versus
those living in the city center with immediate access to alternative transportation.

Travel trends have been evolving in recent years, especially with respect to the prevalence
of using multiple lower-emission modes to replace personal vehicle trips (multimodality) in
western countries. In Germany, [65] reveals a rise in multimodality and a decrease in vehicle
ownership and use among young adults (aged 18-29 years) since 1990. [23] investigates the
prevalence of multimodality in the United States between 2001 and 2009, and observes a
significant shift away from personal vehicle use towards multimodal vehicle use (combining
occasional car use with occasional use of other modes) as well as exclusive walking-bicycling-
public transport use. [56] provides evidence of similar shifts in mode use in Britain.

Under the long-term context, behavior dynamics, especially those that may trigger changes
in travel habits and behaviors, are an important topic at all times. To identify triggers that
shift travel behavior, a traditional focus of the literature has been on how changes to the
external environment (policies, economics, societal, and cultural factors) result in households
adjusting travel-related behavior. For example, using nine years of U.S. Consumer Expen-
diture Survey (CES) data, [83] finds that households would reduce vehicle miles traveled
(VMT) in the year following an increase in gasoline price.

Another more recent facet of the literature employing ”mobility biography” approaches
emphasizes the role of internal dynamics (change of life-cycle, life stages, key life events, etc.).
The life events analyzed include shifts in residential location, employment, and household
structure (e.g., having children or living with a partner). While most of these studies have
observed a strong relationship between life event and travel behavior change, [88] concludes
that life events are only loosely associated with changes in mode use.

The concept of lifestyles, related to but distinct from the concepts of life-cycle phases or
life events, has been increasingly recognized in the literature as important to travel behav-
ior choices and outcomes. Studies in lifestyles recognize that travel behavior is driven by
more than objective constraints (e.g., built environment and socioeconomic characteristics)
traditionally used in classic travel demand models. As [67] points out, lifestyles can be un-

1We emphasize ’long-term’ in the scope of this paper to differentiate from studies focused on short-term
dynamics, which usually refer to within-day and day-to-day activity-based behavior [111].
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derstood as a social construct that determines how individuals identify with a social group
and manifests itself in all facets of everyday lives, such as consumption habits and tastes
(e.g., furniture, clothes, favorite television programs or newspapers) and leisure activities.
Lifestyle therefore determines the dynamics of travel behavior as a higher-level orientation
([87]). More specifically, some recent empirical studies have demonstrated the existence of
modality style as a subset of lifestyle that influences mode choice behavior ([100, 107, 109,
35]).

All the above-mentioned components (a sequence of choices, external dynamics, internal
dynamics, and higher-level lifestyle transitions) are comprised of the concept of behavior
dynamics we are interested in. However, I would like to point out two sets of concepts that
are highly correlated with the behavior dynamics but have long been neglected in long-term
travel behavior modeling. One is related with the multi-dimensionality of human behaviors,
and the other one is related with the character of decision-makers. These two will be discussed
in the following two sections.

1.2 Single-Dimensional Choice vs A Bundle of

Choices

We are encountering an era of rapid urbanization, technological change and transportation
transformability (shared transport, electrical car, etc), which reshapes the demand for jobs,
housing, energy, transportation infrastructure, and social services and brings the long existing
problems, including greenhouse gas emission, climate change and traffic congestion, back to
agenda. In recent years, policy makers are more inclined towards developing smart cities
that promote sustainable mobility and multi modality. In transport and land use public
policy arenas, they often try to encourage certain types of travel-related behaviors, such as
less driving, more public transit, walking, biking, living closer to work, purchasing and using
alternative-fueled vehicles, etc.

Such a sustainable goal encourages individuals and households to collectively adjust their
travel behaviors in varied dimensions. In the transportation field, it has been well recognized
that people indeed make a bundle of choices together. That is to say, consumer choices and
decisions, from longer-term to shorter-term, such as residential and work location, vehicle
ownership and usage (e.g., VMT), and mode choice, are all interdependent. For example,
a household that moves from an urban to a suburban area might add a vehicle to improve
access to more dispersed activities, and once owning a vehicle, they may start to use it
exclusively, regardless of the availability of alternatives. A growing body of literature has
demonstrated that ignoring this interdependence can yield inconsistent model results that
either over- or under-estimate the true impact of explanatory factors ( [18, 80, 17]).
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Figure 1.1: Multi-dimensional travel behaviors

1.3 Forward-Looking vs Backward-Looking

Unlike shorter term travel behavior, such as mode choice or even car ownership, changing
residential location incurs much higher costs both financially and psychologically. As a result,
in response to these internal and external dynamics discussed in Section 1.1, households
often plan more carefully and weigh their past living experiences and/or future expectations.
Individuals and households that only connect past experience with their current decision are
often referred to as “backward-looking”, “shortsighted”, or “myopic” agents, while those
that take into account effects of future expectations in their current decisions are considered
“forward-looking” or “foresighted” agents. One is not necessarily better than the
other. The choice on modeling either the foresighted people or not depends on
the decision-making problem researchers deal with.

One’s past experience plays a critical role in decision making as a result of strong inertia,
i.e. reluctance to move away from current residential locations or move to an unfamiliar
environment ([42, 26, 21, 108]). This inertia is even stronger when moving away from a
community that may lead to some loss of social and sentimental ties [81]. Along with past
experience, the importance of incorporating forward-looking behavior has been gradually
recognized in recent years, and many studies have found that excluding this factor leads to
biased estimation [98]. As [20] finds using California housing data from 1990-2008, a model
that does not consider future expectations can underestimate households’ willingness to pay
for a lower violent crime rate by 21 percent. [10] also highlights that, by ignoring forward-
looking agents, estimated neighborhood preferences may be biased towards areas with high
population makeup of whites, low violent crime, and low air pollution.
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1.4 Dissertation Organization

This dissertation is structured in the following manner:

• Chapter 2 reviews the key model frameworks of forward-looking dynamic models in
different arenas. We first introduce the Markov Decision Process (MDP), which is
fundamental to modeling how people make sequential decisions. We clearly define its
corresponding concepts to avoid terminology confusion since we will follow with two
model frameworks based on MDP from different domains. The two frameworks are
Dynamic Discrete Choice Model (DDCM) from economics and Inverse Reinforcement
Learning (IRL) from artificial intelligence. We provide an in-depth comparison between
these models from problem statement, assumptions, model structures, and estimation
function.

• Chapter 3 recognizes the limitations discussed in Chapter 2 and formulates an IRL-
based model framework for long-term residential choice behavior. We derive a recursive
learning algorithm to estimate the parameters associated with the attributes. We use
an infused data set of household relocation trajectories in Texas over a 7-year period
(2005-2011). We describe how to extract approximately one million movement trajec-
tories between 2005-2011 using the vehicle registration records provided by the Texas
Department of Motor Vehicles. Based on empirical results we analyze whether high-
income and low-income groups have different forward-looking behaviors and compare
their estimated willingness to pay for mix land use and accessibility to jobs.

• Chapter 4 reviews the key model frameworks of backward-looking dynamic models in
different arenas. We first present the history, strengths, and limitations of Structural
Equation Model (SEM) in economics and then introduce another thread of research
built on Hidden Markov Model (HMM) in machine learning. We also provide a review
for static latent class choice model in economics since it explicitly accommodates the
latent lifestyle component in model structure which shares a similar concept with the
hidden state in HMM.

• Chapter 5 presents the model structure of the heterogeneous Hidden Markov Model
with joint choices and derives the corresponding estimation algorithm. We apply this
methodology to the dynamic analysis of mobility styles in the San Francisco Bay Area,
using data from a retrospective survey. We then present the estimation results and
conduct further analyses on how people transition between mobility styles as a result
of changes in life stages, policies and the economic environment.

• Chapter 6 summarizes the work presented herein and proposes future research direc-
tions. We conclude with final thoughts on the strengths and limitations of model
frameworks rooted in machine learning and artificial intelligence and how we should
be prepared for big data and large-scale problem set in the transportation arena.
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1.5 Summary of Contributions

This dissertation focuses on complementing dynamic travel behavior models using longitudi-
nal data, both in the forward-looking setting and the backward-looking one. This dissertation
presents a comprehensive review of the current dynamic models in the field of economics,
machine learning and artificial intelligence. On one hand the author conducts an in-depth
comparison between the key model frameworks from these two different worlds; on the other
hand, the author aims to build the bridge across domains and develop a consolidated model
framework. Moreover, this dissertation also provides the low cost recurring learning al-
gorithms that can be applied in real-world large-scale longitudinal data set. The model
frameworks developed in this dissertation demonstrated its power in providing policy impli-
cations and trend analysis using different data sets. The contributions of the dissertation
are six-fold.

As for forward-looking model framework, this dissertation explores the potentials and
feasibility of applying Inverse Reinforcement Learning to model households’ long-term se-
quential decision making process.

• In the classic Inverse Reinforcement Learning setting such as [112]’s work in the ar-
tificial intelligence world, the agents (usually robots) are often assumed to have ho-
mogeneous behavior and do not own any internal dynamics. Our first contribution is
extending the IRL framework to accommodate heterogeneous household behaviors and
dynamics.

• Second, this work pioneers an in-depth comparison between IRL approach and the
dynamic discrete choice model (DDCM) in economics (a traditional framework to deal
with dynamics) from four perspective: terminologies, assumptions, model structures,
and empirical results. Such a comparison aims to build connections between the two
domains and shed light on the differences and similarities of these two approaches.

• Third, the existence of forward-looking behaviors in residential location choice and
its distinction between different households have long been neglected. In this paper,
we show that households with different income levels have different forward-looking
behaviors. Medium- and high-income households reveal a greater consideration of
future expectations (i.e., exhibit behavior consistent with less discounting of future
outcomes) than low-income ones.

• Fourth, this dissertation provides a maximum-entropy based recursive learning algo-
rithm to estimate the proposed model framework and validate its feasibility and ro-
bustness with large-scale (around 5 million) longitudinal moving trajectories data set.

As for backward-looking model framework, this dissertation extends the HMM and
LCCM model framework and provides its recurring estimation method.
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• Fifth, this dissertation proposes an unified model framework using a heterogeneous
Hidden Markov Model with joint choices (both discrete and continuous) that dynam-
ically account for life events, time-varying economic and policy context, lifestyle and
mobility style, and multi-dimensional behaviors dynamics.

• Sixth, this dissertation provides a comprehensive analysis of four different mobility
styles and corresponding differences in travel behavior based on a case study in San
Francisco Bay Area.

• Seventh, this dissertation furthers the understanding of mobility styles by providing
trend analysis across different age groups and conducting sensitivity analysis for two
key external factors (6-month average fuel price and annual unemployment rate).
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Chapter 2

Literature Review: Forward-Looking
Models

“A man may plant a tree for a number of reasons. Perhaps he likes trees. Perhaps
he wants shelter. Or perhaps he knows that someday he may need the firewood.”

(Joanne Harris)

2.1 Overview

In the static framework, choice modeling is restricted to the assumption that people are not
affected by the past and future states when choosing their preferred alternative(s) in the
present. However, as discussed in Section 1, this dissertation is particularly interested in
exploring the behavior change towards travel behavior over the life-course. Thus, how to
account for the impact of past experience and future expectations by introducing dynamics
of travel behavior is a foremost task. In this section, we summarize those studies whose
dynamic model framework satisfies three requirements.

• First, the model accommodates longitudinal data with a panel of respondents contacted
at least three times (waves). We found many studies that only address household
dynamics using a before-after analysis, for example using only two waves of survey
responses or collecting retrospective data of travel behavior changes before and after a
given life event [e.g., 95, 11, 36]. While useful for some applications, these models are
too simplistic for our purposes, as they cannot fully capture the long-term dynamics
or be applied to longitudinal data with more than two waves.

• Second, the model should account for the serial correlation or time-dependency between
different waves. That is, if the model treats each wave of data to be independent, we
exclude it from our discussion.
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• Third, the model should accommodate individual-level dynamic variables that exhibit
significant change over days, months, or years, i.e., both short-term dynamics and
long-term dynamics.

As we discussed in 1.3, decision-makers can either be treated as foresighted (forward-
looking) or shortsighted (backward-looking) depending on the situations they are faced with
and the assumptions the researchers are making. Different model frameworks are thus devel-
oped based on different needs. In this section, we will conduct a literature review targeting
both types of decision makers. We first introduce the common ground of most forward-
looking dynamic frameworks: the Markov Decision Process in 2.2, which is fundamental to
modeling how people make sequential decisions. We then explicitly analyze the common
assumptions and the model structure of dynamic discrete choice model (DDCM) from eco-
nomics arena in 2.3, followed by a literature review of inverse reinforcement learning (IRL)
framework from artificial intelligence world.

2.2 Markov Decision Process

Modeling sequential decisions of forward-looking agents as Markovian processes is a natural
choice since it can (1) simplify the decision-making process in an environment known to the
decision maker due to its Markov property; and (2) provide a convenient way to compute
expected future rewards based on dynamic programming by decomposing the original prob-
lem into sub-problems in a recursive manner via the Bellman equation [13]. Although some
human behaviors such as the habits of web users have been demonstrated not to satisfy an
MDP [27], assuming travel behaviors follow a Markovian process is a common practice [16].

Building on the MDP framework, two important strands of research have been conducted
to estimate the reward function in order to understand agents’ preferences. One is known
as dynamic discrete choice modeling (DDCM) in the economics arena, and the other comes
from the field of artificial intelligence under the name of inverse reinforcement learning (IRL).
Although these two approaches rarely reference each other and are developed independently
in separate fields, we find it useful to connect them and compare their performance in solving
the long-term dynamic residence location choice behavior problem. Before we dive into the
theoretical differences between these two approaches, we here provide a high-level summary
of how MDP is used in modeling forward-looking travel behavior. As mentioned above, there
are not many studies using sequential decision making processes to understand residential
location choice, although some literature exists using such a process to understand other
travel behaviors.

An MDP can be defined as (S,A, T, γ, R, s0) where, the environment is represented as a
state space S, and during each time period the decision maker may choose an action at from
a set of actions A available in the current state st. The state st is represented by discrete
or continuous state variables based on the problem setting. For instance, st represents the
accumulated mileage of the bus engine at time t in [86]’s paper and at represents replacing
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the bus engine or not at time t. Upon selection of an action, the process responds with a
transition into a new state st+1 based on the transition function T = Pat(st, st+1), respecting
the first-order Markov Property. The backward-looking behavior is reflected in the transition
function by correlating the past experience with the current. Concurrently, the agent also
receives a corresponding reward from the environment Rat(st) in the current time period.
This reward function might also be characterized as R(st, st+1) or R(st), depending on exactly
how the problem is formulated. γ is the time discount factor, and s0 represents the initial
state of the agent. The main objective of an MDP is to find an optimal policy π where,
for any state s, π specifies an action a = π(s) that maximizes the expected accumulative
rewards over a finite/infinite time horizon:

V π(s) = E[
∑
t

γtRat(st)|s0 = s] (2.1)

The policy can either be deterministic or stochastic, and most travel behavior studies adopt
the stochastic form, that is, it outputs a probability distribution over actions. Equation 2.1
is also called a value function. It incorporates future expectations into the current reward
function, and the forward-looking behavior is manifested by the value of γ. Larger γ implies
more consideration of the future. Equation 2.1 can be computed recursively by the Bellman
equation in Equation 2.2. And the optimal policy can be expressed in terms of the value
function as Equation 2.3.

V π(s) = Rπ(s)(s) + γ
∑
s′

Pπ(s)(s, s
′
)V π(s

′
) (2.2)

π(s) ∈ arg max
a∈A

∑
s′∈S

Pa(s)(Ra(s) + γV π(s
′
)) (2.3)

To fully understand residence location choice behaviors, our interest is not limited to
finding the policy itself as it would be when solving a standard MDP problem, we are also
interested in interrogating the reward function, which reveals decision makers’ preferences
towards features of the environment related to their choice alternatives. DDCM and IRL are
two model frameworks built on MDP to solve such a problem. In the next section we will
discuss the fundamental differences between these two approaches, and list their pros and
cons.

2.3 Dynamic Discrete Choice Model (DDCM)

The dynamic discrete choice model (DDCM) originated in economics, and was first pro-
posed in [86]’s seminal paper from a bus engine replacement problem. Following Rust’s
model, a standard setup for a dynamic discrete choice model can be defined as a tuple
(X, E , A, T, γ, R, s0). Different from a basic MDP (S,A, T, γ, R, s0), the state space S in
DDCM is now represented by two types of variables: observed state variables xt ∈ X and
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unobserved state variables εt ∈ E . In each time period, the decision maker observed xt
and εt when taking action at, whereas researchers can only observe xt and at. The state
variables evolve as a Markov transition process T , namely p(xt+1, εt+1|xt, εt, at), which can
either be assumed known to both decision makers and researchers or be parameterized with
a transition probability distribution. The single-period reward (also named as payoff or flow
utility) is represented by R(xt, εt), and it is usually identified in a linear form of observed
and unobserved variables:

R(xt, εt) = βTxt + εt (2.4)

where βT is the parameters we want to estimate associated with the observed state variables.
Finally, a rational decision maker is assumed to sequentially choose actions that maximize

their expected sum of current and discounted future utility, denoted as E[
∑T

τ=t γ
τ−trt|s0].

The problem is expressed as maximizing the likelihood function:

max L(a1, s1, . . . , aT , sT ) (2.5)

The introduction of unobserved state variables E to the MDP is the essence of DDCMs.
Different assumptions on the distributions of unobserved variables can lead to various rep-
resentations of the likelihood function as in Equation 2.5 and associated estimation method
[38, 3]. This thread of literature is also known as structural estimation of Markov Decision
Process. We here summarize some standard assumptions in the DDCM literature.

• Assumption AS (Additive Separability). The single-period reward function is additively
separable in observable and unobservable components, that is:

Rt = Rat(xt, εt) = Rat(xt) +R(εt) (2.6)

• Assumption CI (Conditional Independence). The transition probability can be decom-
posed as in Equation 2.7, which embodies two restrictions: (a) The unobservables εt
are independently and identically distributed (IID) over agents and over time. This
precludes autocorrelation of unobserved state variables and permanent unobserved het-
erogeneity [97, 73]; and (b) observed variables xt evolve independently of unobserved
variables.

p(xt+1, εt+1|at, xt, εt) = p(xt+1|at, xt)g(εt+1|xt+1) (2.7)

• Assumption DIS (Discrete support of X). The observed state variable xt is discrete
and finite.

• Assumption EV (Extreme Value distribution of E). The unobserved state variable εt is
independent across alternatives and has an Extreme Value Type I distribution. Sim-
ilarly with the application of Extreme Value Type I distributions in discrete choice
models, this assumption leads to a convenient analytical expression of the value func-
tion, which greatly simplifies the solution of the dynamic programming problem.
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• Assumption OHB (Optimal Human Behavior). People are assumed to behave in an
optimal way in the sense that they maximize the future expected utility over the given
time horizon.

Most of these assumptions are fundamental to the derivation of the nested fixed point algo-
rithm in [86]’s paper, and are inherited by most subsequent work. In recent decades, most of
the theoretical studies of DDCMs either try to relax these assumptions to push the bound-
ary of structural models [24, 1, 77, 7] or propose different tractable and efficient estimation
methods with existing assumptions [4, 6, 57, 5]. However, these assumptions also become
the limitations of applying DDCM in practice.

In most real-world applications, people are likely to have better information about their
future expectations than the researchers attempting to model their behavior. If they make a
decision based on this superior information, then Assumption CI typically breaks down. To
address this problem, some studies ([2], [59], [77]) explore a more complicated model structure
by incorporating a persistent unobserved heterogeneity component and mixture structures.
These attempts unavoidably add more computational burden to the estimation, and most of
them are proposed as a state of art and rarely demonstrated with a real large-scale data set.
Assumption EV faces a similar issue: relaxing assumptions implies a sacrifice of estimation
complexity, which usually leads to the infeasibility of applying them to a large-scale system,
especially in the problem of sequential residential location choice.

Although it is quite common to make Assumption OHB in the MDP framework, people
often make sub-optimal decisions in reality. The existence and nature of suboptimal human
behaviors have been indicated from many perspectives such as medical students matching
residency behavior in [85], route planning in [8], mode choice behavior in [45], etc. Notwith-
standing, the optimal behavior assumption still prevails in current behavioral studies, and
rarely gets further attention. Furthermore, as for the Assumption DIS, state variables are
usually converted to be discrete so that the state space can be restricted to a small finite
dimension to avoid the computational burden in high dimensional cases [14], which implies
a loss of state information in this discretization. In a nutshell, in spite of the introduction
of unobserved state variables and the fact that the assumptions imposed on them estab-
lish the cornerstones of structural estimation of DDCMs, these assumptions also bring out
fundamental limitations with respect to validation.

In additional to the theoretical extensions and advanced estimation methods of DDCMs,
empirical research has flourished in recent decades, including applications in labor economics
([60, 61]), marketing [7], transportation in vehicle acquisition behavior ([30], [31]), and neigh-
borhood selection [10, 20].

2.4 Inverse Reinforcement Learning (IRL)

Under the paradigm of the MDP framework, there is a growing body of studies from artificial
intelligence applying an approach referred to as inverse reinforcement learning (IRL), which
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also tries to estimate agents’ reward functions. More specifically, proposed by [76], IRL refers
to the problem of ”inferring the reward function of an agent from observations of the agent’s
behavior, which is assumed to be optimal (or approximately so).” The agents in IRL usually
refer to robots, players in games, autonomous vehicles, etc. [91, 63, 47], whereas in DDCM
the agents are humans or households.

The typical setting of IRL is based on the structure of a standard MDP problem (S,A, T, γ, R, s0)
as shown in Section 2.2. In the early work on IRL, the reward is represented as a linear com-
bination of features:

R(s) = θTf(s) (2.8)

where f(s) is the feature vector of state s and θ is the corresponding coefficients to be
estimated. There is recent work applying nonlinear reward functions in IRL, such as those
applying neural network ([105]). However, this approach is not comparable with DDCMs
since DDCMs rarely accommodate complicated non-linear reward functions. In this paper,
we will only focus on linear reward functions for both IRL and DDCM. Based on Equation
2.8, the value function can be reduced to:

V π(s) = E[
∑
t

γtRat(st)|s0 = s]

= E[
∑
t

γtθTf(st)|s0 = s]

= θT E[
∑
t

γtf(st)|s0 = s]

= θTµ(π|s0 = s) (2.9)

where µ(π|s0 = s) is defined as discounted weighted frequency of state features f(s) under
policy π. For an optimal reward function R∗, it needs to satisfy ([76]):

E
π∗

[
∑
t

γtR∗at(st)|s0 = s] ≥ E
π

[
∑
t

γtR∗at(st)|s0 = s], ∀π (2.10)

which is now equivalent to:

θ∗µ(π∗|s0 = s) ≥ θ∗µ(π|s0 = s),∀π, s (2.11)

[1]’s seminal paper then converts it to a margin-based optimization problem:

arg max
θ

max
γ

γ (2.12)

s.t. θ∗µ(π∗|s0 = s) ≥ θ∗µ(π|s0 = s) + γ, ∀π, s
||θ||2 ≤ 1
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However, most of these initial efforts on IRL make the same assumption on optimal human
behavior (Assumption OHB) as in DDCMs. Some recent IRL studies have relaxed this
assumption by allowing sub-optimal behaviors, which was first proposed by [112], known
as maximum entropy inverse reinforcement learning algorithms (MaxEnt IRL). In MaxEnt
IRL, the problem is constructed by maximizing entropy of trajectories with feature matching
constraints:

max
p

p(τ) log p(τ) (2.13)

s.t.
∑
τ

p(τ)µτ = µ̄∑
τ

p(τ) = 1

where µτ is total discounted feature counts for a trajectory τ and µ̄ is the average for all
trajectories.

In recent decades, IRL has been widely applied as an emerging alternative estimation
methodology to solve an MDP problem, utilizing its power in dealing with large-scale prob-
lems in many realistic settings, especially in the transportation area. ([112]) learns drivers’
reward function of route choice from global positioning system (GPS) data and successfully
estimates the parameters on travel time, travel cost, and safety. [70] adopts a similar ap-
proach, analyzing taxi drivers’ preferences towards travel time, idle time, and number of
passengers.

2.5 Theoretical Comparison: DDCM vs IRL

Based on the above discussion, we contend that IRL differs from DDCMs in several ways.
In this subsection, we provide a thorough comparison between DDCM and IRL from the
theoretical perspective, shown in Table 2.1.

In IRL, the state S usually represents a concrete and exogenous concept, such as an
intersection in the road network, or a pair of coordinates in a game. Each state s, has a
vector of features fs associated with it. In DDCMs, the state space usually is endogenously
represented by the state variables (which are fs in IRL) themselves. Based on the definition
of the state space in IRL, the transition function is hence more intuitive while DDCMs
usually require a joint distribution of different state variables.

The IRL reward function is only composed of observed features from the environment for
the state while DDCMs accommodate unobserved state variables. Furthermore, in DDCMs,
the maximum likelihood estimation is supported by making multiple proper assumptions
(Assumption EV, CI, AS ) on these unobserved state variables. IRL circumvents this by
constructing other forms of optimization problems, such as maximum margin in [1] and
maximum entropy in [112]. Although early IRL studies make the same assumption on
optimal human behavior (Assumption OHB) as in DDCMs ([76], [1]), recent work has relaxed
this assumption by allowing sub-optimal behaviors [112, 105, 22]).
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Regarding estimation feasibility, most practical applications of DDCMs still rely on mak-
ing the five assumptions in Table 2.1 in spite of the fact that some of them are invalid in the
real world. This is because relaxing any of them requires a complex estimation improvement
and more importantly, much higher computation burden as was discussed above. Although
IRL has the advantage of fewer assumptions, it has some notable limitations. The agents
in IRL models are treated as homogeneous and their characteristics do not change over
time, while DDCMs usually incorporate agent heterogeneity and internal dynamics of the
agents. Estimation of IRL depends on known transition probabilities from the environment
while DDCMs usually allow unknown transition probabilities, which are estimated in the
learning process. Some recent studies have extended IRL to include an unknown transition
matrix ([43]). However, the validity and feasibility of this approach is still under further
investigation and it is not our focus in this paper.

This paper builds on [112]’s work and extends IRL to the transportation setting with
two major improvements. First, we consolidate agents’ (households’) heterogeneity and their
internal dynamics into the model. The model framework and estimation algorithm will be
discussed in Section 3. Second, to our knowledge, this paper is the first effort to connect
forward-looking behavior with transportation dynamics and household dynamics under the
dynamic residential choice umbrella. It is important to note that we do not presume one
approach is better than the other as each has its own advantages and disadvantages.
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Chapter 3

Understanding the Sequential
Decision Making of Residential
Location with Inverse Reinforcement
Learning

“I am tomorrow, or some future day, what I establish today. I am today what I
established yesterday or some previous day.”

(James Joyce)

Previous studies on residential location choice usually employ traditional discrete choice
models with cross-sectional data (i.e., data from a single point in time). However, even
more-so than mode choice and other daily activity behavior, residential location is an out-
come of long-term deliberation, which reflects both an individual’s historical preferences
and constraints as well as future expectations. Furthermore, newly available and large-scale
longitudinal data sets can provide trajectories of millions of individuals’ movement over a
long period of time. Given these considerations, modeling residential location choice as a
sequential decision-making process may further our understanding of both long-term popu-
lation movement and how different factors impact these phenomena. In economics, dynamic
discrete choice models (DDCM) have been used to model many aspects of transportation
behavior such as car ownership; however this approach has several limitations, including the
assumptions of optimal human behavior, additive separability, conditional independence,
and extreme value distribution. In the recent decade, advances in artificial intelligence,
especially the framework of inverse reinforcement learning (IRL), has provided another ap-
proach to solve complex dynamic behavioral problems. In particular, IRL can circumvent
the multiple assumptions commonly used in DDCM while still reconstructing and estimat-
ing the problem in a feasible way. In this section, we formulate a mathematical framework
of representing the relocation behavior as sequential actions under the IRL framework, in
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which the individual observes the environment and takes action (i.e., move or not) accord-
ingly by evaluating the action-dependent future rewards received from their environment.
The reward can be a function of built environment attributes, which shares a similar concept
as the utility function in discrete choice models. We derive a recursive learning algorithm
to estimate the parameters associated with the attributes. We use an infused data set of
household relocation trajectories in Texas over a 7-year period (2005-2011).

3.1 Introduction

Decision making around residential location is dynamic in nature, which is reflected in the
following ways. First, households have internal dynamics such as education, wealth accu-
mulation, job opportunities/loss, and changes in household structures (new child, marriage,
divorce, etc.). These household dynamics, more commonly summarized as changes in life-
cycle or life-course, have been observed and widely studied as important triggers to residential
moves ([74], [64], [34], [62], [82], [33], [110]). Furthermore, a growing body of literature has
revealed that these triggers usually do not happen in the same calendar year as the resulting
residential move, but instead have either lead or lagged effects [41]. A lead effect results if
people plan ahead and relocate in advance to allow themselves time to gradually adjust, when
anticipating trigger events that change household dynamics. For example, the prospect of a
firstborn may encourage a family to relocate into a larger dwelling and an education-friendly
area before the actual birth [96], [78]. In contrast, a lagged effect results if a residential move
takes place after certain events are triggered; for example, [41] observed a one-year lagged
effect of residential moves triggered by previous job changes. Due to lead and lagged effects,
modeling only a cross-sectional snapshot of residential move trajectories may not capture
the accurate relationship between household characteristics and residential preferences [10],
[20], [71].

In addition to internal household dynamics, external dynamics are also an important
consideration; this is often closely associated with changes in property value, transport
accessibility, neighborhood amenities, living quality, land use, etc. When people decide
whether to move and where to live, the external dynamics can be seen as a reflection of
future life opportunities, and may have a crucial impact on current decision-making. For
instance, a household may choose to stay in their current location even though public transit
accessibility is low, because they expect a new regional public transit center to be constructed
in two years. A similar circumstance happens when people treat housing as a major financial
investment, and the expected future appreciation in the value of their home may lessen their
sensitivity to housing price and other factors.

Unlike shorter term travel behavior, such as mode choice or even car ownership, changing
residential location incurs much higher costs both financially and psychologically. As a result,
in response to these internal and external dynamics, households often plan more carefully,
and consider their past living experiences and/or future expectations. Households that
only connect past experience with their current decision are often referred to as “backward-



CHAPTER 3. UNDERSTANDING THE SEQUENTIAL DECISION MAKING OF
RESIDENTIAL LOCATION WITH INVERSE REINFORCEMENT LEARNING 19

looking” or “myopic” agents, while those that take into account effects of future expectations
in their current decisions are considered “forward-looking” agents. One’s past experience
plays a critical role in decision making as a result of strong inertia, i.e. reluctance to move
away from current residential locations or move to an unfamiliar environment [42], [26], [21],
[108]. This inertia is even stronger when moving away from a community leads to loss of
social and sentimental ties [81]. Along with past experience, the importance of incorporating
forward-looking behavior has been gradually recognized in recent years, and many studies
have found that excluding this factor leads to biased estimation [98]. As [20] found using
California housing data from 1990-2008, a model that doesn’t consider future expectations
can underestimate households’ willingness to pay to lower violent crime by 21 percent. [10]
also highlights that, by ignoring forward-looking agents, estimated neighborhood preferences
may be biased towards areas with high percent white, low violent crime, and air pollution.

In summary, decision-making regarding residential location is an inter-temporal reflec-
tion of internal and external dynamics, where both backward-looking and forward-looking
perspectives are important. However, research on modeling the dynamic nature of residen-
tial location choice is limited. Most existing studies focus on only one piece of the dynamics
mentioned above, most often the impact of internal dynamics and past experience, while
ignoring external dynamics and future expectations. To our knowledge, there are few efforts
made that unify both of these dynamics in one framework.

The challenge of building a comprehensive dynamic decision-making model in the resi-
dential location choice setting is two-fold. The first challenge arises from the large scale of
the problem: thousands of potential locations and moving trajectories to choose from. The
scale of the problem poses estimation difficulty even in a traditional static residential choice
model, and the dynamic structure further impedes computational feasibility. The second
challenge is the scarcity of data on where households relocate over time. The household-
level data provided by the Census or National Household Travel Survey is cross-sectional
and cannot be transformed into longitudinal data. The small body of studies that explore
the residential location dynamic models use either private housing transaction data [20], [10]
or micro-simulated data [46].

Although some dynamic models on travel behavior have flourished in recent decades (e.g.,
[30]), most of them concentrate on small-scale, short- or medium-term behaviors such as car
ownership and use [68], [49], [31], or route planning [44]. Some recent work in the economics
arena [20], [10] explored households’ willingness to pay for neighborhood amenities such as
low violent crime in a dynamic setting; however, we are not aware of any studies that apply
such complete dynamic models to understand the connection between the transportation
system and residential location choice.

This section seeks to advance the understanding of households’ residential decision mak-
ing process by developing a feasible model framework in a dynamic, finite-horizon setting,
which can accommodate both backward-looking and forward-looking behavior in response to
both internal and external dynamics. To this end, we propose a novel approach adapted from
the Inverse Reinforcement Learning (IRL) framework in the field of artificial intelligence.

The contribution of the this piece of work is three-fold.
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• In the classic IRL setting such as [112]’s work, the agents (usually robots) are of-
ten assumed to have homogeneous behavior and do not own any internal dynamics.
Our first contribution is extending the IRL framework to accommodate heterogeneous
household behaviors and household dynamics.

• Second, we provide an in-depth comparison between our approach and the dynamic
discrete choice model (DDCM) in economics (a traditional framework to deal with
dynamics), from three perspective: terminologies, assumptions, and model structures.
Such a comparison aims to build the bridge between the economics and artificial in-
telligence worlds, and shed light on understanding the differences and similarities of
these two approaches.

• Finally, the existence of forward-looking behavior in residential location choice and
its distinction between different households have long been neglected. In this section,
we show that households with different income levels have different forward-looking
behavior. Medium- and high-income households reveal a greater consideration of future
expectations (i.e., exhibit behavior consistent with less discounting of future outcomes)
than low-income ones.

The rest of the section is structured as follows. Section 3.2 describes the data set, which
includes moving trajectories in Texas from 2005 to 2011. We also provide some preliminary
analysis of the temporal and spatial movement patterns exhibited in these data. In Sec-
tion 3.3, we propose the sequential decision making model of residential location choice by
extending [112]’s work and derive the corresponding estimation algorithm. The estimation
results and analysis based on households with different income levels are shown in Section
3.4.

3.2 Data

In this section, we describe a large-scale data set that we have assembled, merging informa-
tion about households’ moving trajectories with location features. The source of movement
trajectories comes from Texas Department of Motor Vehicles (DMV) vehicle registration
records from 2005 to 2011. As each record is associated with a registration address, owner
name, and Vehicle Identification Number (VIN), we are able to track the residential location
of each household over multiple years. The location features are acquired by joining the
DMV data set with two other public databases as shown in Figure 3.1. Here we discuss
these three main sources of data in detail and also provide preliminary analysis.

Source 1: The raw Texas DMV data set contains around 5 million VIN records in 2005
and 9 million VIN records in 2011. The population in Texas is 22.8 million in 2005 and
25.7 million in 2011. For each vehicle registration record, it contains a unique VIN, the
full name of the owner, and the registration address, which can reasonably be assumed to
be the residential location. Considering that residents are required to renew their vehicle



CHAPTER 3. UNDERSTANDING THE SEQUENTIAL DECISION MAKING OF
RESIDENTIAL LOCATION WITH INVERSE REINFORCEMENT LEARNING 21

registration every year in Texas, we are capable of reconstructing the households’ locations
by the following three steps.

• We assume each address represents a household, and pair each household with its
vehicle owner name(s) and VIN(s) from the records in 2005. Note that both name
and VIN are necessary due to the existence of multiple vehicles being registered to the
same full name, and potential transactions that transfer a vehicle to a new owner.

• We trace the location of each household for the subsequent 6 years (2006-2011) and
build moving trajectories. In cases involving household reorganization (such as moving
out of an existing household, two individuals moving into the same household), we treat
the registered owner of each individual vehicle as one household during the 7-year
period.

• We remove the trajectories based on two rules: (i) remove vehicles that appear to be
in commercial use (e.g., registered to owners with names ending in ”INC”, ”CORPO-
RATION”, ”ELECTRIC”); (ii) remove households without full 7-year trajectories.

Source 2: The attributes associated with each residential location come from the En-
vironmental Protection Agency’s (EPA) Smart Location Database (SLD), a public resource
that summarizes several demographic, employment, and built-environment variables for ev-
ery Census Block Group (CBG) in the United States. In this study, we adopt five attributes
that are commonly considered as important factors in most (static or dynamic) residential
choice models. They include socio-economic variables represented by ”household density”
and ”employment density”, land use diversity variable, ”mix land use”, measured as an
entropy-based index using the 5-tier employment categories presented by [84], transportation
infrastructure exemplified by ”road network density”, and accessibility variable indicated by
”jobs within 45 minutes auto travel time”. We join the DMV data with SLD by identify-
ing the CBG of each address. The CBG information is obtained by mapping the addresses
with the Census Topologically Integrated Geographic Encoding and Referencing (TIGER)
database.

Source 3: The American Community Survey (ACS) provides the survey-based period
estimates on a wide range of social, economic, and housing characteristics, including housing
values. The 1-year and 3-year estimates provide the most current housing values but are
only available for geographic locations with populations of more than 65,000. By contrast,
ACS 5-year estimates are based on the data collected over the previous 5 years, and with
the greatest precision, as they are available for each CBG. In this paper, we extract ”median
owner-occupied housing values” variable from ACS 5-year estimates as a proxy for the average
housing price of each CBG. We join the trajectories from Source 1 with five built environment
attributes from Source 2 and housing price from Source 3. The spatial distributions of the
relative values are shown in Figure 3.5, and the distribution of relocation frequency by
household is presented in Figure 3.2. We also layout the relocation frequencies among four
major metropolitan areas in Texas, shown in Figure 3.4.
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Figure 3.1: Infused data set.
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Figure 3.2: Distribution of moving frequencies.

There are 178237 unique households and 1455 CBGs in the dataset. 6.8% of households
move more than once in the 7-year period, among whom 80% of them move only once. 70.3
% of the relocations tend to be over a short distance and within the same county. Among
relocations to a different county, 65.9% are in the same metropolitan area. This means only
10.1% of household relocation in the data occurred between the major metropolitan areas
in Texas.

In Figure 3.4, we provide the relocation patterns between the four biggest metropolitan
areas (Dallas–Fort Worth–Arlington, Houston–The Woodlands–Sugar Land, Austin–Round
Rock–San Marcos, and San Antonio–New Braunfels) in Texas. Note that not moving, and
moving in or from other metropolitan areas, are not reflected in this figure.

The fused data set has some limitations. First, the data set includes only households
that owned at least one registered vehicle; the residential relocation trajectories of the rest of
population (mainly low-income) are not reflected. Second, household-level characteristics are
not available. Therefore, the results should be interpreted as averaged across the population.
Third, people living in a rental property are also treated as one household since it’s very
challenging to fully differentiate the rentals and the owners from their names and addresses.
Moreover, the moving trajectories are limited to those within Texas, with relocation behavior
into and out of Texas intentionally excluded in this study. Notwithstanding these limitations,
this data set provides rich longitudinal information to construct the sequential decision-
making process of a large number of households and capture the marginal value of each
attribute of interest.
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(a) Household density. (b) Employment density.

(c) Land-use mix. (d) Road density.

(e) Accessibility to jobs. (f) Housing price.

Figure 3.3: Spatial distribution of features in each Census Block Group.(The color represents
the relative density or value of each feature, with red areas having higher, and purple areas
lower, density or value.)



CHAPTER 3. UNDERSTANDING THE SEQUENTIAL DECISION MAKING OF
RESIDENTIAL LOCATION WITH INVERSE REINFORCEMENT LEARNING 25

Figure 3.4: Relocation trajectories between 4 (biggest) metropolitan areas in Texas. The
circular arrow represents the relocation within same metropolitan area. The number asso-
ciated with each arrow denotes the percentage of that particular move direction in the total
number of relocation trajectories.
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3.3 An IRL-Based Model of Sequential Residential

Location Choices

When making residential location sequential choices, forward-looking households are at-
tempting to maximize their future rewards during each time period while efficiently opti-
mizing the trade-offs between different features of the residential location such as transport
accessibility, employment density, housing price, etc. In this paper, we first describe this
decision process of residential location choice as an IRL problem in a finite discrete time
horizon in Section 3.3, and then derive the estimation algorithm (i.e., learning the parame-
ters associated with the features) in Section 3.3.

Model structure

In the residential choice setting, its MDP can be defined as (S,A, T, γ, R, s0).
S is a finite set of states representing CBGs. si,t denotes the CBG the household i chose to

dwell in during time period t. s0 is a set of the starting states of the households’ trajectories.
The size of the state space is the number of total CBGs in the data set. A is the binary
choice set of moving or not. ai,t is the action taken by household i at time period t. A is a
finite set whose size is 2, and is shared by all the households. The action naturally controls
households’ transition between states, i.e, movement between census CBGs. T = Pr(st+1 =
s
′ |st = s, at = a) is the probability that action a in state s at time t will lead to state s

′
at time

t + 1. Obviously, if a = 0 denoting not moving, then T = Pr(st+1 = s
′ |st = s, at = 0) = 1;

while if a = 1 denoting moving, then T = Pr(st+1 = s
′ |st = s, at = 0) ∈ [0, 1]. rθ(st) ∈ R

is the reward received by household i from the environment after transitioning from state
s to state s

′
, due to action a. The reward is a function of the features of the new state

the household relocates to, including household density, employment density, road density,
land-use mix, accessibility to jobs, and housing price. The parameters associated with these
features for each household group can be denoted as a vector, θ. We assume the reward
function is linear-in-parameter in this study, i.e., rθ(st) = θTf(st). The total reward of a
trajectory ξi can be factorized as the discounted sum of the rewards along the finite time
horizon modeled.

Rθ(ξi) =
T∑
t=0

γtrξi(st|θ) (3.1)

Discount factor: γ ∈ [0, 1] is the discount factor, which determines how much the households
care about rewards in the distant future relative to those in the current time period. If
γ = 0, the household will be considered completely myopic and only care about immediate
reward. That is to say, a larger γ indicates a more forward-looking behavior.

As was mentioned in Section 3.1 and 2.4, in traditional IRL settings, the agents in
MDP (as presented above) are often assumed to have homogeneous behavior and follow
the same reward function. Such an assumption is valid and reasonable if the time span is
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targeting short- or medium-term decisions. However, in the long term, household income
level might change over years and household structure might evolve due to marriage, birth of
children, a household member going to college, etc. In these scenarios, some households might
switch to another demographic group and adjust to a different reward function and future
expectations correspondingly. All these considerations introduce the necessity of extending
the IRL framework by incorporating (a) population heterogeneity and (b) internal dynamics.

We hence classify households into G groups based on their income level, household size,
etc. We assume different groups of households share the same state space and share the
same set of potential trajectories since they reside in the same region and are exposed to
the same housing market. However, different groups of households may present different
transition functions, trade-offs between features, and forward-looking behaviors. Take the
gth household group as an example, its MDP is now a tuple of five elements (A, S, T g, rθg ,
γg).

In each time period, a household belonging to household group g may first make a decision
at to relocate or not. If deciding to relocate, the household would transition to another state
st+1 with the transition probability T g = Pr(st+1 = s

′ |st = s, at = a) and receive a reward
rθg(st). The moving trajectory of household i can be denoted as a sequence of state-action
pairs: ξi = {(s0, a0), ..., (sT̃ , aT̃ )}. To avoid confusion, T̃ here represents the final time step
while T denotes transition function.

As discussed in the previous section, forward-looking dynamic models often ignore the
possibility that relocation trajectories might sometimes deviate from the optimum, since
people are not always making optimal choices. Therefore, to accommodate these sub-optimal
decision makers, we approach the problem in a probabilistic way by using the principle of
maximum entropy. The following principle of maximum entropy is derived by solving the
optimization problem in Equation 2.13 ([112]).

(Principle of maximum entropy): In a household decision-making process, the prob-
ability of choosing one trajectory is exponentially proportional to the discounted sum of its
reward at each time period. This preposition yields the probability of all potential trajectories
for each household group as Equation 3.2.

p(ξi|θ) = p(ξi|θg) =
Rθg(ξi)

Z(θg)
(3.2)

Z(θ) = Z(θg) =

∫
expRθg(ξ)dξ (3.3)

Back to our objective, by defining the household’s movements as a set of transitions in
an MDP, we would like to find the reward function that forces the resulting sequential
state-action pairs to more closely match the observed relocation trajectories. Therefore, the
problem can be stated as follows.

Restatement of the problem: Given a large amount of household moving trajectories
ξ = {ξi}1:N within a region, our goal is to learn the parameters θ = {θg}1:G associated with
the reward functions which maximizes the posterior likelihood of all trajectories shown in
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Equation 3.4.

θ∗ = arg max
θ

N∏
i=1

p(ξi|θ)

= arg max
θ

N∑
i=1

log p(ξi|θ)

= arg max
θ

N∑
i=1

Rθ(ξi)−
N∑
i=1

logZ(θ) (3.4)

Estimation

Internal and External Dynamics

Before diving into the derivation of the estimation algorithm, we first discuss the treatment
of internal dynamics of the households and external dynamics of the environment, which
are the two key elements in sequential residential location choices. For the households that
evolve into a different group during the observation period, we can split their trajectories
based on the transition point(s), that is to say, if household i belongs to g1 from t0 to tc and
belongs to g2 for the rest of time, then we split ξi into two independent parts and allocate
them to the corresponding trajectory sets: ξi,0:tc ∈ ξg1 , ξi,tc+1:T ∈ ξg2 . After reprocessing the
trajectories, we convert the original problem (in Equation 3.4) to estimating the model with
a new set of trajectories of different lengths of observation.

As for accommodating the external dynamics such as changes in the transportation sys-
tem, appreciation of housing, etc., we let f (t)(st) denote the dynamic feature vector of each
state instead of f(st). Combining internal and external dynamics, the denotation of the
problem remains the same except that ξi in Equation 3.5 represents the processed trajecto-
ries and N is the total number of new trajectories. And Rθ is now a linear combination of
dynamic features.

θ∗ = arg max
θ

N∑
i=1

Rθ(ξi)−
N∑
i=1

logZ(θ) (3.5)

Estimation Part I - Gradient Derivation

We adopt the gradient ascent approach to estimate θ, and start our derivation by calculating
the gradient of the posterior log likelihood.

Let the right hand side of Equation 3.4 be defined as LL(θ), then its derivative with
respect to θ is given by

∂LL(θ)

∂θ
=
∂
∑N

i=1Rθ(ξi)

∂θ
− ∂

∑N
i=1 logZ(θ)

∂θ
(3.6)
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Note that there are G sets of θ parameters in total, and we here derive the gradient of the
log-likelihood with respect to θg in a generalized way. The first item of Equation 3.6 can be
reduced to Equation 3.7 where ξg represents the set of observed trajectories for household
group g.

∂
∑N

i=1Rθ(ξi)

∂θg
=
∂
∑

ξi∈ξg
∑|ξi|

t=1 γ
g,(t)f

(t)
ξi

(st)
T θg

∂θg

=
∑
ξi∈ξg

|ξi|∑
t=1

γg,(t)f
(t)
ξi

(st) (3.7)

As for the second item, we notice that the value of logZ(θ) should be the same for each
household group, and it can be reformulated as Equation 3.8.

∂
∑N

i=1 logZ(θ)

∂θg
=

∑
ξi∈ξg

N g ·
∂ log

∫
expRθg(ξ)dξ

∂θg
(3.8)

where N g denotes the number of trajectories for household group g. We then further de-
compose the problem of estimation over trajectories to individual states (from Equation 3.9
to Equation 3.10).

∂ log
∫

expRθg(ξ)dξ

∂θg
=

1∫
expRθg(ξ)dξ

∫
expRθg(ξ)

∂Rθg(ξ)

∂θg
dξ

=

∫
expRθg(ξ)∫
expRθg(ξ)dξ

·
∂
∑|ξi|

t=1 γ
g,(t)f

(t)
ξ (st)

T θg

∂θg
dξ

=

∫
p(ξ|θg)

|ξi|∑
t=1

γg,(t)f
(t)
ξ (st)dξ (3.9)

= Eξ∼φθg [

|ξi|∑
t=1

γg,(t)f
(t)
ξ (st)]

=

|ξi|∑
t=1

γg,(t)Eξ∼φθg [f
(t)
ξ (st)]

=

|ξi|∑
t=1

γg,(t)
∑
s

P (st = s|θg)f (t)(s)

=
∑
s

|ξi|∑
t=1

γg,(t)P (st = s|θg) · f (t)(s) (3.10)
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Substitute Equation 3.10 into Equation 3.8, we have:

∂
∑N

i=1 logZ(θ)

∂θg
=

∑
ξi∈ξg

∑
s

|ξi|∑
t=1

γg,(t)P (st = s|θg)(t)(s)

=

max |ξ|∑
l=1

N l · [
∑
s

|ξi|∑
t=1

γg,(t)P (st = s|θg) · f (t)(s)] (3.11)

where max |ξ| denotes the maximum length of all the new trajectories and N l denotes the
number of those with length l.

By combining Equation 3.11 and 3.7, we can compute the gradient with respect to θg as:

∂LL(θ)

∂θg
=

∑
ξi∈ξg

|ξi|∑
t=1

γg,(t)f
(t)
ξi

(st)−
max |ξ|∑
l=1

N l · [
∑
s

|ξi|∑
t=1

γg,(t)P (st = s|θg) · f (t)(s)] (3.12)

Theoretically, considering household dynamics doesn’t add more complexity to compu-
tation time (in linear scale). Neither is considering external environmental dynamics, as the
extra calculation happens inside the loop over the time horizon (in Equation 3.10), which
is tolerable in the finite time space. Therefore, it is computationally feasible to incorporate
both types of dynamics in practice.

The first item in Equation 3.12 can be conveniently obtained by extracting states and
feature vectors from gth group of trajectories. Concerning the second item, we abridge∑T

t=1 γ
g,(t)P (st = s|θg) as P (s|θg) which can be interpreted as the state visitation frequency

under policy φθg . And now our estimation goal is to calculate P (s|θg).

Estimation Part II - Recursive learning algorithm

We use µt(s) to denote the discounted probability of living in state s at time period t, i.e.,
µt(s) = γg,(t)P (st = s|θg). Given the household residential MDP framework (A, S, T g,
rθg , γ

g), we establish the following forward update formula based on the Markov property
(P (st+1|at, s0, ..., st) = P (st+1|at, st)):

µt+1(s) =
∑
a

∑
s′

γgµt(s
′
)φθg(a|s

′
)T g(s|a, s′) (3.13)

µ0(s) = P (s0 = s) =
Ns0=s

N
(3.14)

where φθg(a|s′ ) is the optimal policy for MDP(A, S, T g, rθg , γ
g) if θg are the parameters

associated with the reward function, which can be recovered by value iteration as we discussed
in Section 2.2 Equation 2.2 and 2.3. T g(s|a, s′) is the known transition matrix which can
be directly computed from the gth household moving trajectories. Note that T g(s|a, s′)
can be time-dependent in order to capture the transition dynamics, and we here simplify
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it as a stable transition matrix. Ns0=s, shown in the initialization Equation 3.14, denotes
the number of trajectories that start from state s. After the above iteration, we substitute
P (s|θg) =

∑T
t=1 µt(s) into Equation 3.12 to update θg.

Algorithm 1: Residential location MDP framework with multiple household groups

Data: ξ = {ξi = (si,t, ai,t)1:|ξi|}1:N
Result: θ = {θg}1:G, φ = {φθg}1:G
Initialize θ, γ = {γg}1:G
for epoch ← 1 to E do

for g ← 1 to G do
φθg = value iteration(A, S, T g, rθg , γ) ; // Solution of MDP with

current θg

for s← 1 to S do

P (s|θg) =
∑T

t=1 µt(s) ; // Applying Equation 3.13 and 3.14

end

Compute ∂LL
∂θg

; // Applying Equation 3.7, 3.11, and 3.12

Update θg

end

end

The summarized estimation procedure is shown in Algorithm 1. We specify E, maximum
number of iterations, to be the algorithm stopping criteria, and it can be replaced by other
criterion such as the convergence of the final log-likelihood.

Willingness to pay for better neighborhood.

By incorporating the housing price, it is handy to compute the marginal cost of the key
features for different household groups, which provides both a calibration matrix for the
model performance and a solid understanding of people’s housing preference.

Our optimization approach is adapted from the maximum entropy inverse reinforcement
learning algorithm ([112]) with several improvements considering the setting of the residential
location decision making process. We first extend the learning algorithm for a multi-agent
MDP system where different household groups may have different reward functions while
sharing the same state and action space, and potential moving trajectories. Furthermore,
we incorporate a discount factor in our derivation which is often ignored in previous studies.
The derivation is straightforward and we present the revised algorithm without intermediate
steps. Equation 3.7 can be transformed as follows:

∂
∑N

i=1Rθ(ξi)

∂θg
=

∑
ξi∈ξg

|ξi|∑
t=1

γtfξi(st) (3.15)

where |ξi| represents the length of current trajectory. Equation 3.10 and 3.11 are revised
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respectively as the following:

∂ log
∫

expRθg(ξ)dξ

∂θg
=

∑
s

[f(s) ·
|ξi|∑
t=1

γtP (st = s|θg)] (3.16)

∂
∑N

i=1 logZ(θ)

∂θg
=

∑
ξi∈ξg

∑
s

[f(s) ·
|ξi|∑
t=1

γtP (st = s|θg)]

=

max |ξ|∑
l=1

[N l ·
∑
s

[f(s) ·
l∑

t=1

γtP (st = s|θg)]] (3.17)

where max |ξ| denotes the maximum length of all the new trajectories and N l denotes the
number of those with length l. The skeleton of the learning algorithm 1 remains the same
while we replace the key equations with the above. Furthermore, we can observe from Equa-
tion 3.17 that considering the dynamics in household evolution doesn’t add more complexity
to computation time (in linear scale). Therefore, it is computationally feasible to incorporate
household dynamics in practice.

Housing market dynamics.

During the derivation from Equation 3.9 to 3.10, we made an assumption that the feature
vector f(s) associated with each state remains the same over time. This holds true in
our case since most features associated with the neighborhood built-in environment such as
accessibility and land-use mix are not available annually. Therefore, we treat those features as
static when applying the proposed model into the data set, which may potentially accelerate
the estimation process. However, the assumption of a static feature vector can be easily
relaxed in our model estimation by a minor revision of Equation 3.12 into Equation 3.18.

∂LL(θ)

∂θg
=

∑
ξi∈ξg

T∑
t=1

γtf
(t)
ξi

(st)−N g · [
∑
s

T∑
t=1

γtP (st = s|θg) · f (t)(s)] (3.18)

f (t) denotes the dynamic feature vector for each state. With this in hand, we can flexibly
incorporate the external dynamics caused by changes in the transportation system, land
use, appreciation of housing, etc. Theoretically speaking, considering feature dynamics does
not add much computational burden in the estimation procedure since the extra calculation
happens inside the loop over the time horizon, which is tolerable in the finite time space.

3.4 Results

We apply our methodology to the synthesized data set, and the result section comprises
four parts. We begin with examining the forward-looking behaviors of household groups
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with different income levels. Then we explicitly analyze the estimated parameters associated
with the six attributes in the reward function, and validate the model capability of capturing
households’ residential location preferences using the example of Austin, Texas. Last but not
least, we provide a thorough comparison between four types of models: IRL-based model,
DDCM, myopic dynamic model, and static model in the residential location choice setting.
Finally, we also point out some practical issues regarding this large-scale dynamic residential
choice model and how we handle them.

Forward-looking behavior for different groups of households

Considering the household income is not available in the infused dataset, we use the medium
family income of the first location (CBG) in each trajectory as an proxy of the household
income. We assign households to one of three income groups based on 2005 income quintile
data from the Census for Texas; we define the low income households as those that earn below
$36,000 (2nd quintile), and the medium income group as those that earn between $36,000
and $91,000 (4th quintile) and the high income group as those that earn above $91,000. The
choice of the 2nd and 4th quintile as the cut-offs is based on a relative balanced percentage
of trajectories that belong to each group, shown in Table 3.1. Since γ specified how much the
households care about future rewards relative to immediate rewards, the value of the optimal
γg can reflect the degree of forward-looking behavior for each household group, namely γ = 0
being completely myopic and γ = 1 being extremely foresighted. We search the optimal γg

with increments of 0.05 in the range of [0, 1] based on the final log-likelihood, and the results
are shown in Table 3.1.

household group high income medium income low income
% in the data set 25% 59% 16%

optimal discount factor γg 0.55 0.60 0.35

Table 3.1: Forward-looking behavior for different household groups

We observe that low-income households present a lower discount factor compared with
the other two groups. Low-income households are more likely to rent rather than own1, and
hence they are more likely to relocate more frequently, as mentioned in Section 3.2. Renters
may be relatively more flexible and able to move, and therefore more inclined to focus on
their current needs. There might be a number of other reasons that contribute to low-income
households being more inclined to focus on immediate rewards. For example, low-income
households might confront more credit constraints or experience more uncertainty about
future outcomes.

1According to the 2015 statistics provided by U.S. Census Bureau, homeownership rate for households
with family income greater than or equal to the median family income is 78.4% while the rate for households
with family income less than the median family income is 48.9%.
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Because medium- and high-income households are more likely to be home-owners, their
residential location choice is more long-term and therefore presents as more forward-looking
within the model, which results in a higher estimated discount factor for their future residen-
tial location. An interesting phenomenon is that medium-income households have a slightly
higher discount factor than high-income households; we speculate that this may be because
high-income households can better afford to relocate, and therefore are not necessarily as
locked into choices, making those choices less risky, and therefore do not loom as large in
their choice as compared to medium-income households.

(a) High income households (b) Medium income households (c) Low income households

Figure 3.5: Comparison of reward values in Austin for different households. (The color
represents the relative reward value within each household group, with red areas having
higher, and purple areas lower, rewards.)

Understanding the residential location choice from IRL

The estimated parameters in the reward function are shown in Table 3.2 under the ”IRL”
heading. To better illustrate the housing preference differences between the three income
groups and verify that our model results are consistent with the real world situation, we map
our estimated parameters into the city of Austin as an example. The spatial distribution of
location rewards for each household group is shown in Figure 3.5.

The estimation results show that for high-income households the most attractive resi-
dential locations are in the upper left area of the Figure 3.5a, the Bryker Woods and Old
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Western Austin neighborhoods known as the one of the most desirable and affluent places in
Austin or even in Texas. These two neighborhoods are close to many activities, iconic Austin
landmarks, green spaces, and golf courses, which is consistent with the positive sign of the
land use mix estimate. Medium-income households are also attracted to these neighbor-
hoods, though low-income households are not, likely because of their relatively high housing
costs.

As for the medium- and low-income households, they both have a strong preference
for the lower right areas in the Figures 3.5b and 3.5c, which are the Central East Austin,
Riverside, and Pleasant Valley neighborhoods. Since 2000, Austin experienced tremendous
growth by adding a large amount of housing units; East Austin has been rapidly gentrifying
since that time and has experienced some of the greatest increases in rental and housing
prices in all of Austin. Therefore, as a rapidly gentrifying area, East Austin is a popular
residential choice for low- and medium-income households, but less so for high-income house-
holds. The Riverside and Pleasant Valley neighborhoods are in a similar situation. They
also traditionally had a large number of low-cost multifamily housing units, and new devel-
opments were persistently constructed after 2000. An interesting area in Figure 3.5b is the
upper middle region (identified as the black box), which is only preferred by medium-income
households. This area is around the University of Texas; students (at least those with a car)
and university employees are more likely to belong to the medium-income category. The
example of Austin, Texas justifies the model capability of explaining households’ preferences
in the dynamic residential location choice problem. We will further investigate each of these
parameters in details and compare with other model frameworks in the following section.

Comparison between IRL, DDCM and baseline models

As for model comparison, we provide three types of models: (1) a static residential choice
model with a classic nested logit structure, in which the choice is whether to move, and
where to move conditional on moving; (2) a myopic model considering only backward-looking
behavior by setting γ = 0 in the IRL-based model, i.e., the only time dependency captured
is between the past and the current location; (3) a DDCM model follows the classic structure
of [86]’s paper as we presented in Section 2.3: R(xt, εt) = rt = βTxt + εt where βT are the
parameters we want to estimate, xt is the vector of six features we observed, and εt satisfies
Assumption AS, CI, and EV. In the DDCM setting, a household is assumed to sequentially
choose to relocate to a location that maximizes their expected sum of current and discounted
future utility, denoted as E[

∑T
τ=t γ

τ−trt|st]. We adopt nested fixed point algorithm proposed
in [86] for estimating this DDCM model.

Because the objective of the four models is to maximize the log-likelihood, we use the
final log-likelihood as the model performance metric. Dynamic frameworks (baseline myopic,
IRL, and DDCM) show an apparent performance advantage over the static model. By
incorporating forward-looking behavior, both IRL and DDCM improve the goodness of fit
compared with the baseline myopic model while IRL works better than DDCM for high- and
low-income households.
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parameters
IRL DDCM

(high) (medium) (low) (high) (medium) (low)

household density 0.314 0.138 0.341 0.187 0.137 0.166
employment density -0.013 -0.040 -0.002 -0.002 -0.005 0.009
road network density -0.002 -0.011 0.009 -0.056 -0.010 0.105

land-use mix 0.349 0.272 0.255 0.281 0.162 0.114
accessibility to jobs (by car) 0.390 0.243 0.402 0.167 0.180 0.190

housing price -0.143 -0.236 -0.673 -0.149 -0.277 -0.521

log-likelihood -17,001 -43,369 -9,483 -17,081 -42,975 -10,596

parameters
Myopic IRL Static

(high) (medium) (low) (high) (medium) (low)

household density 0.465 0.005 0.363 0.133 0.068 0.125
employment density -0.015 -0.047 -0.006 0.009 0.021 0.003
road network density -0.010 -0.268 0.015 0.014 0.012 0.018

land-use mix 0.244 0.021 0.043 0.034 0.042 0.194
accessibility to jobs (by car) 0.077 0.124 0.641 0.139 0.110 0.026

housing price -0.398 -0.110 -1.249 -0.506 -0.281 -0.434

log-likelihood -18,284 -44,355 -11,348 -22,974 -47,974 -16,651

Table 3.2: Estimation results

The signs of six parameters in the static model are consistent with the common findings in
previous studies, and a comprehensive review can be found in [89]. All four models show that
households have a positive preference towards areas with higher household density. As for
employment density, we observe that households prefer high employment density locations
only in the static model. Indeed, in the IRL model all the signs for this parameter are
negative. A similar phenomenon occurs for road network density, where high- and medium-
income households show an inclination for areas with higher road density in the static model,
but not in the three dynamic models. One potential reason behind this is the time-dependent
structure of the Markovian process in the dynamic models where people show strong inertia
to their current living environment and won’t move to an area with higher employment or
road network density. Therefore, some part of the relationship between location choice and
density measures is undermined by the temporal correlation. However, the static model does
not address this issue since it is directly estimated using cross-sectional data. For the above
discussion, one exception is that for the lower-income households, which presumably prefer
dense road networks that may be correlated with likelihood of public transit availability.

For neighborhood amenities and transport-related attributes, namely land-use mix, hous-
ing value, and accessibility to work measure, we find the same sign across all four models,
and across all three income groups: a consistent positive preference for land use mix and car
accessibility to jobs, and a consistent disinclination for housing value (prices). People opt
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for locations with higher land-use mix, higher accessibility for work, and lower housing price.
Not surprisingly, low income households are much more sensitive to housing price compared
with the other two groups, which is reasonable since they have a tighter budget to buy or
rent a house. High-income households show a strong preference for higher land-use mix,
which is demonstrated in our Austin example; however, they don’t care about accessibility
to jobs as much as the medium- and low-income groups. One exception is that in the IRL
model, medium-income groups care less about high accessibility to jobs, which is the oppo-
site case in the DDCM and myoptic model results. Until now, we can basically conclude that
the two forward-looking models and the myopic backward-looking model have a consistent
interpretation for most of the coefficients. There are some minor differences such as the sign
of employment density for low-income households.

Value of neighborhood amenities and transportation attributes

To further explore the difference among these models, we compare the estimated value of
each attribute across income groups. The estimated values of land-use mix and accessibility
to jobs within 45 minutes are provided in Table 3.3. We observe that IRL tends to yield
a higher value of land-use mix and value of accessibility to jobs compared with DDCM.
Although there is a discrepancy between the two models, they both show that high-income
households are willing to pay almost twice as much for better land-use mix residence and
accessibility to jobs than medium-income households, and medium-income households would
pay 2-3 times more than low-income households for better neighborhood amenities.

household group high income medium income low income
value of land-use mix in $ (IRL) 244,056 115,025 37,890
value of land-use mix $ (DDCM) 188,591 58,483 21,881

value of accessibility to jobs in $ (IRL) 272,727 102,966 59,732
value of accessibility to jobs in $ (DDCM) 112,081 64,982 36,538

Table 3.3: Value of neighborhood amenities

As we point out in Section 2.1, the empirical results don’t necessarily mean one method-
ological approach is better than another. One of the objectives of this paper is to provide
another tractable framework to solve the sequential decision making problem of residential
location choice. The above analysis indicates that IRL and DDCM share some similarities
on interpreting some households’ preferences but also exhibit a few differences, including the
model performance and willingness to pay for different attributes.

Practical Issues

We here point out two practical issues related with dynamic residential location choice mod-
els. One is that relocation is a relatively rare occurrence in reality, which often leads to
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unbalanced data, as in our case. In other words, the estimation algorithm will put much
more emphasis on learning from households that do not relocate, and result in a biased
estimation. Therefore, we adopted the SMOTE ([25]) oversampling method to produce
balanced data, i.e., more moving trajectories. By applying the SMOTE method, we can
generate synthetic moving trajectories and avoid copying the same observations from the
original data.

Another common issue related with residential choice models is the endogeneity caused
by the correlation between housing value and the unobserved error term; we add a correction
for price endogeneity according to the control function method ([54]) to obtain consistent
estimates. Note that the estimated correction term is not reflected in the results table for
simplicity.

3.5 Conclusion

While residential location choice models have been the emphasis of a substantial body of
research, most empirical studies have adopted a static estimation approach. For the small
body of studies that allow for dynamic decision-making, only backward-looking behavior, i.e.,
time-dependency, is incorporated. This is with good reason: the estimation of a truly dy-
namic residential choice model is extraordinarily difficult due to (a) computational feasibility
associated with large-scale dynamic programming and (b) scarcity of long-term household
relocation data. Yet residential location choice is inherently dynamic, and this has led to
concerns that estimates from static models may be biased. In economics, dynamic discrete
choice models (DDCM) have been used to model many aspects of transportation behavior;
however this approach has several limitations, including the assumptions of optimal human
behavior, conditional independence, extreme value distribution, etc. In the recent decade,
advances in artificial intelligence, especially the framework of inverse reinforcement learning
(IRL), has provided another approach to solve complex dynamic behavioral problems. In
particular, IRL can circumvent the multiple assumptions commonly used in DDCM while
still reconstructing and estimating the problem in a feasible way. In this paper, we propose
a dynamic model for the sequential decision-making problem of residential location choice
under the framework of IRL. We provide a comprehensive comparison between DDCM and
IRL, both theoretically and empirically. With an infused data set of household relocations
in Texas over a 7-year period, we show that these two forward-looking dynamic frameworks
yield some, but not all, consistent results. However, IRL performs better than DDCM for
high-income and low-income groups in terms of the model fit, and there is a discrepancy
between the estimated willingness to pay for mix land use and accessibility to jobs between
the two approaches.

The worlds of economics and artificial intelligence rarely reference each other; this paper
aims to bridge these two disciplines to address the difficulty in modeling residential location
choice. Needless to say, each approach has its own strengths and weaknesses; our focus is not
to conclude which one is preferable, but to provide a novel approach to modeling dynamic
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behavior relevant to transportation research and show their similarities and differences in
solving a real-world long-term large scale problem: residential location choice. This paper
can be used as a starting point for more exploratory work, including: establishing a more
flexible reward function and transition matrix; efficiently estimating the model with full
household internal dynamics and external environment dynamics; and incorporating the
concept of lifestyle or other latent variables into the IRL framework, among others.
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Chapter 4

Literature Review: Backward-Looking
Models

“I think somehow we learn who we really are and then we live with that decision.”

(Eleanor Roosevelt)

In backward-looking models, individuals and households usually make a decision in a retro-
spective way based on their past experience. In the context of classic static travel demand
models and behavioral analysis, most backward-looking studies adopted the framework of
discrete choice model which is based on Random Utility Maximization (RUM) theory. How-
ever, when generalizing the model framework to a dynamic context, we may confront some
major challenges in this classic discrete choice model system, including:

• Lack rich longitudinal multi-dimensional data.

• How to explicitly interpret the (causal or correlational) relationship among the multi-
dimensional choice system.

• How to represent the interrelated connection between discrete and continuous out-
comes.

• How to represent the time-dependency between different time periods.

4.1 Structural Equation Model (SEM)

Static SEM

The static SEM framework incorporates mutual causal effects between different dimensions
of travel behavior via the covariance matrix making up the error structure.
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Initially, studies on SEM system are aiming to handle the second challenge. For example,
to analyze the true effect of the built environment on car ownership by considering self-
selection in residence choices, [18] formulated joint mixed multinomial logit-ordered response
structure. [79] did a similar study, in which a simultaneous mixed logit model of residential
location and mode choice for work tours is developed to examine the self-selection effect.

In recent years, thanks to the availability of voluminous data, more research gradually
focus on tackling the third challenge. [40] proposed a joint multiple discrete continuous
extreme value (MDCEV) framework that models an individual’s choices across the following
five choice dimensions: activity type, time of day, mode, destination, and time use allocation.
Most recently, [17] formulated a generalized heterogeneous data model (GHDM) that jointly
models mixed types of dependent variables, including multiple nominal outcomes, multiple
ordinal variables, and multiple count variables, as well as multiple continuous variables,
in which the covariance relationships among outcomes are represented through a reduced
number of latent factors.

All these studies constitute major contributions to the integrated modeling framework
and their using of mixture distributions often provides an excellent fit to the data. However,
some common drawbacks of these integrated models are listed here: (1) The mixture dis-
tributions of parameters are always assumed to be static, which limits application of these
models since transport planners and policy makers are more interested in forecasting market
and travel demand in a long run. (2) Many models require the analyst to make an a priori
assumption about the mixture distribution for each randomly distributed coefficient. Con-
sidering distributional assumptions exert influences of their own on the results, it might be
of limited utility to policy makers using these models with predetermined distributions.

Dynamic SEM

As for the forth challenge stated at the beginning of the section, the dynamic SEM framework
incorporates both auto-correlation and mutual causal effects between different dimensions
of travel behavior via the covariance matrix making up the error structure. [72] first pro-
poses a conceptual framework of dynamic SEM without validating it with real data. Lyon’s
model was extended by Golob and his collaborators in the subsequent decade; they extended
the SEM framework in three ways. First, they brought joint dynamic choice models into
the dynamic SEM framework, enabling it to accomodate the dependency of different types
of behavior variables. They demonstrate this in the context of vehicle ownership and trip
generation as an ordered probit, and travel time by different travel modes as censored contin-
uous variables [53, 50, 99]. Second, they articulated the importance of integrating exogenous
variables to mitigate period effects [52, 51]. Third, they provided a practical estimation
approach (a combined version of generalized linear model [GLM] and maximum likelihood
[ML]) which was lacking in the [72]. In addition to these methodology improvements, they
estimated and validated all of their models using real data.

The Dynamic SEM framework continued to progress from the 1980s to the early 2000s,
along with further examples of studies applying dynamic SEM to assorted behaviors and iden-
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tifying practical estimation methods. For example, [29] explored the relationship between
activity participation patterns and travel behavior using a dynamic SEM with a nine-wave
panel of data collected in the greater Seattle metropolitan area of the U.S. Other examples
of dynamic SEM applications include [48], [92], [29], etc.

There are two limitations of the SEM approach with regards to our research objective.
First, as [103] stated, the complicated correlation structure of the SEM approach can be
seen as a black box, resulting in the cause of the distribution to not be readily apparent and
the model results hard to interpret in order to provide policy implications. In particular,
the time-dependency and inter-dependency between multidimensional behaviors, essential
to dynamic models, are challenging to intuitively explained from form an SEM covariance
matrix. Second, although the SEM framework is capable of accounting for correlated atti-
tudes and behavior, a multi-level hierarchical relationship between life events, social events,
lifestyle and behaviors cannot be clearly constructed through SEM.

4.2 Latent Class Choice Model (LCCM)

Figure 4.1: LCCM model structure

The framework of LCCM is shown in Figure 5. LCCM constitutes class membership
model and class-specific choice models. It is assumed that individuals or households are
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implicitly categorized into a set of N classes. The underlying assumption of the LCCM pos-
tulates that individual-level/household-level behavior depends on observable attributes such
as socio- demographics and on latent class that are unobserved by the analyst. Here are
some representative work. [102] employed it in residential location choice model and empir-
ical results indicate three latent lifestyle segments: suburban dwellers, urban dwellers, and
transit-riders. [101] then extended LCCM with preference endogeneity constructing feed-
back from the class-specific choice models to the class membership model through consumer
surplus. They applied the new model to mode choice data from the Bay Area Travel Survey
(BATS) 2000 and find six modality styles. Also, it is demonstrated a better goodness of fit
and greater behavioral insights. The LCCM framework have been applied to mamy

4.3 Hidden Markov Model (HMM)

Hidden Markov Model provided another way to model the dynamic travel behavior by ac-
commodating LCCM framework in the dynamic setting. HMM is proposed by Baum and
Petrie in [9] where the system being modeled is assumed to be a Markov process with un-
known parameters. The property of ”state transitioning” in a Markov chain allows the model
to capture the dependency between two timestamps and the concept of ”latent state” (or
”hidden state”) in HMM can be aligned with the concept of latent lifestyle or modality style
in the LCCM framework.

Figure 4.2: First-order planning-action HMM model structure

In recent years, the HMM framework has been gradually adopted in various decision-
related applications in transportation. [15] proposed a planning-action model for dynamic
contexts where the plan of changing behavior is often unobservant and is treated as latent
variables in model estimation using observed actions. [28] applied the planning-action pro-
cess to study more short-term dynamic plans of driving and route changing behavior. The
underlying assumption is that the plan at every time period is determined only by the plan
at the previous time period (known as first-order Markov model, shown in Figure 2) and may
be affected by the maneuver taken in the previous time period (experience). The concept of
latent plan and the proposed framework can be generalized to many other choice behaviors
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involving dynamically evolving ‘hidden’ decision layers and latent alternatives, for example,
residential location choice, route choice and other travel behaviour models.

[107] further extended HMM framework to heterogeneous one, in which the transition
probability model between states from one time period to the other is no longer consistent,
but varies over time. Vij (2013) also demonstrated the use of Markov process by treating the
Markovian state as a dynamic extension to “latent class” and combined HMM with Latent
Class Choice Model (LCCM), a framework discussed in section to analyze mode choice and
modality style based on panel data. [106] also proposed a second-order HMM to capture lag
effects across two periods of time.

However, most of the current studies that applied LCMM-based and HMM-based mod-
els to infer latent lifestyle or mobility style segments all focus on one-dimension of choice
behavior alone while ignoring the inter-dependency with other choice behaviors. Moreover,
the empirical studies tend to neglect the impacts of key life events and policies on travel
behavior in the life course horizon.

In summary, a unified backward-looking dynamic model needs to satisfy at least the
following three requirements:

• The model can accommodate several endogenous behavioral variables and build the
structure of their contemporaneous interrelationship.

• The model can accommodate lagged effects. Many studies have revealed that the effect
of a change in the desirability evaluation on behavior can be lagged from one period
to several periods.

• The model can accommodate period effects which accounts for the factors triggering
temporal behavior changes of all households. Those factors could range from transport
related factors (fuel price, housing price, public transit rate, etc.) to state economy
(unemployment rate).

Our work contributes to extending heterogeneous HMM to multi-dimensional travel be-
haviors and explores the behavior change in association with key life events, as well as policy
and economics environments. The methodology, estimation algorithm and case study will
be presented in Chapter 5
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Chapter 5

Unifying Life Stages, Lifestyle,
External Environment, and
Multi-Dimensional Behaviors with
Hidden Markov Model

“It is our choices that show what we truly are, far more than our abilities.”

(J. K. Rowling)

Studying behavior change is fundamental to effective travel demand management as it may
help quantify the triggers that prompt individuals and households to change their habits
and better predict the trend of future mobility. Under the umbrella of long-term dynamic
behavior models, the Hidden Markov Models (HMM) framework has gained increasingly
attention in the transportation arena (in applications from car ownership to mode choice)
due to its latent hierarchical structure, favorable model performance, and intuitive interpre-
tation. In this section, we extend the single discrete choice HMM framework to joint choices
with discrete and continuous types, and derive its recursive parameter learning algorithm.
Building on this framework, we propose a unified model that conjoins lifestyle, life events,
external environment, and multi-dimensional travel behavior dynamics. We evaluate our
method via one case study: a retrospective survey in the San Francisco Bay Area of 830
households. In the final model, we identify four latent lifestyles (auto-oriented-2-car group
with rare use of other travel modes, auto-oriented-1-car group with rare use of other travel
modes, multi-modals group that own at least one car, and auto-free group that have the
lowest car ownership and car usage). The results highlight how life events, policies, and the
economic environment might influence people to transition between these lifestyles. To fully
explore the potential of the extended joint HMM framework, we provide trend analysis of
car ownership and mode use based on estimation results, and conduct sensitivity analysis of
changes in fuel price and the unemployment rate.
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5.1 Introduction

We are encountering an era of rapid urbanization, technological change and transportation
transformability (shared transport, electrical car, etc), which reshapes the demand for jobs,
housing, energy, transportation infrastructure, and social services and puts the long existing
problems, including greenhouse gas emission, climate change and traffic congestion back
to agenda. Policy makers and city planners attempt to influence people to adopt more
sustainable travel-related choices, such as less driving, living closer to work, purchasing and
using alternative-fueled vehicles, etc. To achieve this sustainable goal, a comprehensive
understanding of the people’s travel-related behavior is fundamental to make better travel
demand prediction and implement effective policies.

Shifting travel behaviors requires a gradual adjustment of personal needs and environmen-
tal adaptation, and might require years and even generations to yield the desired outcome.
Travel behaviors are deeply habitual. They are flexible at some points but less flexible after
certain choices have been made, such as whether or not to purchase a vehicle or where to
live–choosing whether to drive versus use public transit is a fundamentally different choice
for those with multiple vehicles in a household versus one or none, or for those living in the
suburbs far away from their destination versus those living in the city center with immediate
access to transportation alternative.

Travel trends have been evolving in recent years, especially with respect to the prevalence
of using multiple lower-emission modes to replace personal vehicle trips (multimodality) in
western countries. In Germany, [65] reveals a rise in multimodality and a decrease in vehicle
ownership and use among young adults (aged 18-29 years) since 1990. [23] investigates the
prevalence of multimodality in the United States between 2001 and 2009, and observes a
significant shift away from personal vehicle use towards multimodal vehicle use (combining
occasional car use with occasional use of other modes) as well as exclusive walking-bicycling-
public transport use. [56] provides evidence of similar mode use shifts in Great Britain.

To identify triggers that shift travel behavior, a traditional focus of the literature has been
how changes to the external environment dynamics such as change of policies, economics,
societal, and cultural factors result in households adjusting travel-related behavior. For
example, using nine years of U.S. Consumer Expenditure Survey (CES) data, [83] found
that households would reduce vehicle miles traveled (VMT) in the year following an increase
in gasoline price.

Some more recent facet of the literature focuses on the triggers of internal dynamics such
as the role of key life events on travel behavior change [66, 12, 88, 32, 69, 58]. The life
events analyzed include shifts in residential location, employment, and household structure
(e.g., having children or living with a partner). Travel behaviors analyzed include vehicle
ownership/usage and mode choice. While most of these studies have observed a strong
relationship between life event and travel behavior change, [88] concludes that life events are
only loosely associated with changes in mode use.

Transportation researchers used to understand travel as a derived demand, whose un-
derlying assumption is that individuals’ or households’ travel decisions are the result of
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objective constraints (e.g., the built environment or socioeconomic conditions). In recent
decades, some researchers find this to be an oversimplification and begin to understand the
use of transportation system in the context of the choice and symbols in the social space of
lifestyles. The concept of lifestyle, related to but distinct from the concepts of life-cycle phase
or life events, has been gradually recognized in the literature as being important to travel
behavior choices and outcomes. Studies on lifestyle recognize that travel behavior is driven
by more than objective constraints (e.g., built environment and socioeconomic characteris-
tics) traditionally used in classic travel demand models. As [67] points out, lifestyle can be
understood as a social construct that determines an individual identification with a social
group and manifests itself in all facets of everyday life, such as consumption habits and the
demonstration of tastes (e.g., furniture, clothes, favorite television programs or newspapers)
and leisure activities. Lifestyle therefore determines the dynamics of travel behavior as a
higher-level orientation [87]. More specifically, some recent empirical studies have demon-
strated the existence of modality style as a subset of lifestyle that influences mode choice
behavior [100, 107, 109, 35].

Individuals or households usually collectively adjust their travel behavior in varied di-
mensions. That is to say, consumer choices and decisions, from longer-term to shorter-term,
such as residential and work location, vehicle ownership and usage (e.g., VMT), and mode
choice, are all interdependent. For example, a household that moves from an urban to a
suburban area might add a vehicle to improve access to more dispersed activities, and once
they own that vehicle, may start to use it exclusively, regardless of the availability of alter-
natives. A growing body of literature has demonstrated that ignore this interdependence
can yield inconsistent model results that either over- or under-estimate the true impact of
explanatory factors [18, 80, 17].

Therefore, to capture a complete picture of travel behavior trends and drivers of behavior
change, a model needs to dynamically account for life events, time-varying economic and
policy context, lifestyle/mobility style, and multi-dimensional behaviors (including vehicle
ownership and mode use patterns). Few studies have consolidated all of these factors into
one framework. The objective of this paper is to develop a unified model framework using a
heterogeneous Hidden Markov Model with joint choices (both discrete and continuous).

The rest of this section is structured as follows. In Section 5.3, we propose the hetero-
geneous Hidden Markov Model structure with joint choices, present each component, and
derive the corresponding estimation algorithm. Section 5.2 describes a case study where we
apply this model to the dynamic analysis of lifestyles in the San Francisco Bay Area, using
data from a retrospective survey. We then present the estimation results and conduct further
analyses on how people transition between lifestyles as a result of life stages, policies and
the economic environment.
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5.2 Data

We use survey responses from the WholeTraveler Transportation Behavior Study conducted
as a part of the Department of Energy’s SMART Mobility Initiative. This survey was con-
ducted in the Spring of 2018 and recruited residence of the San Francisco Bay Area [94, 37,
93]. The invitation to participate in the survey was mailed to a random sample of 60,000
active residential addresses in the nine core Bay Area counties, with the household member
over 18 years old with the most recent birthday asked to respond to the survey. The recruit-
ment letter included the web address to access the survey, which could only be responded
to online. The survey collected a variety of data, including information on current mode
use, vehicle information, mode and travel experience preferences, interest in and adoption
of emerging technologies, e-commerce behavior and preferences, as well as a rich set of re-
spondent characteristics including risk and time preferences, personality characteristics, and
standard socio-demographic information. The survey additionally had a section in which re-
spondents were requested to fill out a life history calendar. The life history calendar covered
key changes in life stages (being in school, employed, living with a partner, with a young
child at home) and mobility-related decisions. The mobility-related decisions included: (1)
regular mode use–defined as regularly using a given mode at least twice per week on average
for the indicated year–including public transit, walk/bike, personal vehicle and ridehailing;
and (2) the number of vehicles owned by the household. Data were requested on an annual
basis for each respondent starting at age 20 and up to age 50. So, for example, for a respon-
dent that was 45 years old at the time they took the survey, they would have provided 25
years worth of annual responses covering the above-mentioned topics.1 As shown in Figure
5.2, the respondents would check the box for distinct events (like the year a new child entered
the household) or clicked and dragged to fill in a range of years covering life stage states
(like being in school, or employed) if he/she satisfies the condition in that particular year.

Data for this analysis are drawn from the 997 respondents who completed the entire
WholeTraveler survey, including the life history calendar. From this 997, the sample was
further reduced to the 813 respondents for whom was born after 1950 and have a complete
life event and travel behavior history since age 20.

The respondents’ birth years are nicely distributed between 1950 and 1994; the ratio of
each generation is shown in figure 5.1. We assume that the decision-making unit for our
analysis is a household and that all the members of a household may share one or more
vehicles. Because we cannot assign specific vehicles to individuals in a household, we did
not consider individual characteristics, such as gender, in our model.

Figure 5.3a shows the trends in four life stages, primary travel mode used, and number of
vehicles, by respondent age (left hand panels) and calendar year (right hand panels), based
on the life histories reported by each respondent. The four life stages do not necessarily
sum to 100 percent at each age or year, as some households may belong to all four of the

1Although the movement of residential and work locations is also a crucial part of lifestyle, unfortunately,
we do not have access to the past residential or work locations of these respondents. The survey only asked
in which years a significant move occured, but nothing about the type of locations moved to or from.
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Figure 5.1: Birth year distribution

life stages (with a partner, with a child, employed, and in school). Based on age and year,
we also provide the trend of mode use, and number of vehicles, shown in the second and
third rows of Figure 5.3. From Figure 5.3a, we observe that the sample reaches its highest
employment rate (around 80 percent) at age 32 while the peak points of being with a partner
and a young child occurs at around age 34. Also worth mentioning is that our respondents
are highly educated, as 31 percent of the respondents are in school at age 25 while the same
statistic is about 13 percent in 2018 and 8 percent in 1970 in U.S. based on the American
Community Survey (ACS).

The trends of these four life stages over calendar years shown in Figure 5.3b show some
potential evidence of underlying patterns responding to macro economic conditions. These
patterns have to be interpreted with a grain of salt, as the composition of the sample changes
across calendar years, and so trends can be affected by this as well. The underlying relation-
ships between these trends and economic conditions will be more carefully disentangled using
appropriate statistics in the modeling. We do observe that, for example, that the percentage
of people employed, living with a partner or living with a young child increases from 2010
to 2018, a period of economic recovery and prosperity after the global financial crisis.
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In terms of the primary travel mode used, as shown in Figure 5.3c and 5.3d, people
gradually shift from similar fractions of personal vehicles, public transit, and walk/bike (30
to 40 percent each) to only 20 percent using public transit and walk/bike, and 70 percent
personal vehicle, by age 50. Note that we here adopt the concept of ”mode use” not ”mode
choice” since respondents were asked to indicate which modes they used regularly for their
primary commute–defined as at least twice per week on average. They could have therefore
selected more than one in a given year, if they walked to work two days per week but drive
three days per week, on average, for example. We can clearly observe that people increasingly
started to use ride-hail service starting in 2010 when Transportation Network Companies
(TNCs) emerged.

An trend of an increasing number of vehicles (in a household) by the age of the respondent
is observed. People are more likely to own more vehicles as they age due to increasing income,
declining health, or family necessities (transporting children; Figure 5.3e). During economic
booms, such as 1992-2000 and 2010-2018, we do observe evidence of a larger number of
vehicle per household.

In additional to the impact of key life stages, other social (internet use) and economic
(fuel price and unemployment rate) factors, as well as transportation-related policies (such
as those affecting fuel price), also play an important role in the evolution of lifestyle. To
account for these factors we add (a) annual average fuel price (in 2018 dollars), (b) annual
unemployment rate, and (c) annual internet penetration rate to the WholeTraveler survey
data. Note that these three variables are nationwide statistics with the consideration that
the respondents might have lived in other areas in earlier points of their lives. The final
data set we use for analysis therefore includes life cycle trajectories–from age 20 up to age
50–of 813 households and their multi-dimensional travel behaviors (vehicle-ownership and
use patterns across four modes) until 2018. This includes four life stages in each year, and
three annual external economic/policy environment variables.
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(a) Life stage over age. (b) Life stage over year.

(c) Mode use over age. (d) Mode use over year.

(e) Number of cars over age. (f) Number of cars over year.

Figure 5.3: Trend of life stages, mode use, and number of cars over age (20-50) and period
(1980-2018). Note that we start from 1980 to make sure at least 20% of samples are included
when calculating the shares.



CHAPTER 5. UNIFYING LIFE STAGES, LIFESTYLE, EXTERNAL ENVIRONMENT,
AND MULTI-DIMENSIONAL BEHAVIORS WITH HIDDEN MARKOV MODEL 53

5.3 Methodology

Model Structure

In this study, we develop a probabilistic approach building on HMM to consolidate the
dynamics of the three key elements of interest: household lifestyle (specifically we focus on
modality style as demonstrated through multi-dimensional short- and medium-term travel
behaviors), household life stages, and the economics environment. We demonstrate how
different types of policies within these contexts could affect the prevalence of these lifestyles
or modality styles. The approach hinges on the following three arguments. First, lifestyle
is a higher order orientation of multi-dimensional behaviors, as shown in the hierarchical
structure in Figure 5.4. These behaviors can either be short-term, medium-term or long-
term. We choose mode choice (short-term) and vehicle ownership (medium-term) as a choice
bundle to illustrate the model framework in Figure 5.4. The relationship between lifestyle and
multi-dimensional behavior is captured via choice models , which will be further discussed
in Section 5.3. Second, lifestyle evolves over time and its evolution can be triggered by: (1)
the household dynamics such as changes in life stages, and/or (2) the external environment
such as the economy and potential policies like fuel price. This evolutionary process is
captured via transition models . The model specification will be explained in Section
5.3. Finally, during the first time period, the households may follow an initial lifestyle
distribution, i.e., an initial model that identifies the probability of belonging to one of x
lifestyles at the beginning of each data sequence. More detail on this will be discussed in
Section 5.3.

The underlying assumptions for the extended heterogeneous HMM model are:

• Each travel behavior is driven by its corresponding higher-level orientation.

• Correlation exists between each higher-level orientation, that is, travel-related behav-
iors are assumed to be only conditional on current lifestyle.

• Temporal transition happens on higher-level orientation.

For each individual or household, its lifestyle is unknown; we can only observe the their
vehicle ownership and mode choice; their life stage; and their economic and policy environ-
ment during each time period. The purpose of our study is to identify the hidden lifestyles
via multi-dimensional behaviors and understand the trend of lifestyles over years in response
to life stage transitions, policies, and economics. To this end, we develop a heterogeneous
HMM model with joint choices as shown in Figure 5.4. The framework is composed of three
types of models: a initial model represented by the yellow area, transition models (red area),
and choice models (blue area).
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Figure 5.4: Model framework

Initial model

The initial model can be specified as a mulinomial logit model in which the utility functions
are expressed as a linear function of individual characteristics, shown in (5.1). These char-
acteristics may include age, household annual income, education level, etc. The Utility of
lifestyle i in the initial observation period for individual n is given by

U i
n0 = βiinit

TZn0 + εin0 (5.1)

where Zn0 denotes the initial lifestyle style and βiinit denotes the vector of parameters asso-
ciated with ith lifestyle. εin0 is a random variable assumed to be i.i.d. Extreme Value across
individuals, initial period, and lifestyle. And the probability of household n belonging to
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lifestyle qn0 = i at time t = 0 is given by

Pr(qn0 = i|Xn0; βinit) =
eβ

i
init

TZn0∑
j e

βjinit
TZn0

(5.2)

Transition models

Conditional on belonging to lifestyle i at time t, individual n may evolve to other lifestyles
or stay at the same depending on the changes in life stage, policies, and the economic
environment. Such a decision process is captured in transition models and we formulate
them as the form of multinomial logit. Let qnt denote the latent lifestyle of individual n at
time t. The utility function of lifestyle j in time period t + 1 conditional on individual n
belonging to lifestyle i in time period t is given by

Uqj
n(t+1)

|qint
= βjtrans,i[Znt, Xt, Pt] + γqn(t+1)j |qint

(5.3)

where βjtrans,i denotes the coefficients associated with observed triggers (Znt, Xt, Pt) if tran-
sition from lifestyle i to j. γqj

n(t+1)
|qint

represents the random variable assumed to be i.i.d.

Extreme Value across individuals, time periods, and lifestyles. The probability of transition-
ing from lifestyle i to j can be expressed as

Pr(qn(t+1) = j|qnt = i, Znt, Xt, Pt; βtrans) =
eβ

j
trans,i[Znt,Xt,Pt]∑

k e
βktrans,i[Znt,Xt,Pt]

(5.4)

where βjtrans,i denotes the coefficients associated with observed triggers (Znt, Xt, Pt) if
transition from lifestyle i to j.

Choice models

Choice models are the output of the model framework, where choices, i.e., travel-related
behaviors, can vary from discrete to continuous. Under the framework of HMM, travel-
related behaviors are assumed to be only conditional on current lifestyle. Different choices
are conditionally independent with each other, which also indicates that the correlation
between different dimensions of choices is captured in the representative lifestyle (the higher
level). The utility function of choosing alternative r for choice y (one dimension of choice)
in time period t conditional on individual n belong to lifestyle i given by

Uyrnt|qint = βrchoice,iA
r
nt + ηyrnt|qint (5.5)

If discrete choice y1, we assume ηyrnt|qint to be i.i.d. Extreme Value across individuals, time
periods, choices, alternatives, and lifestyles. The probability of individual n choosing alter-
native r for discrete choice y1 in time period t conditional on n belonging to lifestyle i may
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be expressed in a logit form as shown in Equation (5.6).

Pr(y1nt = r|qnt = i; βchoice) =
eβ

r
choice,iA

r
nt∑

s e
βschoice,iA

s
nt

(5.6)

where y1nt denotes one discrete travel behavior for individual n at time t, Arnt denotes the
attributes associated with alternative j for individual n at time t, and βrchoice,i denotes the
corresponding coefficients. For example, in the vehicle-ownership model, Arnt can represent
the price of vehicle type r. However, in practice, we prefer not to add so many details to
simplify the dynamic framework and treat Arnt as constant. Then Equation (5.6) can be
degenerated into Equation (5.7). The model framework shown in Figure 5.4 is based on
Equation (5.7), where Arnt is assumed to be constant and so normalized to one. In Equation
(5.7) βrchoice,i now represents the probability of choosing alternative r conditional on lifestyle
i.

Pr(y1nt = j|qnt = i; βchoice) = βjchoice,i (5.7)

For continuous travel behavior y2 such as VMT, we assume ηyrnt|qint to be i.i.d. Gaussian
across individuals, time periods, choices, alternatives, and lifestyles. The probability is now
given by

Pr(y2nt|qnt = i; βchoice) =
1√

2πσ2
i

e
−

(y2nt−βchoice,i)
2

2σ2
i (5.8)

where y2nt denotes one continuous travel behavior for individual n at time t, and βchoice,i
and σi denote its corresponding coefficient (mean) and standard deviation, conditional on
lifestyle i, respectively.

Initial condition problem

Initial condition problem is a common and challenging problem when we deal with individual-
level longitudinal data, which first gets attention in [55]. It arises when the initial observa-
tions are missing in the panel since the dynamic process started. That is, the first observation
we captured in the panel is a choice happened in the middle of this dynamic process, which
has already been influenced by the past experience. Since this past experience (which is cap-
tured by error components persistent over time) is unobserved by the researchers, the error
terms will be correlated with the observed choices and cause endogeneity problem. This may
lead to inconsistent parameter estimation and erroneous interpretation of the choice.

Under the Hidden Markov Markov framework, the proposed model framework stated
above circumvent the initial condition problem from the following perspectives. First, the
error components in the choice models, ηyrnt|qint in Equation (5.5), are assumed to be serially
independent, which implies that the initial condition is exogenous theoretically. [39] provides
a concise proof in Section 5. Second, different studies have explored various approaches to
capture unobserved heterogeneity. For example, [75] and [104] parameterize the unobserved
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heterogeneity by assuming an auxiliary distribution of initial condition and time-varying
independent variables. In the proposed heterogeneous HMM model, the specification of
initial lifestyle model and transition models play a similar role of allowing for unobserved
heterogeneity on initial states and carry over time periods. Equations (5.1) and (5.3) aim
to capture the time-varying individual variables through lifestyles. Third, the life trajectory
data we collected from the retrospective survey stated in Section 5.2 can be assumed to start
from the first observation (age being 20).

Estimation

Based on the model specification, there are three groups of unknown parameters under the
proposed framework: initial model parameters (βinit), transition model parameters (βtrans),
and choice model parameters (βchoice). The likelihood function for T time stamps, N indi-
viduals, and S life styles is thus given by Equation (5.9). We provide one discrete choice and
one continuous choice as an example.

L(βinit, βtrans, βchoice 1,βchoice 2,βchoice 3
) =

∏
N

∑
S

{Pr(qn1|Zn1, Xn1, I1; βinit)·

ΠT
t=1Pr(qn(t+1)|qnt, Znt, Xnt, It; βtrans)·

ΠT
t=1Pr(y

1
nt|qnt; βchoice) · Pr(y2nt|qnt; βchoice)}

(5.9)

An expectation-maximization (EM) algorithm ([19]) is used to maximize the log-likelihood
and estimate these parameters. EM algorithms are a widely used approach to estimate stan-
dard HMM, and consist of two steps.

Q(θ
′
, θ) = Ep(s|y,θ′)[ln p(y,s|θ)]

=
S∑
i=1

γi,1 lnP (s1 = i; θinit)

+
T∑
t=2

∑
i

∑
j

ξij,t lnP (st = j, st−1 = i; θtrans)

+
T∑
t=1

∑
i

γi,t[lnP (y1t |st = i; θ1choice,i) + lnP (y2t |st = i; θ1choice,i) + lnP (y3t |st = i; θ1choice,i)]

(5.10)

The E step computes the expected complete log-likelihood (denoted by Equation (5.10)),
given the parameters, using forward-backward recursion. The M step updates the parameters
by maximizing the expected value. The meaning of each variable is shown in Table 5.1. The
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estimation algorithm is presented Algorithm 2 and its corresponding code is published online
in “https://github.com/MengqiaoYu/DynamicLCCM”.

Algorithm 2: Estimate extended HMM with multiple discrete and continuous
choices

Result: θinit, θtrans, θchoice 1, θchoice 2, θchoice 3

Initialization.;
while not converge: |LLt+1 − LLt| < 10−5 do

E step:;
for each timestamp do

for each hidden state do
calculate αi,t, βi,t, γi,t, ξij,t ;

end

end
M step:;
Update θinit using equation;
for each state do

Update θtrans using equation ;
Update θchoice 1, θchoice 2, θchoice 3 using equations ;

end
Update LLt+1 and LLt. ;

end
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5.4 Model Set-Up and Results

Model set-up

In our WholeTraveler case study, the three components of the proposed model framework
(initial model, transition models, and choice models) are specified according to the data set,
which will be discussed in the following subsection.

We have five choice models based on the data we collect in the survey; they are regularly
using public transit (binary), using personal vehicle (binary), walking/biking (binary), using
ridehailing (binary), and number of vehicles (0, 1, and ≥ 2 vehicles). Since the attributes
associated with each choice are not available, we simplify the choice models as Equation 5.7.
The values of the coefficients, i.e., constants, are converted into probabilities of choosing
alternatives for interpretation convenience. The results of the five choice models are shown
as Table 5.2.

For the initial model, we simplify it by setting each utility function as a constant with
several considerations. First, all the respondents in the retrospective survey start at age
20 years old, therefore age cannot be added to the initial model. Second, other life stage
variables in the data set including marriage, child birth, employment, education nearly has no
variance at age 20, and cannot be estimated based on our exploration. After simplification,
the initial model may represent the initial probabilities of each lifestyle. The results are
shown in Table 5.3.

For the transition models that quantify the evolution between different life styles include
four life stage variables, age, generation, and three social and economic environment vari-
ables. The four life stages are ”in school”, ”with a partner”, ”with a young child”, and
”employed”. We differentiate ”with a young child” above 30 and over 30 to capture the
higher-order relationship between age and life stage. Similar treatment is done to ”with a
young child”. We also add the square of ”age” variable and interaction between ”age” and
”generation”. It is worth mentioning that we have tried different transition model specifi-
cations such as no interaction term or second order term, and the final specification shown
in Table 5.4 and 5.5 is our best model. The best model is determined by both goodness-of-
fit and parameter interpretation. As for social and economic variables, we include annual
internet percentage, annual unemployment rate, and gas price in 2008 dollars. We cannot
add period (i.e., year) into the model since it would be perfectly correlated with age and
cohort (i.e, generation). Adding these environment variables can also be regarded as setting
instrumental variables of period. We scale each variable for better estimation stability, for
example, we divide age by 10, multiply internet penetration rate by 10, and multiply unem-
ployment rate by 100. The estimation results of the transition models are presented in Table
5.4 and 5.5. It includes four sub-models that each is a multinomial logit, and the base of each
sub-model is ”Auto-Oriented-2-veh” style. Each sub-model represents how the individuals
would stay in current lifestyle or transition to other lifestyles conditional on current lifestyle.

The final model yields four lifestyles. Note that the lifestyle generated from this
WholeTraveler case study is more akin to the concept of mobility style since
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Auto-oriented-2-veh Auto-oriented-1-veh Multimodals Auto-free
vehicle Ownership Model probability

0 vehicle 0.001*** 0.062*** 0.078*** 0.421***
1 vehicle 0.001*** 0.934*** 0.581*** 0.343***
≥ 2 vehicles 0.998*** 0.004*** 0.342*** 0.235***

Use Own vehicle probability
Use 0.981*** 0.974*** 0.384*** 0.004***

Use public transit probability
Use 0.064*** 0.090*** 0.476*** 0.552***

Use walk/bike probability
Use 0.005*** 0.007*** 0.988*** 0.369***

Use ride-hail service probability
Use 0.019*** 0.026*** 0.079*** 0.026***

Table 5.2: Estimation Results (1): Choice Models

Auto-oriented-2-veh Auto-oriented-1-veh Multimodals Auto-free
probability 0.094*** 0.177*** 0.086*** 0.643***

Table 5.3: Estimation Results (2): Initial Model

the five choices here are highly related with mobility. However, in this paper,
we focus more on the flexibility of this model framework, and do not explicitly
differentiate these two concepts. We will use lifestyle for the rest of result
analysis. A summary of goodness-of-fit measures are shown in Table 5.8. In the following
subsections, we will first analyze the multi-dimensional behavior differences between these
lifestyles based on Tables 5.2 through 5.5. We also provide detailed discussion on the age
and generation composition of each lifestyle, and explicitly investigate the transition mech-
anism among them. We conduct sensitivity analysis of how the changes in fuel price and
unemployment rate might influence the trend of each lifestyle.

Model Results I: Four Lifestyles

The four lifestyles are identified based on a combined interpretation from Table 5.2 to 5.5.
We describe them as follows.

Auto-oriented-2-veh. As the name implies, individuals belonging to this lifestyle usu-
ally own at least two vehicles and use their own vehicles for as much as 99% of their daily
travel. They shun other modes of transport, which can be inferred from the low probabilities
of using public transit (0.064), walk/bike (0.005), and ride-hail service (0.019) in the first
column of Table 5.2. From the life stage perspective, being in school may motivate them
to transition to AO-1-veh since ”being in school” parameter is positive and significant of
AO-2-veh model (−>AO-1-veh) in Table 5.4. In contrast, the negative signs of ”with a
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Auto-Oriented-2-veh (AO-2-veh)

-> Auto-Free -> MultiModals -> AO-1-veh
age (millennial) -1.489 -0.886 -1.488

age (genX) -1.924 -1.674** -1.948*
age (boomer) -4.953* -4.733*** -3.731**

age2(millennial) 0.375 0.284* 0.395
age2(genX) 0.376 0.368*** 0.393*

age2(boomer) 1.014** 1.018*** 0.767***
in school 0.052 0.069 0.056**

with a partner (under30) -0.108 -0.223 -0.092
with a partner (above30) -0.419* -0.381*** -0.506*

with a young child (under30) -0.118 -0.101 -0.068
with a young child (above30) -0.202 -0.223* -0.198

employed -0.002 -0.014 0.043
internet penetration rate 0.338** 0.41*** 0.205***

unemployment rate -0.473*** -0.535*** -0.427***
gas price 0.038 -0.010 0.122

Table 5.4: Estimation Results (3-1): Transition Models

partner (above 30)” and ”with a young child (above 30)” reveal that once a individual falls
in this lifestyle, they are less likely to evolve to other lifestyles except when they are married
or their children grow up. The impact of age on the transition model is not monotonic since
the signs of first-order age and second order age are opposite. To provide a more intuitive
interpretation, we plot the trend of each lifestyle over age in Figure 5.5. We will give more
trend analysis in the next subsection. Internet penetration rate can be seen as an indicator
of time period, and the positive sign of its coefficient implies a trend of owning less vehicles
and embracing multi-modals. In response to the increasing fuel price, these auto-oriented-2-
veh individuals are inclined to transition to other three lifestyles from Table 5.4, i.e., reduce
vehicle use and number of vehicles while increase the use of other transport modes. As the
unemployment rate decreases, i.e., the economy gets better, they may also consider other
lifestyles; however, the parameters associated with unemployment rate are so negative (-
0.473, -0.535, -0.427 in Table 5.4) that the auto-oriented-2-veh individuals still have a high
probability of staying in current style. As for gas price, we observe that its coefficients are
all small and insignificant. One reason is that the variance of gas price over years is very
small (i.e., little fluctuation) after we adjust it for inflation, and the model cannot estimate
its impact anymore. Similar phenomenon happens to other three transition models.

Auto-oriented-1-veh. People in this group behave similarly with auto-adherent-2-veh
in the heavy use of their own vehicles and rare use of other modes as shown in Table 5.2; the
only difference is that they are more likely to own one vehicle but not two or more vehicles.
When starting to live with a partner, people in this group are more likely to add a vehicle and
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Auto-Oriented-1-veh (AO-1-veh)

-> Auto-Free -> MultiModals -> AO-1-veh
age (millennial) 0.186 0.673 1.257*

age (genX) -0.104 0.008 1.415*
age (boomer) -0.729* -1.674* 1.136

age2(millennial) -0.025 -0.13 -0.319*
age2(genX) 0.038* 0.035* -0.278

age2(boomer) 0.169* 0.397*** -0.236*
in school 0.047 -0.005 0.011

with a partner (under30) -0.081** -0.258* -0.75**
with a partner (above30) -0.062** -0.075* -0.442**

with a young child (under30) 0.001 0.149 -0.248
with a young child (above30) -0.016 -0.001 -0.059

employed -0.099* -0.008 0.067*
internet penetration rate 0.058** 0.361* -0.097*

unemployment rate -0.061*** -0.127*** 0.291*
gas price 0.011 -0.209 0.018

Table 5.5: Estimation Results (3-2): Transition Models

evolve to auto-oriented-2-veh group (negative and significant coefficients of ”with a partner
(under30)” and ”with a partner (above30)” from Table 5.5). Being employed either reinforces
their staying at current lifestyle (single vehicle) or triggers the transition to auto-oriented-
2-veh style. However, being in school and having young child in home have little effect
(insignificant and small values of coefficients) on their transition models; i.e. they continue
to own only one vehicle, and do not use the other travel modes. In terms of the response
to environment variables, better economy (reduction in unemployment rate) would drive
individuals either to stay in current auto-oriented-1-veh lifestyle or evolve to auto-oriented-
2-veh style. The coefficients of internet penetration rate emphasize a similar finding from
auto-oriented-2-veh style, i.e., the trend of more multi-modals over time.

Auto-free. Opposite to the two auto-oriented styles, the auto-free individuals rarely
use their own vehicle (with 0.004 probability in the last column of Table 5.2) even though
57.8% of them own at least a vehicle and 23.5% with two or more vehicles. And the name
of ”auto-free” can be interpret as rarely using vehicles. These auto-free people prefer to
take public transit (0.552 probability) highest of the four lifestyles, followed by walk/bike
(0.37 probability). From Table 5.3, 63% of the people belong to this lifestyle at age 20,
and the share gradually declines to 23% until age 46. For all three generations, as the age
increases, they present a strong inclination (more negative and significant coefficients in
5.6) to abandon current lifestyle and transition to the other three ones. Being in school,
with a young child under 30 and being employed also help accelerate this transition. With
a partner under 30 may trigger the transition to AO-1-veh nad AO-2-veh, which implies
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Auto-free (AF)
-> Auto-Free -> MultiModals -> AO-1-veh

age (millennial) 2.718** 0.423 -0.405
age (genX) 2.28*** 0.181 -0.38

age (boomer) 2.435*** -1.096* -0.494*
age2(millennial) -0.682*** -0.094 0.061

age2(genX) -0.436*** -0.026* 0.047
age2(boomer) -0.481*** 0.238** 0.056*

in school -0.147* 0.155* 0.166*
with a partner (under30) -0.601 -0.432 -0.407**
with a partner (above30) -0.094 -0.078 -0.06

with a young child (under30) -0.497* -0.014 -0.156
with a young child (above30) 0.086 -0.034 -0.126

employed -0.086** 0.039 0.005
internet penetration rate -0.208*** 0.038* -0.178**

unemployment rate 0.452*** -0.016* 0.079***
gas price -0.188 -0.111 -0.007

Table 5.6: Estimation Results (3-3): Transition Models

adding vehicles. The influence of internet penetration rate is the same with the above two
lifestyles. In bad economy time when unemployment rate increases, the individuals would
be more likely to stay in auto-free style from the big positive and significant value (0.452) in
table 5.6.

Multimodals. In the middle of two auto-oriented styles and auto-free are multimodals
who own at least one vehicles and would use all travel modes: most likely walk/bike (0.988
probability) followed by public transit (0.476 probability) and personal vehicle (0.384 prob-
ability) shown in Table 5.2. Moreover, the multimodals are most likely to use ride-hailing
service among the four individual types (0.08 probability). Being with a partner under 30
would provoke them to transition to AO-1-veh and AO-2-veh styles, which means more ve-
hicle use and less public transit. Adding a young child under 30 would push individuals to
transition to other lifestyles (-0.079* in table 5.7) while we cannot draw a concrete conclu-
sion of which specific one they switch to due to the insignificance of the coefficients (0.074
and 0.005). Meanwhile, an increase in unemployment rate would reinforce the lifestyle of
multimodals and they are more likely to transition to auto-free than AO-1-veh and AO-2-veh
in bad economy period.

Model Results II: Model Goodness of Fit

We also pay attention to the model goodness of fit. We use two statistics, log-likelihood and
Bayesian Information Criterion (BIC) which penalizes larger number of coefficients ([90]), as
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Multimodals (MM)
-> Auto-Free -> MultiModals -> AO-1-veh

age (millennial) -0.072 1.198** 0.21
age (genX) -0.007 1.217** 0.226

age (boomer) -0.959* 1.893*** -0.597
age2(millennial) -0.004 -0.306*** -0.028*

age2(genX) -0.013* -0.239*** -0.031*
age2(boomer) 0.186** -0.402*** 0.127*

in school -0.23 -0.053 -0.102
with a partner (under30) -0.19* -0.354** -0.186*
with a partner (above30) -0.016 0.061 -0.052

with a young child (under30) 0.074 -0.079* 0.005
with a young child (above30) -0.073 0.093 -0.032

employed -0.035* 0.08* 0.034
internet penetration rate 0.195 -0.264*** -0.11*

unemployment rate 0.057** 0.351*** 0.021***
gas price -0.225 -0.039 0.034

Table 5.7: Estimation Results (3-4): Transition Models

criteria to evaluate the model performance. We compare the final model with 3-style, 5-style
dynamic model, and the 4-style model shows the best BIC and reasonable interpretation
results.

Num of Coef. log-likelihood BIC
3-style multi-dimensional dynamic 105 -37201.18 67105.93
4-style multi-dimensional dynamic 196 -34147.67 61608.68
5-style multi-dimensional dynamic 335 -29732.71 61689.77

Table 5.8: Estimation Results (4): Comparison between different models

Model Results III: Trend Analysis

The dynamic model framework empowers us to analyze the evolution of each lifestyle from
two key perspectives: age and period. In this subsection, we will present the trend of four
lifestyles over age and period based on the prediction results from the estimation tables we
just discussed.

Age

Figure 5.5 shows the share of four lifestyles from age 20 to 50. From this figure we can
observe that the share of auto-oriented-2-veh in the sampled population gradually increases
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until age 42 with the share up to 43%, and it sharply goes down after that. Note that such
an up-and-down trend is the result of the joint effect of age and life stages. On the contrary,
64% of individuals are auto-free at age 20, with the fraction consistently decreasing until age
45 when it levels off. The share of auto-oriented-1-veh is relatively stable at 20% across all
individual ages. The fraction of multi-modal individuals increases slightly from 9% at age 20
to 12% at age 40, then increases substantially to 20 percent by age 50. These trending lines
are consistent with our expectation since people in their 30s are the group who rely heavily
on vehicles with the constraint of individuals needs (suburban residence and school-age
children). Compared with auto-oriented-2-car and auto-free, the share of auto-oriented-1-
car and multi-modals are more resilient and stable among the sampled population.

Figure 5.5: Evolution of lifestyles over age

Cohort

As the estimation results imply, the generation, i.e., the cohort effects largely contributes
to the transition of classes. Figure 5.6 can help us understand the difference between three
generations. One thing deserves to point out is that the proposed model framework resolves
the identification problem embedded in age-period-cohort effects by adding instrumental
variables such as fuel-price, unemployment rate, internet users rate to replace period variable.
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Figure 5.6: Evolution of lifestyles over three generations: baby boomers, genX, and millennial
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We observe that GenX individuals are less likely to transition to more than one personal
vehicle, and more likely to transition away from vehicle-free, than Baby Boomer individu-
als, but have roughly the same transition pattern to one personal vehicle and multi-modal
lifestyles. Surprisingly, Millenial individuals are much less likely to go vehicle free after age
20 than GenX individuals, and are less likely to transition to more than one personal vehicle,
and more likely to transition to only one personal vehicle and multimodal lifestyles at earlier
ages than GenX individuals.

Time Period

We also plot the trend of each class from 1971 to 2018 (Figure 5.7).

Figure 5.7: Evolution of lifestyles over time period (year)

Generally speaking, before 2000, the share of ”auto-free” declines over years while the
”auto-oriented-2-veh” style increases, while there is little change in the fraction of ”multi-
modals” and ”auto-oriented-1-veh” lifestyles. After 2000, the four lifestyles didn’t show a
monotonic trend pattern and usually fluctuated within a certain interval respectively. We
observe that the up-and-downs along the evolution trends over years are consistent with
the several past economic recessions. The 1973 oil crisis, coupled with the 1973–1974 stock
market crash led to a stagflation recession in the United States. Therefore, the share of
”auto-free” in the population rose and the increasing trend of ”auto-oriented-2-veh” reached
a plateau. Similar phenomenon happened after 1980 recession. The evolution flows are gen-
erally smooth over the years except some particular periods such as the dot come bubble
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and 2008 economic recession. The signs of unemployment rate, which also implies the eco-
nomics situation, in the transition model also show that the bull market would stimulate
multi-modals and auto-adherents while discourage auto-antagonists.

Figure 5.7 clearly delineates that the trends of four classes began to frequently reshuffle
after 2004 compared with the more linear situation before that. The share of individuals
with more than one personal vehicle essentially levels off, and the decline in vehicle-free
individuals becomes much more gradual, after 2000. The share of individuals with only one
personal vehicle begins to increase after 2005, perhaps in response to the economic recession,
while the share of multimodal individuals increases from 6% in 2000 to over 20% by 2018,
with an unexplained dip between 2009 and 2016. That dip could have been caused by pent-
up demand for personal vehicles which was suppressed by the economic recession between
2008 and 2010, while the large increase in multimodal individuals from 12% in 2014 to over
20% by 2018 could have been caused by the increasing use of public transit and ridehail
services by these individuals.

Model Results IV: Sensitivity Analysis

To fully explore the policy implications of the proposed model framework, we also conduct
sensitivity analysis for policy-related variables.

Figure 5.8: Sensitivity analysis of unemployment rate

From model estimation results in Table 5.4 - 5.7, we have concluded that the parameters
associated with gas price in all transition functions are not significant so that the sensitive
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analysis of gas price is also not as useful as the unemployment rate one. Therefore, we
conduct sensitivity analysis of annual employment rate only via decreasing it by 20% since
2008. The before-after comparison is shown in Figure 5.8.

From aggregation level, we observe that better economic condition (i.e., lower employ-
ment rate) indicates higher share of ”multimodals” (from 20.4% to 22.6%) and higher share
of ”auto-oriented-1-vehicle” lifestyle (from 22.7% to 24.5%) in the 10-year horizon. At the
same time, ”auto-free” lifestyle is impacted the most by its share decreasing by 3.6% (from
29.7% to 26.1%). Such a finding is reasonable since lower unemployment rate means more
earnings per households in average and low-income households would have more money to
afford a vehicle. Note that we do not have enough data to support the income information
within each lifestyle and all the interpretation is based on our experience and common sense.

Interestingly, ”auto-oriented-2-vehicle” lifestyle is quite stable in the 10-year period with
its share nearly being at the same level as the one before the change. This implies that better
economic condition has little impact on the travel pattern of ”auto-oriented-2-vehicle” group
which might be mainly from high-income households. And this can be well explained by the
definition of this lifestyle: they have already had two or more than two vehicles and heavily
rely on them; better economic condition does not contribute to their transition to a more
”auto-oriented” and more vehicle lifestyle.

In a nutshell, the sensitivity analysis verifies how the turbulence of economics-related
factors or other external variables could influence the trend of each lifestyle. The results also
imply that behavioral change, especially the change of lifestyle, is a long-term process that
may require years or even generations to achieve gradual adjustment.

5.5 Conclusion

Understanding behavioral changes and distinguishing population groups by their different
behavior change in response to external and internal changes have been widely explored
and investigated in travel demand management. This section focuses on backward-looking
dynamic models by first summarizing several key concepts of existing relevant studies: exter-
nal dynamics such as economics, policy and transportation infrastructure, internal dynamics
such as key life events, and higher-level internal dynamics such as transitions of lifestyle and
mobility style.

We then point out two missing blocks of the current backward-looking dynamic frame-
work: (a) lack of multi-dimensional interrelated travel behavior; and (b) lack of a unified
model framework that consolidates all of these factors into one system. We extend current
single-dimensional heterogeneous Hidden Markov Model to a multi-dimensional one with
joint choice (both discrete and continuous) and derive its estimation method to learn the
parameters and co-variance matrix.

Our empirical results from a retrospective survey conducted in San Francisco Bay Area
highlight three key findings.
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• We observe four different lifestyles: ”auto-oriented-2-veh” lifestyle represents those
who usually own at least two vehicles and use their own vehicles for as much as 99%
of their daily travel while they shun other modes of transport; ”Auto-oriented-1-veh”
people behave similarly with ”auto-oriented-2-veh” group in the heavy use of their
own vehicles and rare use of other modes but they are more likely to own one vehicle;
”Auto-free” lifestyle belongs to those who rarely use their own vehicle even though
57.8% of them own at least a vehicle; ”Multimodals” are in the middle of two auto-
oriented styles and auto-free style who own at least one vehicle and would use all travel
modes.

• In trend analysis, we find that the generation factor plays an important role of lifestyle
transitions. For example, millenials are more likely to transition to only one personal
vehicle and multimodal lifestyles at earlier ages than GenX individuals; the share of
four lifestyles over age shows a ”fish-like” shape where ”auto-oriented-2-veh” is the
back of the fish whose share gradually increases until age 42 and sharply goes down
after that. The share of ”auto-oriented-1-veh” is relatively more stable and resilient
compared with ”auto-oriented-2-veh” across all individual ages At 20%. The fraction
of multi-modal individuals becomes the abdomen of fish which increases slightly from
9% at age 20 to 12% at age 40, then increases substantially to 20 percent by age 50.
The share of ”auto-free” style is the tail of the fish which keeps going down as age
increases.

• In sensitive analysis, by decreasing annual unemployment rate by 20%, we observe
that better economic condition (i.e., lower employment rate) indicates higher share of
”multimodals” (from 20.4% to 22.6%) and higher share of ”auto-oriented-1-vehicle”
lifestyle (from 22.7% to 24.5%) in the 10-year horizon. At the same time, ”auto-free”
lifestyle is impacted the most by its share decreasing from 29.7% to 26.1%.
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Chapter 6

Conclusion

“The only way to make sense out of change is to plunge into it, move with it,
and join the dance.”

(Alan Watts)

6.1 Findings and Contributions

Travel behaviors world-wide are experiencing a rapid change in recent years. People change
their travel patterns in a much faster pace than before in order to adapt to the fast-changing
world where Uber/Lyft, shared scooter and bicycle, online shopping, work-from-home, and
many other emerging new concepts keep shaping our lives. At the same time, large-scale
but potentially less detailed big data becomes more accessible to the public than ever. Our
research on dynamic travel behavior analysis needs to take a prompt action, too!

Among it, incorporating dynamics of travel behavior and its property of interrelated
multi-dimensionality in travel behavior models are of vital importance for us researchers to
understand the trends of population travel pattern and extrapolate their future short-term
and long-term choices. At the same time, it also assists transportation planners and policy
makers to produce more sustainable behaviors and improves economy, environment, living
condition and safety.

To achieve this, this dissertation classifies the dynamic travel behavior models into
two categories: forward-looking and backward-looking and the difference between them is
whether future expectations are being considered or not in the decision-making process.

As for forward-looking model framework, this dissertation explores the new potentials
and feasibility of the Inverse Reinforcement Learning framework from artificial intelligence
world to model households’ long-term sequential decision making process.

• We extend the IRL framework to accommodate heterogeneous household behaviors
and household dynamics.
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• We provide an in-depth comparison between IRL approach and the dynamic discrete
choice model (DDCM) in economics (a traditional framework to deal with dynamics),
from four perspective: terminologies, assumptions, model structures, and empirical
results. And the comparison shows that IRL can circumvent the multiple assump-
tions made in the DDCM framework, including optimal human behavior, conditional
independence, and extreme value distribution.

• We develop a maximum-entropy based recursive learning algorithm to estimate the
proposed model framework and validated its feasibility and robustness with large-scale
(around 5 million) longitudinal moving trajectories data set.

• The empirical results are three-fold. First, all the households have a positive pref-
erence to locate in areas with higher degree of land-use mix, higher accessibility to
jobs, and lower employment density; our model also shows that low-income households
focus more on current needs and are less forward-looking compared with households
with higher income level; low-income households present less willingness to pay for
neighborhood amenities such as land-use mix and accessibility to jobs.

• In terms of goodness of fit, our proposed model outperforms the DDCM model (for
high-income and low-income households), myopic model and the static model.

As for backward-looking model framework, we extend the single discrete choice HMM
framework to joint choices with discrete and continuous types, and derive its recursive pa-
rameter learning algorithm.

• Building on this framework, we propose a unified model that conjoins lifestyle, life
events, external environment, and multi-dimensional travel behavior dynamics.

• We provide a comprehensive analysis of four different mobility styles and their travel
behavior differences from a case study in San Francisco Bay Area.

• We identify four latent lifestyles (auto-oriented-2-car group with rare use of other
travel modes, auto-oriented-1-car group with rare use of other travel modes, multi-
modals group that own at least one car, and auto-free group that have the lowest
car ownership and car usage). The results highlight how life events, policies, and
the economic environment might influence people to transition between these mobility
styles. To fully explore the potential of the extended joint HMM framework, we provide
trend analysis of car ownership and mode use based on estimation results, and conduct
sensitivity analysis of changes in fuel price and the unemployment rate.

6.2 Future Direction

The worlds of economics and artificial intelligence rarely reference each other. Needless
to say, each approach has its own strengths and weaknesses; our focus is not to conclude
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which one is preferable, but to provide a novel approach to modeling dynamic behavior
relevant to transportation research and show their similarities and differences in solving a
real-world dynamic travel behavior problem. This work can be used as a starting point for
more exploratory work, including:

• Further explore about how to establish a more flexible reward function and transition
matrix under the IRL framework.

• Further explore more efficient recursive learning algorithm to estimate the model with
full household internal dynamics and external environment dynamics

• How to incorporate the concept of lifestyle or other latent variables into the IRL frame-
work, among others.

• How to conduct a comprehensive comparison between different HMM frameworks,
including joint HMM model, isolated HMM model and a static joint latent class choice
model.

• Utilize large-scale longitudinal data to validate the feasibility and robustness of the
proposed heterogeneous HMM model with joint choices.

• How to incorporate second-order Markov process (i.e., decision at time T is dependent
on the hidden states on T − 1 and T − 2) into the proposed unified model framework.

• Exploration on combination of short-term backward-looking behavior with long-term
forward-looking behavior in one model framework.



75

Bibliography

[1] Pieter Abbeel and Andrew Y Ng. “Apprenticeship learning via inverse reinforcement
learning”. In: Proceedings of the twenty-first international conference on Machine
learning. 2004, p. 1.

[2] Jaap H Abbring and James J Heckman. “Econometric evaluation of social programs,
part III: Distributional treatment effects, dynamic treatment effects, dynamic discrete
choice, and general equilibrium policy evaluation”. In: Handbook of econometrics 6
(2007), pp. 5145–5303.

[3] Victor Aguirregabiria and Pedro Mira. “Dynamic discrete choice structural models:
A survey”. In: Journal of Econometrics 156.1 (2010), pp. 38–67.

[4] Victor Aguirregabiria and Pedro Mira. “Swapping the nested fixed point algorithm:
A class of estimators for discrete Markov decision models”. In: Econometrica 70.4
(2002), pp. 1519–1543.

[5] Peter Arcidiacono and Paul B Ellickson. “Practical methods for estimation of dynamic
discrete choice models”. In: Annu. Rev. Econ. 3.1 (2011), pp. 363–394.

[6] Peter Arcidiacono and Robert A Miller. “Conditional choice probability estimation
of dynamic discrete choice models with unobserved heterogeneity”. In: Econometrica
79.6 (2011), pp. 1823–1867.

[7] Peter Arcidiacono et al. “Estimation of dynamic discrete choice models in continuous
time with an application to retail competition”. In: The Review of Economic Studies
83.3 (2016), pp. 889–931.

[8] Sebastian Bamberg, Daniel Rölle, and Christoph Weber. “Does habitual car use not
lead to more resistance to change of travel mode?” In: Transportation 30.1 (2003),
pp. 97–108.

[9] Leonard E Baum and Ted Petrie. “Statistical inference for probabilistic functions of
finite state Markov chains”. In: The annals of mathematical statistics 37.6 (1966),
pp. 1554–1563.

[10] Patrick Bayer et al. “A dynamic model of demand for houses and neighborhoods”.
In: Econometrica 84.3 (2016), pp. 893–942.



BIBLIOGRAPHY 76

[11] Roger Behrens and Romano Del Mistro. “Shocking habits: Methodological issues in
analyzing changing personal travel behavior over time”. In: International Journal of
Sustainable Transportation 4.5 (2010), pp. 253–271.

[12] Sigrun Beige and Kay W Axhausen. “Interdependencies between turning points in
life and long-term mobility decisions”. In: Transportation 39.4 (2012), pp. 857–872.

[13] Richard Bellman. “Dynamic programming”. In: Science 153.3731 (1966), pp. 34–37.

[14] R Bellmann. “Dynamic programming princeton university press”. In: Princeton, NJ
(1957).

[15] Moshe Ben-Akiva. “Planning and action in a model of choice”. In: Choice Modelling:
The State-of-the-art and the State-of-Practice. Emerald Group Publishing Limited,
2010.

[16] Moshe Ben-Akiva and Andre de Palma. “Analysis of a dynamic residential location
choice model with transaction costs”. In: Journal of Regional Science 26.2 (1986),
pp. 321–341.

[17] Chandra R Bhat. “A new generalized heterogeneous data model (GHDM) to jointly
model mixed types of dependent variables”. In: Transportation Research Part B:
Methodological 79 (2015), pp. 50–77.

[18] Chandra R Bhat and Jessica Y Guo. “A comprehensive analysis of built environ-
ment characteristics on household residential choice and auto ownership levels”. In:
Transportation Research Part B: Methodological 41.5 (2007), pp. 506–526.

[19] Jeff A Bilmes et al. “A gentle tutorial of the EM algorithm and its application to
parameter estimation for Gaussian mixture and hidden Markov models”. In: Inter-
national Computer Science Institute 4.510 (1998), p. 126.

[20] Kelly C Bishop and Alvin D Murphy. “Estimating the willingness to pay to avoid
violent crime: A dynamic approach”. In: American Economic Review 101.3 (2011),
pp. 625–29.

[21] Marjolein Blaauboer. “The impact of childhood experiences and family members out-
side the household on residential environment choices”. In: Urban Studies 48.8 (2011),
pp. 1635–1650.

[22] Abdeslam Boularias, Jens Kober, and Jan Peters. “Relative entropy inverse rein-
forcement learning”. In: Proceedings of the Fourteenth International Conference on
Artificial Intelligence and Statistics. 2011, pp. 182–189.

[23] Ralph Buehler and Andrea Hamre. “The multimodal majority? Driving, walking,
cycling, and public transportation use among American adults”. In: Transportation
42.6 (2015), pp. 1081–1101.

[24] Jesus M Carro. “Estimating dynamic panel data discrete choice models with fixed
effects”. In: Journal of Econometrics 140.2 (2007), pp. 503–528.



BIBLIOGRAPHY 77

[25] Nitesh V Chawla et al. “SMOTE: synthetic minority over-sampling technique”. In:
Journal of artificial intelligence research 16 (2002), pp. 321–357.

[26] Cynthia Chen, Jason Chen, and Harry Timmermans. “Historical deposition influence
in residential location decisions: a distance-based GEV model for spatial correlation”.
In: Environment and Planning A 41.11 (2009), pp. 2760–2777.

[27] Flavio Chierichetti et al. “Are web users really markovian?” In: Proceedings of the
21st international conference on World Wide Web. 2012, pp. 609–618.

[28] Charisma F Choudhury, Moshe Ben-Akiva, and Maya Abou-Zeid. “Dynamic latent
plan models”. In: Journal of Choice Modelling 3.2 (2010), pp. 50–70.

[29] Jin-Hyuk Chung et al. “A structural equation model of activity participation and
travel behavior using longitudinal data”. In: Transportation planning and technology
32.2 (2009), pp. 163–185.

[30] Cinzia Cirillo and Renting Xu. “Dynamic discrete choice models for transportation”.
In: Transport Reviews 31.4 (2011), pp. 473–494.

[31] Cinzia Cirillo, Renting Xu, and Fabian Bastin. “A dynamic formulation for car own-
ership modeling”. In: Transportation Science 50.1 (2016), pp. 322–335.

[32] Ben Clark et al. “Life events and travel behavior: exploring the interrelationship using
UK household longitudinal study data”. In: Transportation Research Record: Journal
of the Transportation Research Board 2413 (2014), pp. 54–64.

[33] William AV Clark. “Life course events and residential change: Unpacking age ef-
fects on the probability of moving”. In: Journal of Population Research 30.4 (2013),
pp. 319–334.

[34] William AV Clark and Youqin Huang. “The life course and residential mobility in
British housing markets”. In: Environment and Planning A 35.2 (2003), pp. 323–339.

[35] MC De Haas et al. “Travel pattern transitions: applying latent transition analysis
within the mobility biographies framework”. In: Transportation Research Part A:
Policy and Practice 107 (2018), pp. 140–151.

[36] Leen De Paepe et al. “Changes in travel behavior during the transition from secondary
to higher education”. In: Journal of Transport and Land Use 11.1 (2018), pp. 477–
498.

[37] DOE. SMART Mobility: Mobility Decision Science Capstone Report. Tech. rep. Lawrence
Berkeley National Lab.(LBNL), Berkeley, CA (United States) https://www.energy.gov/sites/prod/files/2020/08/f77/SMART-
MDS Capstone 08.05.20.pdf, 2020.

[38] Zvi Eckstein and Kenneth I Wolpin. “The specification and estimation of dynamic
stochastic discrete choice models: A survey”. In: The Journal of Human Resources
24.4 (1989), pp. 562–598.

[39] Feras El Zarwi. “Modeling and Forecasting the Impact of Major Technological and
Infrastructural Changes on Travel Demand”. PhD thesis. UC Berkeley, 2017.



BIBLIOGRAPHY 78

[40] Naveen Eluru et al. “A joint flexible econometric model system of household resi-
dential location and vehicle fleet composition/usage choices”. In: Transportation 37.4
(2010), pp. 603–626.

[41] Mahmudur Rahman Fatmi, Subeh Chowdhury, and Muhammad Ahsanul Habib. “Life
history-oriented residential location choice model: A stress-based two-tier panel mod-
eling approach”. In: Transportation Research Part A: Policy and Practice 104 (2017),
pp. 293–307.

[42] Peteke Feijten, Pieter Hooimeijer, and Clara H Mulder. “Residential experience and
residential environment choice over the life-course”. In: Urban studies 45.1 (2008),
pp. 141–162.

[43] Chelsea Finn, Sergey Levine, and Pieter Abbeel. “Guided cost learning: Deep inverse
optimal control via policy optimization”. In: International conference on machine
learning. 2016, pp. 49–58.

[44] Mogens Fosgerau, Emma Frejinger, and Anders Karlström. “A dynamic discrete
choice approach for consistent route choice model estimation”. In: Proceedings of
the Swiss transport research conference, Ascona. 2011.

[45] Verena Franken and Barbara Lenz. “Influence of mobility information services on
travel behavior”. In: Societies and Cities in the Age of Instant Access. Springer, 2007,
pp. 167–178.
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