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ABSTRACT OF THE DISSERTATION

Characterization, Simulation, and Measurement of the Far Field Error Vector Magnitude of

Millimeter-Wave Antennas and Phased Arrays using Compact and Planar Near Field Ranges

by

Dustin Connor Brown

Doctor of Philosophy in Electrical Engineering

University of California, Los Angeles, 2023

Professor Yahya Rahmat-Samii, Chair

A proliferation of large active electronically-scanned arrays (AESA) is enabling precise beam

steering in wireless communication links at millimeter wave carrier frequencies. In addition

to radiated power, linear and nonlinear distortion from the transceivers and array elements

must also be examined to discern their relative effects on received signal quality in the far

field. For digital signals, error vector magnitude (EVM) represents a complete measure of

the amplitude and phase distortion in a wireless channel. This work focuses on the analysis,

simulation, and measurement of the EVM resulting from transmission by millimeter-wave

antennas and phased arrays. An ultra-wideband (UWB) model of antenna transmission based

on the vector effective length is presented and applied to EVM simulation of over-the-air

(OTA) links for a microstrip patch and conical horn antenna at two different 5G FR2 bands.

The EVM for the conical horn link is measured using a multi-port vector network analyzer

(VNA) and compact antenna test range (CATR) provided by Keysight Technologies in Santa

Rosa, CA. The same simulation and measurement techniques are then applied to analysis of

phased array transmission to understand the effects of beam squint and embedded element

frequency response. The EVM of individual active array element channels and the fully-active

8x8 phased array are measured as a function of RF carrier power, far field observation angles,

beam scan angles, and modulation rates using MATLAB instrument control scripts. The

feasibility of estimating the EVM of far field antenna links from the planar near fields (PNF)

is also investigated. A theoretical framework for calculating EVM from wideband far fields

ii



derived through PNF transformations and results from PNF simulations and measurements

of a Ka-band conical horn and 8x8 phased array are presented. Finally, the effective range

of a vehicle-to-infrastructure antenna link at 5.9 GHz is estimated by calculating received

power along a linear highway using the Friis free space transmission equation and full-wave

simulations of base station and vehicular antenna arrays.
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CHAPTER 1

Introduction

1.1 Entering an Era of Highly-Integrated Millimeter-Wave Phased

Arrays

Improving the performance of mobile wireless communication systems has required us to

transition from the congested spectrum at microwave carrier frequencies (300 MHz-3GHz) to

higher millimeter wave carrier frequencies (30 GHz-300 GHz), where tens of GHz of additional

spectrum is available to support a larger number of connections and enable multi-Gbps data

rates at low latencies on the order of a few milliseconds. [1–3]. These advancements in network

capacity are critical for accommodating the rapidly-expanding number of internet-connected

devices across the world and for realizing a variety of new applications such as intelligent

transportation systems and smart factories. This transition to millimeter-wave spectrum was

initiated with adoption of the 28 and 39 GHz bands for 5G NR and will likely continue with

6G, as researchers investigate the potential for ultra-high data rate wireless systems at THz

frequencies [4–6].

One of the main challenges of maintaining reliable wireless millimeter-wave communication

links is the significant signal attenuation at these high frequencies. The shorter wavelengths

promote increased absorption from atmospheric gasses such as oxygen and scattering from

precipitation, buildings, trees, and other such obstacles. Millimeter-wave channel models

and measurements for indoor and outdoor propagation environments have provided valuable

insights on these propagation characteristics [7–9]. High data rate millimeter-wave wireless

links will depend on the widespread deployment of high-gain active phased arrays that offer

adaptive beamforming and compensation for high path loss [2, 10, 11]. Antenna engineers
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Table 1.1: EVM Requirements for 5G NR Base Stations (3GPP TS 38.104)
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have been leveraging the down-scaled size of the radiating elements and silicon integrated

circuit (IC) packaging technologies to design highly-integrated millimeter-wave phased array

architectures with digitally-controlled amplitude and phase states for hundreds and thousands

of printed antennas [12–18].

While this emerging class of millimeter-wave phased arrays is becoming an essential

component of modern terrestrial and satellite communication systems, it is also challenging the

conventional methods of antenna simulation and measurement, which have generally evaluated

the radiation and impedance-matching characteristics of passive antennas in isolation from

the RF transceivers with which they are integrated. The reduced size and spacing between

the radiating elements and lack of direct access to RFIC ports precludes the installation of

RF connectors and consequently the independent measurement of antenna radiation and

RF performance characteristics such as power amplifier linearity or intermodulation (IM)

distortion [4, 6, 19–22]. This has increased interest in the adoption of updated performance

metrics which account for the combined response of the transceiver components and radiating

elements to an applied voltage signal as a function of the beam scan angle [23]. One such

metric which has been applied in performance characterization of transmitting millimeter-wave

phased arrays is error vector magnitude (EVM), a measure of IQ-modulated signal quality

that is calculated as the root-mean-square (RMS) value of the vector difference between

transmitted and received symbols in the complex plane. In over-the-air (OTA) measurements

of active arrays, EVM represents the net amplitude and phase distortion produced by the RF

circuits and antenna elements. [23,24] It is therefore a function of both the signal modulation

characteristics and phased array linearity.
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[14]

[25]

[26]

Figure 1.1 Examples of PCB-integrated millimeter wave phased arrays designed for SATCOM

[14,25,26]. Each one operates over a frequency range of 27-31 GHz and features 1024 dual-

polarized microstrip patch elements integrated with 256 beamforming RFICs on opposite

sides of the PCBs.
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High gain and precise beam scan control over a large angular scan range are required

to maintain high capacity links with mobile users in lossy and dispersive millimeter-wave

channels. Parabolic reflector and multi-feed lens antennas have received consideration for

deployment in millimeter-wave base stations and satellite platforms, but they are limited

by a small number of switchable beam states, commensurate with the number of antenna

feeds, as well as a high scan loss at large angles [27–30]. Large flat-panel active phased arrays

integrated on printed circuit boards (PCBs) have become an attractive alternative due to

their lower profile, superior beamforming flexibility, and scalability [16]. Three examples

of 1024-element arrays designed for Ka-band satellite communication are presented in Fig.

1.1 [14,25,26]. The past decade of enhancements in silicon integrated circuit and packaging

technologies has led to the commercialization and minitiarization of beamforming ICs that

contain switches, power amplifiers, phase shift units, and attenuators [14–16, 18]. There

are numerous incentives for continued research and development of scalable planar phased

arrays which have been described in recent publications [14–16]. One of these is the effect of

frequency scaling on the radiating element size: The number of radiating elements N that can

be fabricated on a fixed square substrate increases as the square of the frequency scaling factor

when array elements are spaced apart by half of a wavelength [14]. Increasing the number of

elements by a factor of N leads to an N -times higher EIRP, and a corresponding increase in

SNR at the receiver [16]. Another incentive is the development of low cost, low footprint SiGe

and CMOS integrated circuits. At millimeter-wave frequencies, these beamforming ICs can

be seemlessly integrated with microstrip antennas on PCBs to facilitate digital control of the

radiating element amplitude and phase, providing precise and adaptable beamforming that

maximizes the SNR. Minimizing silicon IC size to match the frequency scaling of antenna size

has challenged the continued development of integrated phased arrays, as carrier frequencies

in the THz regime are under consideration for 6G applications [15, 16, 31]. If researchers can

continue to make progress in addressing these design challenges, integrated phased arrays will

remain a critical component of millimeter-wave systems, enabling the high spatial selectivity

and beamforming flexibility required for supporting multiple multi-Gbps wireless links.

However, these modern millimeter-wave phased arrays have also introduced new mea-
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surement challenges that are having a profound impact on the tools and metrics that are

used to validate their far field performance. Due to the increasingly-small size and spacing

between array elements at millimeter-wave frequencies, it is no longer possible to add separate

RF-connectors for each element to enable isolated measurements of radiating elements and

RFICs. Therefore, the performance of the entire active array from the RF common port to

the far field probe has to be measured through over-the-air techniques [4, 6, 19–22]. Even if

the array elements were independently accessible, the use of a large number of highly lossy

millimeter-wave cables would make passive measurements of the phased array prohibitively

time-consuming and expensive [21, 22]. Consequently, link-level performance metrics that

can account for not only the radiated power and impedance-matching characteristics of the

antennas but also the linearity of RFICs have received increasing attention in recent years,

as all of these have an impact on the quality of the wideband radiated far field signals. Error

vector magnitude (EVM) is one such metric which has been recommended as a figure of merit

for highly-integrated millimeter-wave active beamforming arrays [23]. In the next section,

EVM is compared with other metrics used to characterize the beam-scanning performance of

phased arrays.

1.2 Link-Level Performance Analysis with Error Vector Magnitude

(EVM)

Highly-integrated phased arrays will play an essential role in maximizing the reliable range

and data throughput rates of millimeter-wave communication systems, in part by maximizing

radiated power in the direction of intended receivers while simultaneously minimizing it in

other directions. However, due to the presence of nonlinear distortion from active transceiver

components such as power amplifiers, they must also minimize nonlinear distortion to prevent

degradation of received signal quality. Fig. 1.2 shows three broad categories of metrics for

phased array performance: (a) radiated power and polarization purity, (b) beam-scanning

speed and versatility, and (c) signal quality.

When radiating elements are integrated with beamforming ICs in active phased arrays,
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Figure 1.2 Three categories of phased array performance metrics: (a) radiated power, beam

pattern, and polarization, (b) angular beam scan range, loss, and execution speed, and

(c) received signal quality. Examples of the (a) co-polarized and cross-polarized radiation

patterns, (b) beam scan loss, and (c) EVM vs. data rate of the 1024-element Ka-band active

phased array from [25] are shown.

radiated power depends on the spatial power combining of array elements and RF power

supplied to each element. Effective isotropic radiated power (EIRP) accounts for both as

shown in (1.1) from [23]:

EIRP = Pt +Gt + 10 ∗ log10(N)− L (1.1)

where Pt is the transmit power per array element, Gt is the total array directivity (dBi), N

is the number of array elements, and L is the loss measured from the power amplifier output

to the radiating surface. Increasing EIRP results in higher SNR at a polarization-matched

receiver in the far field, resulting in higher data rates over a larger antenna link range. The

independent amplitude and phase control of each array element is also leveraged to maximize

the angular beam scan range and minimize beam scan loss, both of which can be defined with
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respect to EIRP reduction [23]. Phased array engineers must exercise caution and ensure

that element spacing and mutual coupling mitigation measures are sufficient to avoid grating

lobes and scan blindness [32, 33].

While EIRP is a helpful metric for estimating SNR of a far field antenna link and has

been used to characterize the bandwidth and beam scan range of phased arrays, it has limited

utility for estimating modulated signal quality and data throughput rate at the receiver. This

is because the data throughput rate depends not only on the SNR but also the wideband

signal distortion that is generated from the far field transmission of the phased array and not

compensated via equalization. Link level metrics such as error vector magnitude and bit error

rate (BER), which are more directly correlated with the data throughout rate, supplement

traditional antenna metrics which only account for the radiated power and field polarization

properties [23, 34]. EVM is a comprehensive measure of IQ-modulated signal quality that

quantifies amplitude and phase distortion from a device under test (DUT). A block diagram

of the EVM measurement process is shown in Fig. 2.1. EVM is calculated as the RMS value

of the difference between input signal x(tn) and demodulated output signal y(tn) equalized

by the filter impulse response e(tn) as highlighted in (1.2) from [35], where N is the number

of data symbols and tn are the symbol time instances.

EVM =

√∑N
n=1|x(tn)− y(tn) ∗ e(tn)|2√∑N

n=1|x(tn)|2
(1.2)

In general, N is a large multiple of the signal modulation order M (e.g. M=16 for a 16-

QAM input signal), so the normalization in (1.2) becomes that of the average reference

signal power [36]. However, normalization can alternatively be based on the peak reference

power [37]. Unlike EVM, BER only permits a simple pass-fail test of the modulated signal

quality [36,38]. Observation of the error vectors in the complex IQ plane as shown in Fig.

2.1 yields greater insight on the nature of signal impairments caused by the DUT [38, 39].

Power amplifier intermodulation distortion adds harmonics that fall within the test signal

bandwidth and cannot be removed via equalization, so power amplifier nonlinearity tends to

7



dominate the EVM from millimeter-wave active phased arrays [34, 40]. However, because

the beamforming IC ports are not accessible for conducted testing in highly-integrated

millimeter-wave arrays, EVM must be measured over-the-air. Fig. 1.2(c) shows the measured

EVM of a 1024-element phased array [25], plotted as a function of symbol rate for three

different digital modulation formats. The EVM versus beam scan range has been identified

as an sensible figure of merit for millimeter-wave active arrays that can provide a linearity

constraint for setting maximum EIRP [23]. Furthermore, other link-level metrics such as SNR

and BER can be mathematically derived from EVM [41–45], and EVM is equivalent to the

reciprocal of the noise power ratio (NPR) when specific signal formatting and test conditions

are implemented [46,47]. Thermal noise N(f) and in-band harmonic distortion D(f) both

contribute to EVM, making it a valuable metric for millimeter-wave phased arrays.

1.3 Outline of this Dissertation

A high-level overview of this dissertation is presented in the outline of Fig. 1.3. Chapter 2

presents a review of digital modulation concepts, linear and nonlinear RF signal impairments,

channel equalization, and methods of determining the error vector magnitude. Traditionally,

EVM has been measured in the time domain and computed as the root-mean-square (RMS)

value of the complex difference between symbols of the transmitted and received IQ-modulated

signals, normalized by either the peak or average voltage of the transmitted signal applied to

the DUT input port. However, an equivalent frequency domain version of the EVM formula

can be derived and applied when certain modulated test signal conditions are satisfied. This

spectral correlation method, its implementation with a multi-port vector network analyzer

(VNA), and its advantages over the time domain demodulation method are discussed. This

method is applied to EVM measurements of a conical horn antenna and 8x8 microstrip patch

phased arrays in chapters 3, 4, and 5. A method of estimating EVM from the root-sum-square

of assumably-uncorrelated RF impairments measured with a continuous wave stimulus (CW)

is also addressed. Chapter 3 presents an UWB model of passive antenna signal transmission

based on normalized vector effective length (VEL), a useful property that relates the applied
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voltage at the antenna terminals to a polarized electric far field as a function of frequency

and angle: H⃗N (f, θ, ϕ). This model is used to simulate the EVM from the linear distortion of

two passive antennas, a 28 GHz microstrip patch and Ka-band spline-profiled conical horn

antenna designed and fabricated by a colleague from the UCLA Antenna Lab. The VELs

of these two antennas are obtained directly from full-wave simulations of the broadband

radiated far fields and used to estimate the voltage transfer function of the far field antenna

link. For the conical horn, a pole-zero model of the link transfer function is synthesized in

MATLAB and applied to single-carrier QAM signals to estimate the corresponding EVM,

and EVM of a 16-QAM signal is directly measured using a multi-port VNA and compact

antenna test range (CATR). Chapter 4 extends the analysis from chapter 3 to an 8x8 phased

array of microstrip patch elements. Following a brief review of phased array EVM modeling

methods from the literature, a simulation of EVM from square patch arrays of various sizes

transmitting a 16-QAM test signal at various beam scan angles is presented. The relative

effects of embedded element frequency response, beam squint, amplitude tapering, and phase

quantization on the far field EVM are studied. The EVM of independently-activated elements

of an 8x8 phased array transmitting a 16-QAM test signal is measured as a function of RF

carrier power and far field angle using the same CATR test system that was used for the

Ka-band horn, and the EVM of the fully-activated array is measured as a function of RF

carrier power and beam scan angle. Chapter 5 reviews the theory of planar near field to far

field transformation and how it could be applied in a wideband sense to estimate far field

antenna or array link EVM. While computationally-demanding, this approach would benefit

from a lower test volume and higher dynamic range, making it an attractive option if it is

proven to be feasible and accurate. A PNF-to-far field transformation iterated for a set of

discrete frequencies spanning the desired test signal bandwidth was implemented in MATLAB

and applied to near fields captured by ideal probes in full-wave time domain simulations of

the Ka-band conical horn. The resulting link transfer function and EVM is compared with

results obtained directly from the simulated far fields and CATR measurements in chapter 3.

The potential effects of planar near field measurement errors from probe positioning, scan

plane truncation, and lack of probe compensation on the far field EVM are discussed. Planar
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Figure 1.3 Outline of this Dissertation: Chapters 2-5 cover topics related to the modeling,

simulation, and measurement of EVM resulting from transmission by antennas and phased

arrays. Chapter 6 addresses the simulation of received signal power for a V2I antenna link.

near field measurements of the Ka-band conical horn and phased array transmitting 16-QAM

test signals were also performed with a low-cost robotic scanner and a WR-28 waveguide

probe using specially-designed MATLAB instrument control scripts. Chapter 6 presents a

link budget analysis for a DSRC vehicle-to-infrastructure (V2I) system with linear microstrip

patch and circular monopole arrays deployed at the roadside unit base stations (RSU) and

vehicular on-board units (OBU) respectively. Full-wave simulations of the antenna arrays are

integrated with a MATLAB script that projects the radiated fields onto a linear highway

and calculates received signal power from the Friis free space transmission equation, enabling

estimation of V2I link range and RSU array tilt sensitivity. Chapter 7 presents the conclusions

of this work.
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CHAPTER 2

Error Vector Magnitude Measurement Methods

2.1 Digital Signal Generation, Distortion, and Equalization

The following section reviews the three stages of the EVM measurement process highlighted

in Fig. 2.1 and their influence on EVM. These stages are (a) generation of a modulated test

signal, (b) transmission and distortion of the signal by a DUT, and (c) demodulation and

equalization of the measured signal y(t). These stages precede EVM calculation using x(t),

y(t), and e(t) in (1.2).

2.1.1 Signal Generation and Modulation Schemes

The EVM measurement process first requires the generation of a modulated reference signal

x(t) that the measured signal y(t) is compared with, where the modulation format is selected

to maximize the data throughout rate based on channel conditions and the constraints of

the communication system protocol. Quadrature amplitude modulation (QAM) format is

commonly-used in digital communication systems, and a QAM voltage signal v(t) has two

components, in-phase vi(t) and quadrature vq(t), which are modulated by orthogonal carriers

as shown in (2.1) from [37].

v(t) = vi(t)cos(2πfct)− vq(t)sin(2πfct) (2.1)

A digital bit sequence is mapped to a discrete set of amplitude states for vi(t) and vq(t) that

correspond to unique amplitude and phase states of v(t). These represent a collection of

11



Signal Generation / 
Modulation Device Under Test Demodulation /

Equalization

!(#) %(#)

("!"#, #!"#)

("$"%&, #$"%&)#

"

'%()*+,-"	
/!!0!

12%&"	/!!0!

%

/!!0!	3"4+0!

5"#"!")4"
3"4+0!

'"%&,!"-
3"4+0!

Error Vector Magnitude

Linear Device Nonlinear Device Active Phased Array

& ' = ) ' * ' & ' = ) ' * '
+, ' + -(') ! " =$ !! "

"

!#$

'! '!

!"#"$"%&"	()*%+, -"+./$"0	()*%+,

!

"

!

"

Figure 2.1 Block diagram of a generic EVM measurement system. In this single-carrier QAM

representation, a QAM-modulated baseband signal x(t) is generated, upconverted to carrier

fc, transmitted through a device or OTA channel under test, and demodulated at the receiver

to obtain y(t) with frequency spectrum Y (f). This spectrum is represented as a sum of linear

component H(f)X(f), nonlinear distortion D(f), and noise N(f) as described in Section 2.3.

symbols in the complex IQ plane as shown in Fig. 2.1. The number of unique symbols is

modulation order M = 2Nb , where Nb is the number of bits represented by each symbol. A

16-QAM signal has M = 16 symbols, each corresponding to a different sequence of Nb = 4

bits. Allowing vi(t) and vq(t) to take the form of rectangular pulses, with amplitude states

held constant over each symbol period, would result in sharp edges and large bandwidths.

Pulse-shaping filters such as the root-raised cosine filter (RRC) are generally used to reduce

bandwidth and adjacent channel power. The impulse response of a root-raised cosine filter

has an amplitude of zero at integer multiples of the symbol period, eliminating inter-symbol

interference (ISI) [11,39]. Maximum achievable data rate Rmax is limited by bandwidth B

and SNR in accordance with Shannon’s capacity theorem (2.2) from [11]:
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Rmax = Blog2(1 + SNR) (2.2)

Increasing bandwidth allows a modulated test signal to make more-refined amplitude and phase

transitions at a fixed symbol rate, and enables the use of higher-ordered modulation formats

which maximize data throughput rate and spectral efficiency. The maximum permissible

modulation order is limited by the SNR however, because decreasing amplitude and phase

differences between the unique symbols increases the probability of error in the demodulated

symbols. As a result, 3GPP has standardized EVM limits for 5G NR based on modulation

order [48], as shown in Table 1.1. When the received symbols are only corrupted by additive

white Gaussian noise (AWGN) and the number of measured symbols N is very large, the

EVM and can be approximated from SNR as shown in (2.3) [41–44]:

EVM ≈
√

1

SNR
(2.3)

Transmitting a QAM signal with hundreds of MHz or GHz of bandwidth on a single carrier fc is

not practical, however: Frequency-selective fading from multipath in millimeter-wave channels

results in nonuniform amplification of the frequency components and causes ISI that cannot

be compensated without complex and expensive equalizers. Instead, multicarrier modulation

schemes such as orthogonal-frequency division multiplexing (OFDM) are utilized to transmit

parallel streams of QAM symbols on multiple orthogonal subcarriers, each occupying a

small fraction of the complete OFDM signal bandwidth. Each of the subcarriers experiences

flat-fading with a uniform frequency amplification, which can be compensated with a simple,

single-tap equalizer [49]. This resilience against multipath fading and tolerance of simplified

receiver circuits has led to widespread adoption of OFDM for wideband digital communication

systems [49,50]. However, OFDM signals also have certain undesirable properties, such as

their large peak-to-average power ratios (PAPR) [49–51]. Power amplifiers transmitting

OFDM signals must have large dynamic range or operate at a large back-off to limit nonlinear
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distortion as a result. Operating at a large back-off reduces power-added efficiency (PAE)

and EIRP, but is at times necessary to reduce EVM [17,23, 51]. Researchers are proactively

addressing this problem by designing advanced millimeter-wave power amplifiers that balance

linearity and power efficiency demands [51], analyzing linearity with alternative multicarrier

modulation formats [52], and applying digital pre-distortion (DPD) techniques [53].

2.1.2 Signal Impairments from a Device Under Test

The amplitude and phase of modulated reference symbols x(tn) differ from those of the

measured symbols y(tn) as a result of measurement system noise and other types of signal

impairments. Six types of impairments in communication systems are described in [38] and

listed in Table 2.1, each of which can be categorized as either a linear or nonlinear form of

distortion. Because passive antennas behave as linear and time-invariant (LTI) systems, their

wideband response to an applied voltage signal x(t) with frequency spectrum X(f) can be

modeled as a transfer function H(f) or impulse response h(t) [54–57]. The far field spectrum

Y (f) of a transmitting antenna can be represented as shown for the linear DUT in Fig. 2.1:

Y (f) = H(f)X(f), where H(f) is the antenna’s normalized vector effective length. Antennas

cause linear distortion when transfer function amplitude |H(f)| and group delay td are not

constant across the channel bandwidth. Nonlinear devices such as power amplifiers create

an additional distortion component D(f) which, like noise N(f), is not linearly-correlated

with input signal spectrum X(f) [35,39]. In the absence of external sources of interference,

D(f) represents intermodulation products of X(f) due to nonlinear amplification or mixing

in transceiver circuits, as indicated in Table 2.1. The absorber materials lining the interior

of OTA antenna test chambers are designed to minimize reflections, such that multipath

effects are negligible. However, in indoor and outdoor propagation environments, reflections

and diffractions from electrically-large objects will cause multiple copies of the transmitted

signal to take different physical paths from the transmitter to the receiver, each with its own

complex frequency response Hn(f). Linear distortion from passive antenna transmission and

multipath is typically removed by an equalizer before calculating EVM. Thus, maximizing

SNR and limiting nonlinear distortion are of primary concern.
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Table 2.1: Types of Signal Impairments in Communication Systems ( [38])

Distortion Expression Example Sources Description

Linear |H(f)|̸= K Antennas, Filters Non-uniform amplitude frequency response

Linear ∠H(f) ̸= −ωtd Antennas, Filters Non-uniform group delay versus frequency

Nonlinear D(f) ̸= 0 Amplifiers, Mixers Intermodulation distortion from single channel

Nonlinear D(f) ̸= 0 External Sources Intermodulation distortion from other channels

Nonlinear N(f) ̸= 0 Thermal (T≥0K) Additive White Gaussian Noise (AWGN)

Linear
∑

Hn(f)X(f) OTA Propagation Multipath Signal Transmission

2.1.3 Channel Estimation and Equalization Methods

An equalization filter E(f) ≈ 1/H(f) is obtained by estimating channel response H(f) and

implemented in either the time domain or frequency domain. Time domain equalizers such

as minimum mean square error and decision feedback equalizers are realized in digital signal

processing with finite impulse response (FIR) filters, consisting of a series of delay units

and complex weighting coefficients which are periodically updated in response to dynamic

channel conditions [11,50,58]. Time domain equalizers face challenges in the era of wideband

millimeter-wave communication systems. In multipath channels with high delay spread, a

larger number of channel taps are required to eliminate ISI, raising demand for memory and

processing power [11]. Furthermore, the ADC sampling rate must be increased proportionally

with the signal data rate, and the equalizer must perform the time delays and multiplication

operations faster [50]. In frequency domain equalizers, the channel response estimate is

generally obtained with the aid of cyclic prefix, symbols repeated at the beginning and end of

each data sequence, and intermittent transmission of pilot subcarriers. Two commonly-applied

methods are OFDM and single-carrier frequency domain equalization (SC-FDE) [11,50]. In

general, channel equalization is performed with a receiver which has no awareness of the

applied input signal x(t). Such is the case for the single channel vector signal analyzers

(VSAs) used to demodulate the measured signal in some EVM measurements, as described

in Section 2.2 and shown in Fig. 2.2. However, EVM measurements can also be performed

with a multi-channel vector network analyzer which measures input and output signals
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Figure 2.2 EVM far field measurement system based on the demodulation method. An AWG

generates a baseband IQ signal which is upconverted to the carrier frequency via the VSG

and applied to the AUT port. A VSA is used to demodulate and equalize the signal measured

by the probe before computing EVM.

simultaneously and leverages awareness of the input signal to perform frequency domain

equalization, as described in Section 2.3 and shown in Fig. 2.3. An ideal equalizer removes the

linear distortion from channel response H(f) entirely, leaving only noise N(f) and nonlinear

distortion D(f). If the signal is not equalized, the amplitude and delay distortion shown in

Table 2.1 (with constants K and td) will remain and result in a higher EVM.

2.2 EVM Measurements via Time Domain Demodulation

The EVM of a two port network representing the DUT is classically defined as a time domain

measurement representing the RMS value of error vectors evaluated from the difference

between the DUT output signal y(t) and input signal x(t) at N symbol instances, as shown

in (1.2), and is expressed as either a percentage or ratio on a dB scale. An example of an
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error vector within the constellation diagram of a 16-QAM signal is shown in Fig. 2.1. A

VSA is often used to demodulate the measured signal y(t) as shown in Fig. 2.2 [36–39]. For

the case of a single-carrier QAM test signal, the I and Q amplitude pulses corresponding to

data symbols are first filtered to reduce the signal bandwidth, resulting in xi(t) and xq(t)

that only pass through the symbol amplitude states at specific time instances tn. An IQ

modulator generates passband signal x(t), which is passed through a DUT that introduces

noise and distortion, and an IQ demodulator obtains baseband signals yi(t) and yq(t). These

signals are sampled at the symbol rate, filtered to eliminate ISI and out-of-band distortion,

and normalized by their peak or RMS amplitudes to compensate for the linear channel gain.

Because it lacks direct access to the DUT input signal, the VSA estimates applied input

signal x(t) from measured signal y(t), such that reference symbols x(tn) become the ideal

M −QAM symbols nearest to the demodulated symbols y(tn) [34,38]. Time-alignment of

input and output signals is performed by cross-correlation [39], and a uniform phase shift

is typically applied to y(t) to derotate the constellation [36]. Further corrections such as

compensating for IQ imbalance and frequency offset can also be implemented [39]. After

time-alignment and equalization, EVM is calculated as shown in (1.2). Thus far, the EVM

measurements of millimeter-wave phased arrays reported in the literature have been based

on digital demodulation with VSAs as shown in Fig. 2.2, but demodulation of the wideband

modulated signals deployed in millimeter-wave systems is difficult to achieve because digitizing

such signals and computing fast Fourier transforms (FFT) for frequency domain analysis

requires significant memory and processing power [35,36,40]. Increasing signal bandwidth also

raises the noise floor and the minimum distortion EVM component that can be measured [59].

Because the ideal reference signal generated from by the VSA is only an estimate of the

DUT input signal x(t), vector errors resulting from the signal generator and DUT distortions

cannot be distinguished. Therefore, EVM measurements with a VSA should not be considered

an accurate characterization of DUT distortion unless signal generator errors are negligible.

Finally, if signal distortion is high enough to yield error vectors spanning multiple symbols,

the registered EVM will be erroneously low due to reference estimation from nearest ideal

symbols [35,39]. Consequently, researchers have explored alternative methods of measuring
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Figure 2.3 EVM far field measurement system based on the spectral correlation method. The

VNA spectrum analyzer is used to compute the spectral correlation components (SXX , SY Y ,

SXY ) and perform frequency domain equalization E(f) ≈ 1/H(f) for the signal measured by

the probe before computing EVM.

or estimating EVM in the frequency domain.

2.3 EVM Measurements via Frequency Domain Spectral Correla-

tion

A method of estimating EVM based on frequency domain analysis of DUT input and output

signal spectra has recently been proposed and implemented in VNA-based measurements of

nonlinear devices such as power amplifiers and mixers [34,35,60]. A modulated test signal with

specific properties is required to facilitate EVM estimation directly in the frequency domain:

The test signal x(t) must be periodic and measured over an integer multiple of the periods. It

must also satisfy the Nyquist sampling condition, such that x(t) has a band-limited frequency
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spectrum X(f) which can be represented as a discrete Fourier series. This allows for the

application of Perseval’s power theorem to formulate a frequency domain EVM equation

(2.4) that is equivalent to the time domain equation (1.2), where E(fn) is the equalization

filter [35, 39].

EVM =

√∑N
n=1|X(fn)− E(fn)Y (fn)|2√∑N

n=1|X(fn)|2
(2.4)

The summation of (2.4) is for N tones spanning the bandwidth of input signal spectrum X(f),

rather than for N symbol times in (1.2). Using a multi-channel VNA to capture both the

DUT input signal spectrum X(f) and output signal spectrum Y (f) simultaneously removes

the burden of accurate time alignment and resampling that exists in the demodulation process.

Fig. 2.3 shows a far field EVM measurement system based on spectral correlation with a

VNA. Because the VNA spectrum analyzer measures the signal applied to the DUT x(t)

directly on one of its receivers rather than estimating the ideal reference symbols from the

DUT output signal y(t), signal generator errors will not be embedded in the EVM. This,

combined with the application of VNA calibration techniques that eliminate RF cables and

connector errors, leads to more accurate characterization of the DUT distortion [34,35,38,39].

Moreover, VNAs can acquire the frequency spectrum of wideband signals over multiple

coherent acquisitions with a narrowband filter as long as the test signal period is known, as

demonstrated in [61]. The VNA measurement noise floor can therefore be lowered by either

reducing the filter bandwidth or applying vector averaging techniques at the expense of longer

frequency sweeps [35,39]. An equalization filter E(f) ≈ 1/H(f) compensating for DUT linear

distortion is acquired by decomposing output signal spectrum Y (f) into a part H(f) that is

linearly-correlated with the input signal spectrum X(f) and a nonlinear part D(f), as shown

in Fig. 2.4. In this model, H(f) is the best linear approximation (BLA) of the DUT frequency

response and D(f) is an independently-distributed random noise source with zero mean and

standard deviation σD that represents the DUT nonlinear stochastic distortion. A separate

nonlinear component N(f) can also be included to represent additive measurement noise
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Figure 2.4 Decomposition of output signal spectrum Y (f) of a power amplifier into linear

part H(f)X(f) and nonlinear part D(f) using a PNA-X Vector Network Analyzer [63].

Figure 2.5 Compact test signal generation on a PNA-X Vector Network Analyzer. The CTS

(blue) is extracted from a longer original time domain signal (yellow) and filtered to eliminate

spectral leakage. The PSD and CCDF of the original signal and CTS are shown to be very

similar [63]. See details in Section 2.2.

as shown in Fig. 2.1 [41,62]. The separation of linear and nonlinear frequency components

is achieved by calculating the following spectral correlation quantities from [35]: SXY , the

cross-spectral density of X(f) and Y (f); SXX , the PSD of input signal spectrum X(f); and

SY Y , the PSD of output signal spectrum Y (f). Then H(f) = SXY (f)/SXX(f) is the BLA

of the DUT frequency response and D(f) = Y (f)−H(f)X(f) is the nonlinear distortion

spectrum with PSD SDD(f) = SY Y (f)−|SXY (f)|2/SXX(f). The EVM is calculated as shown

in (2.5), which is equivalent to (2.4) with an equalization filter E(f) = 1/H(f):
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EVM =

√∑N
n=1 SDD(fn)√∑N

n=1|H(fn)|2SXX(fn)
(2.5)

When the modulation format does not require equalization, an un-equalized version of EVM

can be obtained by letting E(f) = Ge−2πfnτ , where G is the reciprocal of the average linear

gain, and τ is the group delay [35]. A BLA model with linear gain H(f), nonlinearity variance

σ2
D(f), and noise variance σ2

N (f) provides an accurate characterization of the DUT frequency

response in the mean-squared sense for test signals with the same power spectral density

(PSD) and probability density function (PDF) [35,62,64]. Periodic, random-phase, signals

having a sufficient number of tones can thus be designed with a PSD and PDF matching those

of a specific modulation format such as OFDM [59]. This enables standard-independent EVM

measurement and the supplementation of compact test signals, which can be generated by

extracting a small segment of a longer periodic signal that has fewer tones but approximately

the same PSD and PDF, as shown in Fig. 2.5. Compact signals have already been utilized

to emulate the PSD and PDF of OFDM signals in power amplifier EVM simulations and

measurements [35, 65]. Spectral correlation therefore presents an attractive alternative to the

conventional demodulation method for wideband millimeter-wave measurements.

2.4 EVM Measurements via Continuous Wave Stimulation

Finally, some researchers have attempted to develop closed-form expressions summing the

estimated EVM contributions of independent transceiver impairments such as IQ imbalance,

phase noise, and third-order nonlinearity. In [66] and [67], the transmitter model and EVM

equation presented in Fig. 2.6 were used to examine the effects of different RF impairments

such as gain, phase noise, and phase imbalance on the EVM. The effect of IQ imbalance

and phase noise distributions based on both Gaussian and Tikhonov probability distribution

functions were investigated in [66]. Another analytical expression for the EVM of a wideband

OFDM transmitter that encompasses the frequency-dependent signal distortion caused
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Figure 2.6 RF transmitter model and closed form EVM expression from [66]. It includes the

distortion effects from an IQ modulator (M) with gain (g) and phase (φ) imbalance and DC

offset (αDC) in the I and Q paths, a voltage-controlled oscillator (R) with phase noise (φC),

and additive noise source (N0).

by IQ imbalance, phase noise, and power amplifier nonlinearity was derived in [68]. A

statistical analysis of EVM due to phase noise, gain imbalance, and other signal distortions in

OFDM systems was presented in [69]. A closed-form expression for the EVM of multicarrier

modulated signals based on a memory polynomial power amplifier model with a clipping

threshold was derived in [70]. The EVM expressions for RF transceivers are often root

sum squares of multiple terms representing uncorrelated forms of signal distortion [67,71].

This has motivated some researchers to determine if continuous wave (CW) signals can be

substituted for wideband modulated signals to estimate each EVM component independently

and reduce measurement cost [72–74]. In [73], for example, CW signals were used to estimate

four EVM components representing group delay and amplitude distortion of the low-pass

filter (LPF), IQ amplitude and phase imbalance (IR), and the local oscillator (LO) phase

noise (PN) and leakage (LSR) as shown in (2.6):
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EVM =
[
(1/SNR) + EVM2

LPF + EVM2
IR

+EVM2
PN + EVM2

LSR

]1/2 (2.6)

The total EVM in (2.6) is the sum of these EVM components squared. The DUT is assumed

to operate linearly such that EVM contributions from amplitude-to-amplitude (AM-AM),

amplitude-to-phase (AM-PM) and intermodulation distortion are negligible. In [75], the

vector gain of a transistor as a function of both power and frequency was measured with CW

signals and used to estimate EVM. While simulation and measurement results have shown

good agreement with these closed-form EVM expressions, accurate analytical expressions

for EVM of antennas and large active beamforming arrays are difficult to synthesize due to

the OTA propagation and dynamic load modulation of the power amplifiers from mutual

coupling.

2.5 Summary

This chapter presented a review of three fundamental signal processing steps embedded in

all EVM measurements: generation of digital IQ-modulated signals, linear and nonlinear

distortion of the modulated signal as it passes through the device under test, and channel

estimation and equalization that can eliminate linear distortion effects. Three techniques

for calculating the EVM were also reviewed: time domain demodulation, frequency domain

spectral correlation, and CW stimulus estimation. While EVM is most often measured by

demodulating the output signal of the DUT and calculating the complex difference between

these measured symbols and those of an ideal constellation for the modulation format, an

alternative is to calculate the EVM from the spectral correlation of input and output signal

spectrums, which can be measured synchronously on a multi-port VNA. The advantages of

the latter method were outlined and will be demonstrated in chapters 3, 4, and 5. EVM can

also be estimated from the root sum square of uncorrelated CW-stimulated error components.
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CHAPTER 3

Far Field EVM Characterization of Millimeter-Wave

Antennas

3.1 Review of an UWB Transmission Model for Far Field Antenna

Links

The far field radiation properties that are traditionally used to define the performance of

passive antennas are not sufficient for characterizing their transient behavior and influence on

the EVM of the received signal. One approach to modeling ultra-wideband (UWB) antenna

transmission and reception in a free space link is to treat it as a linear and time-invariant

(LTI) system with a transfer function H(f) = Y (f)/X(f) [54–57]. The complete transfer

function of this link is represented in [54] as H(f) = Htx(f)Hch(f)Hrx(f) as shown in Fig.

3.1, where Htx(f) relates generator output voltage VG(f) across impedance ZG to the radiated

field of the transmitting antenna E⃗rad, Hch(f) relates E⃗rad to the incident field E⃗inc at the

receiving antenna, and Hrx(f) relates E⃗inc to the voltage VL(f) measured across the load

impedance ZL. These three transfer functions are expressed in (3.1)-(3.3) and cascaded for

the complete transfer function H(f) = Htx(f)Hch(f)Hrx(f) = VL(f)/VG(f) from [54], where

d is the antenna separation distance, c0 is the speed of light, R0 is a reference impedance

typically equal to 50Ω, and the harmonic time dependence e−jωt is assumed.

H⃗tx(f) =
jω

c0

√
R0

ZG
H⃗Ntx(f, θt, ϕt) (3.1)
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Figure 3.1 An UWB antenna transmitter and receiver model with transfer function H(f) =

Htx(f)Hch(f)Hrx based on (3.1), (3.2), and (3.3) from [54]: Thevenin equivalent circuit model

of the (a) transmitter and (b) receiver, and (c) two-port S-parameter network with incident

and reflected voltage waves.

H⃗ch(f) =
e−jωd/c0

4πd
(3.2)

H⃗rx(f) =

√
ZL
R0

H⃗Nrx(f, θr, ϕr) (3.3)

In (3.1) and (3.3), H⃗Ntx(f, θt, ϕt) and H⃗Nrx(f, θt, ϕt) are normalized vector effective lengths
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for the transmitting and receiving antennas respectively, which are defined in terms of vector

effective lengths H⃗Etx(f) and H⃗Erx(f) and antenna reflection coefficients Γtx(f) and Γrx(f)

as shown in (3.4)-(3.7) from [54].

H⃗Ntx(f, θt, ϕt) =
1− Γtx

2

√
ZGZ0

RG

H⃗Etx(f, θt, ϕt) (3.4)

H⃗Nrx(f, θr, ϕr) =
1− Γrx

2

√
ZLZ0

RL

H⃗Erx(f, θr, ϕr) (3.5)

Γtx(f) =
ZTX
A − Z∗

G

ZTX
A + Z∗

G

(3.6)

Γrx(f) =
ZRX
A − Z∗

L

ZRX
A + Z∗

L

(3.7)

In (3.4)-(3.7), Z0 represents free space impedance (377Ω) and * is used to denote the complex

conjugate. Vector effective length is generally defined for a receiving antenna, and relates the

electric field vector of an incident plane wave E⃗inc to the open circuit voltage VOC generated

at the receiving antenna as shown in (3.8). However, the reciprocity principle can be applied

to derive an equivalent vector effective length expression for a transmitting antenna that

relates input current I(f) to the radiated electric field E⃗rad at far field distance d, as shown

in (3.9) [54,55].

H⃗Erx(f, θr, ϕr) =
VOC(f)

E⃗inc(f, θr, ϕr)
(3.8)
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H⃗Etx(f, θt, ϕt) =
E⃗rad(f, θt, ϕt)

I(f)

[
jωZ0

4πdc0
e−jωd/c0

]−1

(3.9)

The free space antenna link transfer function H(f), based on the complex and directionally-

dependent vector effective length functions, is a comprehensive model of the signal transmission

between two passive antennas separated by a far field distance d that characterizes changes

in both the amplitude and phase of the voltage signal frequency components between the

transmitting antenna terminals VG(f) and the receiving antenna terminals VL(f). It includes

the effect of the antenna polarizations, orientations (θt, ϕt, θr, ϕr), and impedance matching

characteristics. The vector effective lengths should be defined as a sum of two orthogonal

polarizations H⃗tx,rx(f, θ, ϕ) = H⃗co(f) + H⃗cr(f) to model the superposition of plane waves for

any polarization. The link transfer function can also be defined in terms of the scattering

parameters of the equivalent circuit model from Fig. 3.1(c), as presented in (3.10), (3.11),

and (3.12) from [54].

H(f) =
1− ΓG(f)

1− S11(f)ΓG(f)

S21(f, θ, ϕ)

2

1 + ΓL(f)

1− S22(f)ΓL(f)
(3.10)

ΓG(f) =
ZG(f)−R0

ZG(f) +R0

(3.11)

ΓL(f) =
ZL(f)−R0

ZL(f) +R0

(3.12)

An equivalent time domain representation of a far field antenna link can be acquired by simply

calculating the inverse Fourier transform of H(f) to derive the link impulse response h(t).

The LTI system model provides a unified frequency and time domain approach to far field

antenna link characterization. It was used in [55] to determine the transient performance of
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three antenna designs in terms of envelope width and ringing duration from S21 measurements.

In [57], a pole-residue model of a Vivaldi antenna’s vector effective length was synthesized

and used to estimate the gain at multiple frequencies spanning 1-12 GHz.

However, the greatest utility of this LTI antenna link model is the opportunity that

it affords for the joint optimization of wideband modulation schemes and antenna designs

capable of transmitting such signals with minimal distortion, as suggested in [55]. Linear

distortion results from variations in the amplitude response |H(f)| for frequency components

of the applied voltage signal VG(f) and deviations of the phase response ∠H(f) from negative

linear slope −ωtd as shown in 2.1.2. Researchers have developed LTI antenna link simulation

models to estimate the effects of one or both of these linear distortion components on the

un-equalized EVM of single-carrier QAM signals. Amplitude distortion of a 16-QAM signal

transmitted by the 28 GHz microstrip patch antenna from [76] and captured by a far field

receiver at a distance of 1.0 meter was demonstrated in [77] and is presented in section 3.2.

While it was not applied to EVM estimation of a modulated signal, a similar simulation

model for wideband linear signal distortion of a free space antenna link was developed in [79].

First, the unit step responses ut(t) of a printed Vivaldi antenna were acquired by applying a

unit step excitation current to the discrete port and simulating the time-domain radiated

fields for two orthogonal polarizations at far field probe positions. The impulse responses

ht(t) for each far field probe position and polarization were then found by differentiating

ut(t), and the impulse responses for the antenna in receive mode were found by applying the

reciprocity principle. These impulse response functions were used to predict the transmission

of a Gaussian pulse by two nearly-identical Vivaldi antennas, and the results compared well

with measurements. An extension of the UWB free space antenna link model from [79] to

multipath channels was demonstrated in [80], where ray-tracing simulations were used to

estimate a superposition of weighted impulse responses representing a group of dominant

signal paths.

Another technique for simulating the EVM of a far field link between nearly-identical

antennas, based on the finite impulse response (FIR) filter models derived from two port

S-parameter measurements, was demonstrated in [78], [81], and [82]. In [78], the IFFT of
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Figure 3.2 EVM simulation for far field antenna link based on FIR filter models matching

measured two-port S-parameters [78]: (a) block diagram of the digital communication system

modeling process, (b) FIR filter and (c) antenna link simulation models, and (d) constellation

diagrams of scattered symbols from the simulated transmission of 16-QAM signals at 2.0

GHz (left) and 6.0 GHz (right).

the antenna link S-parameters measured in an anechoic test range was used to synthesize

FIR filter models that were imported into a SIMULINK model of a 16-QAM communication

system to determine how variations in the antenna gain and group delay across the signal

bandwidth influenced un-equalized EVM and BER performance, as shown in Fig. 3.2. The

same approach was used to compare simulated EVM of far field antenna links for different

propagation environments [81], frequency bands [78], and antenna orientations [82]. For two

antennas with low loss and negligible nonlinear phase, S-parameters can also be estimated from

equivalent circuit models designed and optimized to match the measured S11 results [78,82].

Full-wave simulations can be used to determine the radiation characteristics of antenna

designs without making the kinds of simplifying assumptions required for the synthesis of a
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Figure 3.3 EVM simulation for a far field antenna link based on the grid impulse response

(GIR) method [83]: (a) GIR error relative to direct FDTD simulation, which is less than

10−6 for time steps less than or equal to the number used in the full FDTD simulation (GIR

Limit), and (b) EVM as a function of antenna separation distance for free space propagation

and propagation with an infinite ground plane placed beneath the two dipoles.

circuit model. The authors of [82] used CST Microwave Studio to simulate S-parameters of

two wideband printed monopoles separated by 50 cm, but they also acknowledged that the

computational resource requirements for adaptive meshing could limit the accuracy of such

electrically-large simulations. One potential solution was presented in [83]: The grid impulse

response (GIR) of a finite difference time domain (FDTD) solver was obtained via simulations

with delta function excitation signals and subsequently convolved with a 16-QAM signal to

estimate the EVM of a link between two identical 90 GHz dipole antennas as a function of the

separation distance, both in free space and over an infinite ground plane. The resulting EVM

was then calculated for these cases as shown in Fig. 3.3. The main advantage of this method

is that the FDTD simulation used to obtain the GIR can be performed much faster than one

in which a modulated source signal is used. The development of computationally-efficient

full-wave simulation schemes such as these improves the accuracy and efficiency of estimating

UWB amplitude and phase response from far field antenna links. While this linear distortion

is generally removed with an equalizer, as described in 2.1.3, the combined effects of antennas,

phase shifters, and nonlinear components such as power amplifiers embedded in active phased
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arrays are not easily distinguished and must be examined with advanced simulation models.

Section 4.1 focuses on the design and application of such models by representative researchers

for far field EVM analysis.

3.2 EVM Simulation of Amplitude Distortion from a Microstrip

Patch Antenna

3.2.1 Introduction

In this section, we describe a method for determining the effect of antenna frequency response

on EVM using full-wave analysis and apply it to far field transmission of 16-QAM signals by a

microstrip patch antenna as a representative array element. EVM is a measure of modulated

signal distortion and is calculated as shown in (1.2), where x(tn) represents the complex

voltage signal applied to the transmitting antenna input terminals and y(tn) represents the

voltage signal generated at the terminals of a lossless and co-polarized receiving antenna

having a vector effective length magnitude of one, such that radiated electric far field |E⃗rad|

in V/m at receiving antenna location (xr, yr, zr) is converted directly to voltage [35]. The far

field polarization is represented as rad and symbol time instances as tn. The process used to

obtain x(t) and y(t) is detailed in the following subsections.

3.2.2 Far Field Signal Transmission and Reception

The transmitter and receiver models that were implemented in MATLAB are presented in

the block diagram of figure 3.4. A random bit sequence is generated and 16-QAM modulated

to obtain ideal input signal x(tn) with N = 1000 data symbols. This large number of symbols

relative to the signal modulation order M = 16 ensures that the EVM from equation (1.2) is

normalized to approximately the RMS value of the 16-QAM constellation. The input signal

is up-sampled by a factor of 1000 and passed through an RRC transmit filter with a roll-off

factor of α = 0.4. The FFT of input signal x(t) yields frequency spectrum X(f), as shown in

figure 3.4, which is multiplied by the normalized antenna transfer function amplitude response
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Figure 3.4 MATLAB transmitter and receiver block diagram illustrating EVM of a 16-QAM

signal resulting from transmitting antenna frequency response H(f). Error vectors point from

transmitted symbols (red) to received symbols (blue) in the complex IQ plane highlighting

the in-phase and quadrature components.

|H(f)| to obtain the frequency spectrum Y (f) of the voltage signal received by the virtual

antenna described in subsection 3.2.1, which is located one meter above the top surface of the

microstip patch centered at the coordinate system origin: That is, (xr, yr, zr) = (0, 0, 1.0 m).

The IFFT of Y (f) provides the distorted complex voltage signal of the receiving antenna y(t),

which is passed through a RRC receive filter with the same properties as the transmit filter.

The combined response of both filters is a raised cosine filter with zero ISI. The transmitted

and received signals and normalized antenna transfer function are shown in Fig. 3.5.
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Figure 3.5 (a) Spectrum of the transmitted and received signals (blue and green respectively)

and transfer function normalized to its magnitude at carrier frequency fc = 27.4 GHz. (b)

Antenna realized gain (blue), transfer function normalized by its magnitude at fc = 28.0

GHz (red), and |S11| of microstrip patch antenna (green). (c)-(d) In-phase and quadrature

components of the 16-QAM transmitted and received voltage signals (blue and green) and

resulting errors (red) after ideal down-conversion and transmission through the matched

filter.
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3.2.3 Antenna Transfer Function Derivation

The antenna transfer function amplitude response |H(f)| is defined as the magnitude of the

output voltage spectrum at the receiving antenna terminals |Y (f)| divided by the magnitude

of the input voltage spectrum applied to the transmitting patch antenna terminals |X(f)|:

|H(f)|= |Y (f)|/|X(f)|. The transfer function is assumed to be independent of the excitation

signal x(t). In the analysis of section 3.2.4, it is always normalized to its magnitude at the

carrier frequency fc. While it is generally a function of receiving antenna position, only the

boresight position described in section 3.2.2 is used in this analysis. Transfer function H(f)

is obtained by performing a time domain simulation of the microstrip patch antenna in CST

Microwave Studio and applying a Gaussian pulse voltage signal to the discrete port at the

antenna feed. Since the microstrip patch antenna is linearly polarized in the x̂ direction, the

magnitude of the spectrum of the x̂-polarized radiated far field component |Y (f)|= |E⃗x(f)| is

used to determine the antenna transfer function amplitude response |H(f)|= |Y (f)|/|X(f)|.

3.2.4 EVM Results for Microstrip Patch Antenna

The EVM was calculated for 16-QAM signals with varying bandwidths and carrier frequencies

as highlighted in figure 3.6. Carriers were selected to form a continuous band with an upper

frequency limit of 28 GHz and a lower frequency limit that is offset by an integer multiple of

the signal bandwidth (e.g. 27.9 GHz for bandwidth of 100 MHz) The EVM increases with

signal bandwidth as expected because, as shown in Fig. 3.5(a), the peak-to-peak variation of

|H(f)| is greater over larger frequency bands. Additionally, the EVM increases with carrier

frequency offset from the 28 GHz resonant frequency of the microstrip patch antenna, due to

the steeper slope of |H(f)| at these frequencies. While current 3GPP standards limit the

channel bandwidth to 400 MHz in 5G FR2 bands [84], the expansion of channel bandwidth

to multi-GHz has been considered for 5G and future high data rate wireless communication

systems. Fig. 3.6 indicates that antenna bandwidth limits may impose significant distortion

of digitally-modulated signals with large bandwidths and carrier frequencies far from that of

the antenna resonance. Full wave analysis can therefore be used to determine the link voltage

34



-1 -0.5 0 0.5 1
In-phase Amplitude

-1

-0.5

0

0.5

1

Q
ua

dr
at

ur
e 

Am
pl

itu
de

-1 -0.5 0 0.5 1
In-phase Amplitude

-1

-0.5

0

0.5

1

Q
ua

dr
at

ur
e 

Am
pl

itu
de

-1 -0.5 0 0.5 1
In-phase Amplitude

-1

-0.5

0

0.5

1

Q
ua

dr
at

ur
e 

Am
pl

itu
de

-1 -0.5 0 0.5 1
In-phase Amplitude

-1

-0.5

0

0.5

1

Q
ua

dr
at

ur
e 

Am
pl

itu
de

-1 -0.5 0 0.5 1
In-phase Amplitude

-1

-0.5

0

0.5

1

Q
ua

dr
at

ur
e 

Am
pl

itu
de

-1 -0.5 0 0.5 1
In-phase Amplitude

-1

-0.5

0

0.5

1

Q
ua

dr
at

ur
e 

Am
pl

itu
de

-1 -0.5 0 0.5 1
In-phase Amplitude

-1

-0.5

0

0.5

1

Q
ua

dr
at

ur
e 

Am
pl

itu
de

-1 -0.5 0 0.5 1
In-phase Amplitude

-1

-0.5

0

0.5

1

Q
ua

dr
at

ur
e 

Am
pl

itu
de

-1 -0.5 0 0.5 1
In-phase Amplitude

-1

-0.5

0

0.5

1

Q
ua

dr
at

ur
e 

Am
pl

itu
de

-1 -0.5 0 0.5 1
In-phase Amplitude

-1

-0.5

0

0.5

1

Q
ua

dr
at

ur
e 

Am
pl

itu
de

-1 -0.5 0 0.5 1
In-phase Amplitude

-1

-0.5

0

0.5

1

Q
ua

dr
at

ur
e 

Am
pl

itu
de

-1 -0.5 0 0.5 1
In-phase Amplitude

-1

-0.5

0

0.5

1

Q
ua

dr
at

ur
e 

Am
pl

itu
de

-1 -0.5 0 0.5 1
In-phase Amplitude

-1

-0.5

0

0.5

1

Q
ua

dr
at

ur
e 

Am
pl

itu
de

-1 -0.5 0 0.5 1
In-phase Amplitude

-1

-0.5

0

0.5

1

Q
ua

dr
at

ur
e 

Am
pl

itu
de

-1 -0.5 0 0.5 1
In-phase Amplitude

-1

-0.5

0

0.5

1

Q
ua

dr
at

ur
e 

Am
pl

itu
de

-1 -0.5 0 0.5 1
In-phase Amplitude

-1

-0.5

0

0.5

1
Q

ua
dr

at
ur

e 
Am

pl
itu

de

Bandwidth 50 MHz 100 MHz 200 MHz 400 MHz
Carrier Frequencies 
!!	(GHz):

#"_$% = 27.975
#"_&%% = 27.95
#"_'%% = 27.9
#"_(%% = 27.8

+,- 0.1% 0.3% 0.9% 3.1%

Carrier Frequencies 
!! (GHz):

#"_$% = 27.925
#"_&%% = 27.85
#"_'%% = 27.7
#"_(%% = 27.4

+,- 0.2% 0.6% 2.1% 5.9%
Carrier Frequencies 
!!	(GHz):

#"_$% = 27.875
#"_&%% = 27.75
#"_'%% = 27.5
#"_(%% = 27.0

+,- 0.3% 0.9% 2.8% 5.4%

Carrier Frequencies 
!!	(GHz):

#"_$% = 27.825
#"_&%% = 27.65
#"_'%% = 27.3
#"_(%% = 26.6

+,- 0.3% 1.1% 3.1% 4.9%

Figure 3.6 Constellation diagrams and EVM of 16-QAM signals with bandwidths and carrier

frequencies fc representative of 5G FR2. The carrier frequencies are selected such that rows

form a continuous band with 28 GHz upper limit.

gain versus frequency for the desired transmitting antenna and receiving antenna orientations.

This voltage gain function can then be used to estimate the EVM of a modulated test signal

transmitted and received by the two antennas modeled in this far field free space antenna

link.
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3.3 EVM Simulation of Linear Distortion from a Far Field Ka-

Band Conical Horn Link

The EVM simulation approach applied to far field transmission of a 16-QAM test signal by a

linear microstrip patch antenna in section 3.2 provides insight on the effects of amplitude

distortion on received signal quality for narrow-band antennas. However, this EVM analysis,

based on the normalized vector effective length derived from full-wave simulation, is limited

by a few simplifying assumptions. First, it only accounts for the amplitude response of the

port voltage to radiated far field transfer function, equivalent to |H⃗tx(f)| from equation (3.1).

However, this transfer function is complex, and variations in group delay versus frequency can

cause significant signal distortion if uncorrected at a far field receiver. This is demonstrated

by comparing the EVM of a 16-QAM signal resulting from the boresight phase response of

a spline-profiled, Ka-band conical horn antenna with that of the microstrip patch antenna

from section 3.2, as shown in Fig. 3.7. The group delay td is calculated from the complex

transmitting antenna transfer function |H⃗tx(f)|e−jϕtx(f), which is extracted directly from a

full-wave time domain simulation of the antenna, and normalized to its magnitude at carrier

frequency fc as shown in (3.13). The steeper slope of the group delay response at frequencies

near the patch resonance causes the EVM of the 16-QAM signal to increase dramatically,

such that received symbols cannot be distinguished in the complex IQ-plane. In contrast, the

conical horn has a more-uniform group delay response across the 400 MHz signal bandwidth,

which results in a lower distortion and EVM, such that demodulated symbols of the 16-QAM

signal received in the far field are discernible in the constellation diagram as shown in Fig.

3.7.

td(f) =
−dϕtx(f)

df

1

360° (3.13)

While the complete transmitting antenna transfer function is a superposition of two orthogonal

radiated far field components, as described in section 3.1, we assume a high linear polarization
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Figure 3.7 Group delay and EVM comparison of a microstrip patch and conical horn antenna,

where x(t) is the input voltage signal applied to the transmitting antenna and y(t) is the

received voltage signal of the ideal far field receiver described in section 3.2.

purity for all three of the transmitting test antennas and only account for the co-polarized far

field component such that H⃗tx(f) = H⃗co(f) and |H⃗cr(f)|= 0. For all of the EVM simulations

except those for the Ka-band conical horn in Fig. 3.8(a), the co-polarized and cross-polarized

components of the antenna transfer functions correspond to the Ludwig 3 horizontal and

vertical far field components respectively, which are defined in terms of the antennas’ spherical

coordinates (θ, ϕ) as shown in equations (3.14a) and (3.14b). This assumption of negligible

cross-polarization contribution to the far field received signal quality was maintained for all of

the following EVM simulations, and was justified on the basis of the co-to-cross polarization

ratio |E⃗H(fc, 0°, 0°)|/|E⃗V (fc, 0°, 0°)|≥ 20 dB for most far field observation angles θ ≤ 60° in the

two principle planes ϕ = 0°, 90° for all three of the linearly-polarized antennas utilized in these

simulations. These antennas are highlighted in Fig. 3.8 with their reference coordinate systems

and co-to-cross polarization ratio over the full spherical range (0° ≤ θ ≤ 180°, 0° ≤ ϕ ≤ 360°).
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Figure 3.8 Transmitting test antennas simulated in CST Studio for the far field link EVM

simulations in this dissertation with coordinate systems and co-to-cross polarization ratio

20log(|E⃗H(fc)|/|E⃗V (fc)|) vs. far field angle (θ, ϕ): (a) spline-profiled conical horn antenna [85]

used in section 3.3-3.4, (b) inset-fed microstrip patch antenna used in section 3.2, and (c)

coax-fed microstrip patch antenna used in section 4.2.

E⃗H(θ, ϕ) = cosϕE⃗θ − sinϕE⃗ϕ (3.14a)

E⃗V (θ, ϕ) = sinϕE⃗θ + cosϕE⃗ϕ (3.14b)

The carrier frequencies of 28 and 39 GHz correspond to two different 5G FR2 bands as well

as the resonant frequencies of the patch antennas shown in Fig. 3.8(b) and (c) respectively.

An additional limitation of the EVM simulations for the microstrip patch of Fig. 3.8(b) from

section 3.2 is that the analysis was limited to a far field receiver located at boresight. The

EVM simulations for the conical horn of Fig. 3.8(a) presented in this section will include

other far field angles to show how variation in the transmitting antenna frequency response

with respect to far field observation angle (θt, ϕt) affects the received signal quality. Finally,

the EVM simulation from section 3.2 does not include the receiving antenna response Hrx(f).
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Figure 3.9 Line-of-sight far field link between the two Ka-band conical horn antennas used for

the EVM simulation. For each far field observation angle of the transmitting horn (θt, ϕt), the

receiving horn is oriented to match the polarization of the radiated E⃗V component from the

transmitting antenna along its boresight direction (ẑr). A distance of r = 1.0 m, approximately

20D2/λc with λc = 7.7 mm, separates the antennas. The vector effective lengths (VEL) of

the antennas (Htx, Hrx) are obtained through independent full-wave simulations to determine

the complete input voltage (xrf (t)) to output voltage (yrf (t)) transfer function H(f, r, θt, ϕt).

This section describes a more-advanced simulation model for the EVM resulting from both

the amplitude and phase distortion of a far field link between two passive antennas. This

is achieved by deriving the complete voltage transfer function H(f, r, θt, ϕt) from complex,

broadband far field probe data acquired via independent full-wave analysis of the transmitting

and receiving antennas.

In addition to the linear distortion introduced by this far field antenna link, the nonlinear

distortion from finite SNR at the receiver and its influence on the EVM with and without

channel equalization are also demonstrated. Moreover, an estimate of the transfer function

Hest(f) is acquired via the spectral cross-correlation method described in section 2.3, and its

reciprocal is applied as an equalization filter E(f) to determine the equalized-EVM of the

received signal. In all of these respects, the simulation model for far field antenna links from

this section represents an improvement on the simplified model that was applied in section
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3.2. An overview of this enhanced EVM simulation procedure is presented as a sequence of

nine steps that are illustrated in Figs. 3.10, 3.12, and 3.16. The 16-QAM signal modulation,

matched filtering, and demodulation components of the MATLAB link model shown in Fig.

3.4 were adopted for EVM simulations of transmission and reception by the Ka-band conical

horn antennas shown in Fig. 3.9. The main differences between the far field antenna link

models from Fig. 3.4 and Figs. 3.10, 3.12, and 3.16 pertain to the derivation of the complex

voltage transfer function H(f, r, θt, ϕt). The spline-profiled conical horn from Fig. 3.8(a),

which was designed and manufactured by colleagues from the UCLA Antenna Lab [85], was

used as the transmitting antenna under test (AUT). The receiving conical horn shown in Fig.

3.9 was designed in accordance with the data sheet dimensions for the WR-28 scalar feed horn

model [86] that was used in the CATR measurements described in section 3.4, in order to

facilitate a comparison of the simulated and measured EVM data for a single-carrier 16-QAM

test signal. A virtual link between these two horn antennas, showing their coordinate systems

and relative orientations for a single E-plane far field probe position, is presented in Fig. 3.9.

The first step of the process is to perform independent time domain full-wave simulations

for the two antennas using CST Microwave Studio in order to characterize their respective

vector effective length functions Htx(f, r, θt, ϕt) and Hrx(f, r, θr, ϕr). For the transmitting

horn, a group of ideal far field probes is generated and used to extract the amplitude and

phase of the Ludwig 3 field components from equations (3.14b) and (3.14a) at each probe

position. The ideal probes were positioned r = 1.0 m away from the origin of the antenna’s

coordinate system at elevation angles θt = 0° : 5° : 60° and azimuth angles ϕt = 0°, 90° in the

two principle planes. A customized CST Studio control script was developed to automate the

generation of ideal far field probes and the extraction of complex field data from these ideal

probes. The far field probe results were automatically normalized by the complex spectrum of

the default Gaussian pulse voltage signal that was applied to the antenna discrete port, which

yields the transfer function shown in equation 3.15a. For the receiving horn, the transfer

function from equation 3.15b is the voltage spectrum at the load impedance VL(f) divided by

the incident co-polarized electric field radiated by the transmitting antenna EV tx(f, r, θt, ϕt),

such that the antenna link voltage spectrum transfer function VL(f)/VGtx(f) is obtained by
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Figure 3.10 Steps 1-3 of the EVM simulation process implemented for the Ka-band conical

horn of Fig. 3.8(a): (1) full-wave simulation of test antenna in CST Microwave Studio, where

the frequency response of radiated Ludwig 3 E-field components are captured at various far

field angles (θ, ϕ), (2) computation of the antenna link voltage transfer function H(f, r, θt, ϕt)

from the VEL of the transmit and receive antennas obtained in step (1), and (3) synthesis of

symmetric (S11 = S22 = 0, S21 = S12 = H(f, r, θt, ϕt)) two-port s-parameters in MATLAB,

which provide a complete description of the linear distortion from the far field antenna link.

The S21(f) for the E-plane observation angles θt = [−60° : 15° : 60°], ϕt = 0°, 180° are shown.

cascading transmitting and receiving antenna transfer functions as shown in equation 3.15c.

Htx(f, r, θt, ϕt) =
EV tx(f, r, θt, ϕt)

VGtx(f)
(3.15a)

Hrx(f, r, θr, ϕr) =
VL(f)

EV tx(f, r, θr, ϕr)
=
EV rx(f, r, θr, ϕr)

VGrx(f)

ZGrx
Z0

4πrc0
jωe−jωr/c0

(3.15b)

H(f, r, θt, ϕt) = Htx(f, r, θt, ϕt) ·Hrx(f, r, θr, ϕr) (3.15c)

Transfer function Hrx(f) from equation 3.15b is not acquired directly from the full-wave

simulation, since the receiving horn is excited with a generator voltage VGrx(f) supplied by the

discrete port object. Instead, it is acquired through an application of the reciprocity principle,
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which relates the generator voltage to radiated far field transfer function of an antenna in the

transmitting mode to the incident plane wave to load voltage transfer function of the same

antenna operating in the receiving mode. This relationship is highlighted in equations 3.1

and 3.3 from [54] and described in [55]. The jω/c0 term introduced to the transmitting mode

equivalent of the vector effective length, which is conventionally defined in the receive mode,

and the channel response from equation 3.2 are therefore removed as shown in equation 3.15b.

This equation holds true under the assumption that the generator impedance ZGrx = 50Ω

used for the full-wave simulation of the receiving horn in the transmitting mode does not vary

with frequency and is equivalent to a fictitious load impedance ZL for the virtual antenna link.

To isolate the effect of variation in the transmitting horn’s transfer function Htx(f, r, θt, ϕt)

on the EVM of the signal received by the WR-28 feed horn, the latter antenna is assumed to

always be oriented toward the transmitting horn such that it is E⃗V polarization-matched to

the transmitting horn and aligned to receive along its boresight direction (θr, ϕr) = (0°, 0°)

as shown in Fig. 3.9. Consequently, the transfer function in equation 3.15c only varies as a

function of the far field angle of the vector pointing from the transmitting antenna to the

receiving antenna (θt, ϕt). The calculation of this transfer function from 3.15c for the far field

probe data constitutes the second step of this EVM simulation process as shown in Fig. 3.10.
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Figure 3.11 Comparison of the antenna link transfer functions estimated from the inset-fed

microstrip patch far field probes using equation 3.15c (blue) and simulated directly in CST

Microwave Studio with both transmitting and receiving antennas (green). The antennas were

separated by r = 63.0 mm and positioned to transmit and receive along boresight as shown.
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To confirm the accuracy of the antenna link voltage gain from equation 3.15c, which was

derived from independent full-wave simulations of the antennas, a single full-wave simulation

of the far field link between two copies of the microstrip patch of Fig. 3.8(b) was performed.

The two patch antennas were separated by r = 12D2/λc = 63.0 mm, where D = 7.5 mm is

the diagonal dimension of the patch substrate, and oriented to transmit and receive along

boresight (θt, ϕt, θr, ϕr = 0°) as shown in Fig. 3.11. The amplitude and phase of the antenna

link voltage transfer function (S21) from this complete link simulation Hcst(f) agreed well

with the transfer function Hest(f) that was derived from the far field probe results for a single

patch antenna using equation 3.15c, with a maximum magnitude error of ∆|H(f)|= −40 dB

and phase error of ∆∠H(f) = 25°. Some error should be anticipated because the formulation

from equation 3.15c assumes that the incident field is a plane wave and does not account for

any reflections between transmitting and receiving antennas with a finite separation distance.

However, these results demonstrate that this approach to estimating the transfer function for

a free space far field antenna link is reasonably accurate and dramatically reduces full-wave

simulation time, since the bounding box for a simulation with one antenna is limited by the

antenna’s dimensions rather than the far field link range. These smaller inset-fed microstrip

patches were substituted for the Ka-band horn antennas in this proof-of-concept simulation in

order to limit the far field link range and reduce full-wave simulation time. Nonetheless, the

results were considered sufficient to permit the application of this transfer function estimation

method to the far field link between the two Ka-band horns shown in Fig. 3.9.

After deriving the antenna link input to output voltage transfer functions H(f, r, θt, ϕt)

for each of the transmitting horn’s far field probes using this methodology, the corresponding

two-port S-parameter objects are generated in MATLAB as shown in step 3 of Fig. 3.10.

Because the effects of mismatch between generator impedances (ZGtx = ZGrx = 50Ω) and the

transmitting and receiving antenna impedances (ZAtx, ZArx) have already been taken into

account through the full-wave simulation models and use of equations 3.15a, 3.15b, and 3.15c,

the forward and reverse reflection coefficients are set to zero for all frequencies spanning the

simulated far field antenna link bandwidth of 10.0 GHz: S11(f) = S22(f) = 0. This passive

antenna link is further assumed to be reciprocal such that S21(f) = S12(f) = H(f, r, θt, ϕt).
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Figure 3.12 Steps 4-6 of the EVM simulation process implemented for the Ka-band conical

horn of Fig. 3.8(a): (4) rational function of the form H(s) fitted to the complex data of

the voltage transfer function H(f) over a 34-44 GHz frequency range with good agreement

between the transfer function (blue) and rational fit (green), (5) up-conversion of the baseband

16-QAM test signal x(t) to carrier frequency fc = 39.0 GHz, transmission through the channel

filter H(s), and down-conversion to retrieve the baseband data of the received signal y(t),

and (6) estimation of the average group delay τavg and residual phase error ∆ϕres for Eun(f).

These S-parameter objects in MATLAB permit the use of other built-in functions that

approximate the complex response of the antenna link transfer functions and model their

response to an arbitrary applied signal, which is necessary to determine the EVM of a digitally-

modulated signal that is passed through this channel filter and normalized or equalized at

the receiver. This leads to the fourth step of the EVM simulation process, in which a rational

fit of the form shown for Hrat(f) in equation 3.16 is created for each corresponding transfer

function Hest(f). A MATLAB function applies the adaptive Antoulas-Anderson algorithm

described in [87] to compute a finite number n of poles Ak and residues Ck for the rational fit

function based on the user-specified limitation for n and desired tolerance for the frequency

response match of H(s). For simulations of the Ka-band horn link, the number of poles was

limited to n ≤ 160, and the tolerance was set to −60 dB to maintain a reasonable balance

45



34 36 38 40 42 44
Frequency (GHz)

-34

-33

-32

-31

-30

-29

M
ag

ni
tu

de
 (d

B
) |H(f)est|

|H(f)rat|

34 36 38 40 42 44
Frequency (GHz)

-15000

-12000

-9000

-6000

-3000

0

Ph
as

e 
(d

eg
re

es
) ang(H(f)est)

ang(H(f)rat)

!!"#(#) 	 &'(. *. +,- 	./. !$%#(#) 	(012314) ∠!!"#(#)	 &'(. *. +,- 	./. ∠!$%#(#)	(012314)

&'!

()!

&'"

()"

$ = +. -	/

Figure 3.13 Ka-band horn link transfer function estimated from CST far field probe simulations

for the boresight direction Hest(f) and corresponding rational fit frequency response Hrat(f)

obtained through the MATLAB algorithm with n = 82 poles and a tolerance level of −60 dB.

between simulation speed and rational fit model accuracy. A comparison of the amplitude and

phase of the transfer function Hest(f) estimated from full-wave simulations with boresight

alignment and antenna link range of r = 1.0 m and the corresponding rational fit function

Hrat(f) acquired from MATLAB is shown in Fig. 3.13. An excellent agreement is observed

over a 10 GHz span with center frequency fc = 39 GHz.

Hrat(f) =
n∑
k=1

Ck
s− Ak

, s = jω = j2πf (3.16)

The fifth step of the EVM simulation process is to apply this rational fit function to the

modulated signal applied to the transmitting antenna port xrf(t) to obtain an estimate of

the signal generated at the receiving antenna port yrf (t). This step is executed with another

MATLAB function that calculates the time response of the rational fit function Hrat(f) as
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Figure 3.14 Time response of microstrip patch antenna link to a Gaussian pulse voltage signal

applied to the transmitting antenna port xrf (t) = VGtx(t) (red). The receiving antenna load

voltage signals yrf(t) = VL(t) resulting from full-wave simulation performed in CST (blue)

and application of the transfer function rational fit Hrat(f) in MATLAB (green) are shown

to be nearly-identical.

described in [88]. To test the accuracy of this time response function, a rational fit for the

simulated transfer function Hcst(f) of the microstrip patch far field link highlighted in Fig.

3.11 was applied to the Gaussian pulse voltage signal that was used as the default stimulus for

the transmitting patch antenna discrete port within the full-wave simulation. The rational fit

was designed with n = 62 poles and a tolerance level of −60 dB and applied with a time step

ts = 1.0 ps. As shown in Fig. 3.14, the receiving antenna voltage yrf(t) derived from this

MATLAB function was nearly identical to that obtained directly from the receiving patch

antenna’s discrete port in the full-wave simulation of the entire link. One advantage of the

rational fit approach to OTA channel modeling over the FIR filter synthesis approach adopted

in [78], [81], and [82] is that an arbitrary time step ts may be selected for the time response,

which is convenient when simulating the EVM of wideband modulated test signals [88,89].
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Figure 3.15 Histogram (left) and constellation diagram (right) showing the phase error ∆ϕ

between the Nbins = 3600 transmitted 16-QAM symbols x(tn) and delay-corrected received

symbols y(tn). The 0.1°-wide error bins containing the most symbols Nsym are concentrated

near the residual phase error ∆ϕres ≈ −5° computed from equation (3.17).

As shown in the fifth step of Fig. 3.12, the transmitted voltage signal xrf(t) that was

used for EVM simulations of the Ka-band horn link was synthesized by QAM-modulating

the baseband IQ data from a 16-QAM test signal x(t) at carrier frequency fc = 39.0 GHz.

This modulated signal xrf (t) was then applied to the rational fit function Hrat(f) with time

step ts = 1.0 ps to obtain an estimate of the received voltage signal yrf(t). Finally, yrf(t)

was demodulated and low-pass filtered to obtain the baseband IQ data with embedded linear

distortion from the channel filter y(t). The modulation and demodulation from this fifth step

was a prerequisite for applying the rational fit function from MATLAB. However, it should

be noted that this step was not required for the EVM simulations from section 3.2, as the

amplitude response from the full-wave field probe simulation was simply shifted to baseband

to scale the spectral components of the applied voltage signal X(f). Now the only remaining

component of the EVM calculation from equation (1.2) is the equalization filter e(tn). Both

the sixth and seventh steps of the EVM simulation relate to received signal corrections for

the un-equalized EVM (EVMun) and equalized EVM (EVMeq) respectively. The differences

between equalized and un-equalized EVM were described in section 2.3 and [90], and were

applied to EVM analysis of a power amplifier with a VNA in [35]. For EVMun, the received

symbols y(tn) are compensated for the average channel gain |Havg(f)| and group delay τavg(f)
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across the bandwidth of the test signal fmin ≤ f ≤ fmax. The former is calculated directly

from the rational fit function, while the latter is estimated from the cross correlation of the

16-QAM input and output signals x(t) and y(t). The residual phase error ∆ϕres is calculated

from a weighted average of phase errors between transmitted symbols and delay-corrected

received symbols ∆ϕ = ϕx(tn) − ϕy(tn + τavg). A histogram of phase errors spanning the

complete range [−180°, 180°] with bin widths ∆ϕn = 0.1° was used to compute weighting

factors for the residual phase error ∆ϕres defined in equation (3.17), where Nsym(n) is the

number of symbols correlated with each phase error bin n and Nbins = 3600 is the number

of phase error bins. Fig. 3.15 highlights an example histogram for the residual phase error

of the Ka-band horn link for the boresight orientation, where bins with the highest symbol

counts are concentrated near ∆ϕ ≈ −5°. Tighter concentrations indicate a lower variation in

the group delay τ(f) over the signal bandwidth which results in a lower EVMun. For this

un-equalized EVM case, the received signal is only compensated for average group delay τavg

and residual phase error ∆ϕres by applying the equalization filter Eun(f) shown in equation

3.18. This is shown in the seventh step of the EVM simulation process in Fig. 3.16. Because

the EVMun includes error from amplitude and phase distortion in the far field antenna link,

it is always higher than the equalized EVMeq, as described in section 2.3. For EVMeq, the

equalization filter is the reciprocal of the channel estimate Hest(f) as shown in equation

(3.19), where SXX(f) and SXY (f) are power spectral and cross-spectral densities of the input

and output signal spectrums X(f) and Y (f) from the MATLAB transfer function estimate.

∆ϕres =
1

Nbins

Nbins∑
n=1

Nsym(n)∆ϕn (3.17)

Eun(f) =
e−jωτavge−j∆ϕres

|Havg(f)|
(3.18)

Eeq(f) =
1

Hest(f)
=
SXX(f)

SXY (f)
(3.19)
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Channel Estimation and Equalization Additive White Gaussian Noise Constellation Diagram and EVM
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Figure 3.16 Steps 7-9 of the EVM simulation process implemented for the Ka-band conical

horn of Fig. 3.8(a): (7) design and application of an equalization filter E(f) which is applied

to the received signal y(t), (8) addition of AWGN to equalized received signal based on SNR

estimated from the applied test signal power Px(t), channel power gain |H(f)|2, and thermal

noise power Pn(t) calculated for the test signal bandwidth B = 400 MHz and approximate

room temperature T = 300 K, and finally (9) plotting of the signal constellation diagrams and

calculation of EVM for both the equalized and un-equalized cases, where x(tn) represent the

symbols of the 16-QAM voltage signal applied to the transmit antenna port and y(tn − τavg)

represent the symbols of the voltage signal at the receive antenna port following equalization.

While Eun(f) is applied to y(t) directly in the time domain, Eeq(f) is applied to y(t) in

the same manner that Hrat(f) is applied to x(t) to model the transmission of the modulated

test signal from transmitting to receiving horn antenna: A rational fit function is generated

for Eeq(f) and applied to y(t) using the MATLAB time response function, resulting in an

equalized received signal that can be used for the EVM calculations shown in equation (1.2).

After the equalization from step seven of Fig. 3.16, a finite EVMun resulting from the linear

distortion of the antenna link could be computed for the N = 3600 16-QAM symbols, but

the EVMeq ≈ 0 since Eeq(f) is an ideal equalizer that eliminates this distortion. However,

additive thermal noise power Pn(t) = kBT at the receiver also corrupts the received signal and
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contributes to the EVM. This effect can be modeled independently from the linear distortion

using MATLAB’s AWGN function as shown in the eighth step of the EVM simulation process

in Fig. 3.16, where SNR is equal to the received signal power Py(t) divided by the receiver’s

thermal noise power Pn(t). For a free space link between two antennas separated by a far field

distance r ≥ 2D2λ, Py(t) can be calculated from the Friis transmission equation presented in

equation 3.20, where Px(t) is the transmitted signal power, Gt and Gr are the average realized

gains of the transmitting and receiving horns across the modulated test signal bandwidth

B = 400 MHz centered at fc = 39 GHz, λc = c0/fc = 7.7 mm, and p̂t and p̂r are the antenna

polarization vectors [91].

Py(t) = Px(t)Gt(θt, ϕt)Gr(θr, ϕr)

(
λc
4πr

)2

[p̂t · p̂r]2 (3.20)

In the these EVM simulations, the receiving horn is always oriented to match the Ludwig’s

3rd vertical polarization component of the transmitting horn and receive along its boresight

direction at a fixed distance r = 1.0 m, such that [p̂t · p̂r] = 1 and (θr, ϕr) = (0°, 0°). Therefore,

Py(t) only varies as a function of the transmitting antenna gain at the CST far field probe

angle Gt(θt, ϕt). The noise power Pn(t) is assumed to be static for bandwidth B = 400 MHz

and combined antenna and receiver temperatures T = Ta + Tr. While the latter could be

approximated for a generic receiver based on the noise principles described in [91] and [92],

a comparison of simulated and measured EVM results for the Ka-band horn link is better

facilitated by assuming that the simulated horn link has the same noise floor Pn(t) as the

VNA receiver used in the corresponding CATR measurements described in section 3.4. This

measured noise floor accounts for the VNA receiver noise figure and the IF filter bandwidth

and vector averaging factor applied during the measurement. After random amplitude and

phase errors have been added to the received signal y(t) based on this antenna link SNR

approximation, the received symbols, corrupted by additive noise and the linear distortion of

the channel H(f, r, θt, ϕt), can be visualized via the constellation diagram feature in MATLAB.

Finally, the EVMun and EVMeq are computed for N = 3600 symbols via equation (1.2), as

shown in the ninth step of Fig. 3.16. These EVM simulation results are shown in section 3.4.
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3.4 EVM Measurement of a Ka-Band Conical Horn Link with a

Compact Antenna Test Range and Network Analyzer

To demonstrate the combined effects of linear and nonlinear distortion on the EVM of passive

and active antenna links and evaluate the accuracy of the EVM results from the Ka-band

horn link simulation presented in section 3.3, EVM measurements of a 400 Mbaud 16-QAM

test signal were performed with the same two horn antennas in a millimeter-wave compact

antenna test range with a multi-port VNA receiver, which computes EVM from the frequency

spectrum of the modulated signals transmitted by the AUT and received by the CATR feed

horn using the spectral correlation method described in section 2.3. The CATR emulates

the far field test condition with a reflector that transforms the spherical wave front from a

stationary feed horn to a quasi-planar wavefront which has minimal amplitude and phase

ripple within a specified quiet zone surrounding the AUT. Because the chamber volume and

spatial path loss are dependent on the focal length of the reflector rather than the dimensions

of the AUT (2D2/λ), CATRs are typically preferred for controlled OTA measurements of

millimeter-wave antennas and phased arrays. The data sheet for the F9650A CATR model

used in the following measurements specifies an amplitude ripple of ±0.5 dB and phase ripple

of 17◦ at carrier frequency fc = 39 GHz, which is less than the 22.5◦ spherical phase taper at

the conventional far field distance of 2D2/λ, and its 30 cm quiet zone diameter is large enough

to accommodate the spline-profiled conical horn antenna under test (D = 20.0 mm) [93]. A

block diagram of the complete CATR-EVM measurement system is presented in Fig. 3.17,

and images of the Ka-band horn, roll-over-azimuth positioner, and test instruments are shown

in Fig. 3.18. The generation of the 16-QAM signal and synchronization of the AUT positioner

with frequency sweeps and data acquisitions from the PNA-X network analyzer (a multi-port

VNA) was achieved with a laptop computer running MATLAB instrument control scripts

that were designed to establish connections with and send SCPI commands to the positioner

and the test instruments: an arbitrary waveform generator (AWG), PNA-X network analyzer

(VNA), and vector signal generator (VSG). The procedure for measuring the EVM of a 400

Mbaud 16-QAM test signal distorted by this CATR link with Ka-band horns was as follows:
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Figure 3.17 Compact test range EVM measurement system diagram for the Ka-band horn

link highlighting the RF (green), control (blue), and OTA (red) signal paths between the test

instruments and antennas. A 10 MHz reference signal (black) is used for synchronization of

the AWG, VSG, and VNA. A single port VSA (green dotted line) could be utilized as an

alternative to the VNA to measure EVM if it had adequate dynamic range.
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Figure 3.18 Images of a millimeter-wave compact antenna test range and instruments provided

by Keysight in Santa Rosa, CA: (a) Ka-band horn antenna mounted with customized 3D-

printed bracket that extends it to quiet zone center, (b) roll/azimuth AUT positioner and feed

horn enclosure, and (c) CATR exterior and instruments. Reflector is shown in Fig. 4.13(b).

First, the MATLAB IQ Tools dialog box shown in Fig. 3.19 was used to create a 16-QAM

test signal with a length of 3200 symbols at a symbol rate of 400 Mbaud and sampling rate

of 3200 Msamples/s. A root-raised cosine pulse-shaping filter with rolloff factor α = 0.15 was

applied to this signal to limit its bandwidth to approximately 400 MHz, and the resulting

waveform file was uploaded to a two-channel M8190A AWG. This AWG was used to transmit

the waveform’s baseband IQ data to the E8267D VSG, which upconverted the 16-QAM test

signal to a carrier frequency of fc = 39.0 GHz. A directional coupler was used to couple the

resulting RF test stimulus xrf (t) to PNA-X receiver R1 via the coupled arm and transmit it

to the AUT port via the through arm. The test signal xrf (t) was radiated from the AUT to

the WR-28 scalar feed horn installed in the CATR through the reflection path shown in Fig.

3.17, and the signal received by the feed horn yrf(t) was measured by PNA-X receiver B.

The input signal xrf(t) and output signal yrf(t) from the Ka-band horn link were thereby

measured simultaneously on the PNA-X with the aid of the 10 MHz reference signal, enabling

a precise comparison and an accurate EVM calculation from the spectral components of these

two signals as detailed in section 2.3.
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Figure 3.19 MATLAB IQ Tools dialog box (left) showing parameters of the digital modulation

format used for the test signal and resulting time-domain voltage signal and power spectrum

(bottom right). The 16-QAM signal has a length of 3200 symbols, a sampling rate of 3200

Msym/s and a symbol rate of 400 Mbaud. A root-raised cosine filter with α=0.15 is applied,

and the resulting waveform file is uploaded to an AWG with two baseband IQ output ports.

Because both the transmitted and received signals are measured on synchronized receivers

of the PNA-X, complex spectral error vectors resulting from imperfections in the AWG and

VSG are eliminated from the EVM results. Additional errors from the linear distortion of

RF test cable transmission are likewise eliminated by implementing a two-port S-parameter

calibration that moves the reference planes to the ports of the AUT and WR-28 feed horn.

Consequently, in this CATR measurement, EVM is purely a manifestation of linear distortion

from OTA link transfer function H(f) and nonlinear distortion D(f) from the PNA-X receiver

B noise. Passive intermodulation effects were assumed to be negligible, and the receiver noise

floor was lowered to approximately -114 dBm for the PNA-X spectrum analyzer with a 1.0

GHz span centered at fc by reducing the resolution filter bandwidth (RBW) and applying

vector averaging. The noise bandwidth (NBW), defined as the RBW divided by the vector
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averaging factor, was set to 10 Hz for all of the following EVM measurements and resulted in

an average frequency sweep time of approximately 18.3 seconds. The NBW represents a key

tradeoff between EVM measurement speed and dynamic range: Measurement speed suffered

as a result of this long spectrum acquisition time, but the dynamic range improvement helped

to compensate for the 64.4 dB of spatial path loss over the 1.02 meter focal length of this

CATR [93], and was considered worthwhile due to the limited number of desired EVM points

(19-25 in each of two orthogonal planes of the AUT). This tradeoff is enabled by the fact that

a known periodic test signal with a deterministic FFT grid is transmitted to the AUT, which

allows the received signal spectrum to be obtained over multiple coherent acquisitions [39,61].

This can be leveraged to minimize the receiver noise contribution in EVM measurements

of wideband modulated test signals at millimeter-wave carrier frequencies. Conversely, the

frequency sweep time can be reduced by increasing NBW if lower dynamic range is tolerable.

For example, at an NBW of 100 Hz, the sweep time is reduced to 1.9 seconds. The numerous

advantages of performing OTA EVM measurements with a multi-port VNA, including vector

calibration and the ability to directly measure the modulated test signal, make it a promising

new methodology for evaluating the quality of OTA links with wideband modulated signals.

The equalized and unequalized EVM, as well as the corresponding spectral correlation

quantities and modulated signal gain H(f), were captured from the PNA-X using customized

MATLAB measurement automation scripts as the AUT azimuth positioner shown at the

bottom of Fig. 3.18(b) was rotated in 5° increments. For the E-plane orientation of the AUT,

as shown in Fig. 3.18(a), the rotation range of the azimuth positioner was set to [−60°,60°].

For the H-plane orientation of the AUT, where the roll position was rotated 90° with respect

to the position shown in Fig. 3.18(a), the rotation range of the azimuth positioner was set to

[−45°,45°]. The RF carrier power from the VSG was set to 15.0 dBm, the maximum value

that could be selected without the source becoming unlevel, and the integration bandwidth

for the EVM calculation was set to 449.1 MHz by default, based on the properties of the

uploaded IQ waveform file highlighted in Fig. 3.19. The results of these measurements for

the Ka-band horn link, measured in the compact test range presented in Figs. 3.17 and 3.18,

are presented in Figs. 3.20, 3.21, 3.22, and 3.23.
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Figure 3.20 Measured modulated channel gain |H(f)| and normalized group delay td(f) of

the Ka-band horn link for different E-plane (a),(c),(e) and H-plane (b),(d),(f) angles of the

AUT. In addition to the gain degradation with θt angles further off boresight (θt = 0°), an

increase in peak-to-peak |H(f)| passband ripple and group delay variation is also observed.
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Figure 3.21 Power spectral densities of the modulated stimulus applied to the AUT SXX(f)

(blue) and measured on the PNA-X reference receiver R1, the received signal from the CATR

feed horn SY Y (f) (green) measured on receiver B, and the distortion spectrum SDD(f) (red)

described in section 2.3, with the corresponding modulated gain |H(f)| (magenta) overlayed.

These results are for the AUT E-plane angles (ϕt = 0°) (a) θt = 0°, (b) θt = 15°, (c) θt = 30°,

and (d) θt = 45°.
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Figure 3.22 Power spectral densities of the modulated stimulus applied to the AUT SXX(f)

(blue) and measured on the PNA-X reference receiver R1, the received signal from the CATR

feed horn SY Y (f) (green) measured on receiver B, and the distortion spectrum SDD(f) (red)

described in section 2.3, with the corresponding modulated gain |H(f)| (magenta) overlayed.

These results are for the AUT H-plane angles (ϕt = 90°) (a) θt = 0°, (b) θt = 15°, (c) θt = 30°,

and (d) θt = 45°.
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Fig. 3.20 shows the modulated gain of the CATR link |H(f)|= |SXY (f)/SXX(f)| and

the corresponding normalized group delay td(f) across the 449.1 MHz integration bandwidth

centered at fc = 39.0 GHz for each of the measured E and H-plane far field angles (θt, ϕt) in

the legends. Two general observations can be made from these results: First, as the measured

far field angle with respect to the AUT deviates further from boresight (e.g. as θt increases

from 0°), the gain of the spline-profiled conical horn AUT decreases from its peak value across

the entire 449.1 MHz band. A close proximity of the modulated gain values measured on

opposite sides of the horn aperture’s normal axis (ẑ) for specific θt values, especially in the

E-plane (ϕt = 0°, 180°) measurements of Fig. 3.20(a), demonstrates the pattern symmetry.

Due to this lower wideband antenna gain at off ẑ-axis angles, the SNR at VNA receiver B

|Y (f)|2/|D(f)|2 is likewise lower and results in a lower equalized and un-equalized EVM as

shown in the blue plots of Fig. 3.23. The PSD of the transmitted signal SXX(f) measured at

VNA receiver R1, received signal SY Y measured at VNA receiver B, and distortion component

SDD(f), calculated from the spectral correlation process detailed in section 2.3 are shown for

four E and H-plane observation angles spaced 15° apart in Fig. 3.21 and 3.22 respectively.

From these two figures, the SNR reduction with increasing θt is readily observed, and it is

evident that the PSD of the transmitted signal (blue) and distortion (red) remain constant

within the 449.1 MHz integration band as the AUT positioner is rotated, while that of the

received signal (green) gradually decreases. The second observation from Fig. 3.20 is that

the peak-to-peak ripple of the modulated gain and normalized group delay across the 449.1

MHz band likewise increase as the far field elevation angle of the AUT deviates further

from boresight. That is, the CATR link produces a greater variation in amplitude scaling

and propagation delay of the transmitted signal’s spectral components at larger θt angles,

and the un-equalized received signal has a higher degree of linear distortion that results in

higher un-equalized EVM at these angles. However, because a low SNR dominates both the

equalized and un-equalized EVM at large θt angles, the effect of linear distortion increasing

with θt is not discernible from the measured EVM results presented in Fig 3.23. The same is

true for the simulated EVM results from the Ka-band horn link model described in section

3.3, which are also shown in Fig 3.23 for comparison.
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Figure 3.23 Measured (blue) and simulated (green) un-equalized (a)-(b) and equalized (c)-(d)

EVM for the Ka-band horn link. Results are shown for E-plane θt angles in (a) and (c) and

for H-plane angles in (b) and (d). Equalized EVM results show good agreement, indicating a

good match between measured and simulated horn gains. Unequalized EVM results show the

same dependency on θt with some residual error that is likely due to the vector calibration.
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The AWGN added to the simulated horn link was based on the measured noise floor power

shown as distortion spectrum of Figs. 3.21 and 3.22 and the power gain of the link transfer

function derived from full-wave simulations of vector effective length. As shown in Fig. 3.16,

it was added to the received signal distorted by link transfer function estimate Hest(f) in the

final step preceding the EVM calculation. Consequently, the simulated EVM contribution

due to the linear distortion only EVMH(f), caused by deviations from flat amplitude and

linear phase response of modulated signal gain, was easily computed and is plotted in Fig.

3.24(a). If it is assumed that the receiver AWGN measured in EVMEQ and linear distortion

embedded in EVMUN represent two uncorrelated random error variables, EVMH(f) for the

measured result can be estimated from the root-difference-square as shown in equation (3.21).

EVMH(f) =
√
EVM2

UN − EVM2
EQ (3.21)

The resulting measured EVMH(f) result is also plotted in Fig. 3.24(a). Comparing the

measured and simulated results, both appear to increase with θt and demonstrate that the

amplitude and phase variation of the horn link transfer function is greater when the AUT is

positioned to transmit the modulated test signal from large angles off the aperture normal

axis ẑ. However, there are also some notable discrepancies: The measured EVMH(f) values

are consistently higher that the simulated ones and lack the smooth parabolic distribution

across E-plane angles. The simulated far field link distance matched the focal length of the

CATR reflector, but the ±0.5 dB of amplitude ripple and 17.0° of phase variation across the

30 cm quiet zone of the CATR at fc = 39.0 GHz represents one potential source of error [93].

Another potential source of error is that the feed horn design in the full-wave simulation was

not entirely identical to the model used in the CATR, since the manufacturer datasheet did

not provide specific details on the corrugation dimensions or the orthomode transducer [86].

An image of the WR-28 dual-polarized feed horn and simulated gain versus frequency data

from [86] are shown in Fig. 3.25, where the dotted line highlights the tested integration band.

Other sources of error could include RF cable movement with the AUT positioner and failures

in applying S-parameter calibration for the RF cables and adapters mating to the antennas.
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Figure 3.24 (a) Estimated linear distortion component of the Ka-band horn link’s un-equalized

EVM due to H(f) only as a function of E-plane θt angles: simulated EVM of the Ka-band

horn link without AWGN (green) and calculated from measured quantities (blue). (b) Linear

distortion EVM component calculated from measurements with (red) and without (blue) the

preamplifier in series with the transmitting Ka-band horn antenna.

(")($)

Figure 3.25 WR-28 broadband dual-polarized scalar feed horn model used in the F9650A

compact antenna test range: (a) Image of corrugated feed horn with an integrated orthomode

transducer and (b) simulated gain vs. frequency with a dotted line at the integration band

centered at fc = 39.0 GHz from the manufacturer data sheet [86].
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While measurement errors associated with surface imperfections of the CATR reflector

and RF cable movement could not have been completely mitigated, the CATR path loss and

feed horn frequency response could have been eliminated by implementing an S-parameter

calibration with a reference antenna such as a standard gain horn. This likely would have

resulted in a better match between the simulated and measured EVMH(f) results for this

Ka-band horn link. These differences in linear distortion between the measured and simulated

results appear in the un-equalized EVM plots of Fig. 3.23(a) and (b) as well. The equalized

EVM results are more closely-matched because broadband changes in the Ka-band horn

link gain and SNR with far field observation angles (θt, ϕt) were more-accurately predicted

by the simulation model than the specific amplitude and phase variations of H(f) at those

angles, and the noise floor for the AWGN component of the received signal error was obtained

directly from the VNA measurement to facilitate comparison. A slight asymmetry in measured

EVMEQ values in Fig. 3.23(c) and (d) suggests that there may have been an AUT alignment

error that prevented better agreement between the simulated and measured EVMEQ results.

To observe the effects of nonlinear distortion from an active device on EVM, another

set of modulation distortion measurements were performed with the same VNA with a 50

GHz pre-amplifier as both an isolated DUT and a front end for the transmitting AUT in the

CATR link. In the former, EVM was measured as a function of RF carrier power from the

VSG. In the latter, it was measured as a function of the E and H-plane observation angles

from Fig. 3.23 with a constant RF carrier power of -22.5 dBm from the VSG source. The RF

carrier power was reduced from 15.0 dBm to -22.5 dBm for CATR measurements in which the

pre-amplifier was used as a front end for the AUT in order to prevent over-compression and

potential damage. At this IP1dB compression point, the equalized EVM from measurements

of the pre-amplifier as an isolated DUT was approximately 10%, as shown in Fig. 3.26(a).

Results from EVM measurements with the pre-amplifier are presented in Figs. 3.26 and 3.27.

The EVM measurements of the isolated pre-amplifier as a function of RF carrier power

are shown in Fig. 3.26(a) and (b) and take the form of bathtub curves: EVM is high and

dominated by low SNR for the VNA receiver at the low RF power levels (PRF ≤ -35 dBm),

low and limited by the VNA receiver noise floor at median power levels (-35 dBm ≤ PRF ≤ -25
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Figure 3.26 (a) Un-equalized EVM (blue), equalized EVM (green), and RF carrier gain (red)

of the Keysight U7227F pre-amplifier versus RF carrier power from the VSG, (b) Estimated

noise (blue) and non-linear distortion (red) components of the pre-amplifier’s equalized EVM

(green), and un-equalized EVM of the Ka-band horn link with (red) and without (blue) the

pre-amplifier on transmitting antenna side for θt angles in the (c) E-plane and (d) H-plane.
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dBm), and once again high and dominated by intermodulation distortion of the pre-amplifier

at high RF power levels (PRF ≥ -25 dBm). The maximum difference between EVMUN and

EVMEQ results in Fig. 3.26(a) is 1.6% at PRF = -30 dBm and demonstrates that the linear

distortion of the pre-amplifier has a negligible impact on modulated signal quality except in

the median RF power region, where the noise and nonlinear distortion are both minimized.

If it is assumed that the VNA receiver AWGN and nonlinear distortion from intermodulation

by the pre-amplifier measured in EVMEQ can be modeled as two uncorrelated random error

variables, the noise component EVMSNR and intermodulation component EVMIMD for the

measured EVMEQ can be estimated from the root-sum-square as shown in equation (3.22).

EVMEQ =
√
EVM2

SNR + EVM2
IMD (3.22)

Fig. 3.26(b) shows the EVM components of equation (3.22), where EVMSNR is estimated as

EVMSNR =
√
1/SNR, and SNR is estimated by assuming that EVMEQ = EVMSNR for

the lowest RF power level (PRF = -55 dBm) and increasing this minimum SNR in direct

proportion with the RF power level increase for all remaining power levels. Then EVMIMD

is computed from the measured EVMEQ and estimated EVMSNR values via equation (3.22).

Note that the minimum EVMEQ and maximum difference between EVMEQ and EVMUN in

Fig. 3.26(b) occur at PRF = -30 dBm, where the EVMSNR and EVMIMD curves intersect.

Furthermore, the decomposition of EVMUN into three uncorrelated components EVMH(f),

EVMSNR, and EVMIMD in equations (3.21) and (3.22) is consistent with the methodology

applied in the EVM estimation from CW stimulus presented in [73] and shown in equation

(2.6). Fig. 3.26(c) and (d) show the EVMUN measured for the CATR link with and without

the pre-amplifier at PRF = -22.5 dBm for the E and H planes of the AUT respectively. The

results show that pre-amplifier intermodulation distortion elevates EVMUN for all far field

angles (red) relative to the CATR link measurements with only the passive AUT (blue). Fig.

3.24(b) also demonstrates that the broadband impedance mismatch between the pre-amplifier

and AUT results in only a slight increase (about 1.5% maximum) in EVMH(f) relative to

that of the AUT in isolation.
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Figure 3.27 Power spectral densities of the modulated stimulus applied to the pre-amplifier

in front of the AUT SXX(f) (blue) and measured on the PNA-X reference receiver R1, the

received signal from the CATR feed horn SY Y (f) (green) measured on receiver B, and the

distortion spectrum SDD(f) (red) described in section 2.3, with the corresponding modulated

gain |H(f)| (magenta) overlayed. These results are for the AUT E-plane angles (ϕt = 0°) (a)

θt = 0°, (b) θt = 15°, (c) θt = 30°, and (d) θt = 45°. The distortion spectrum and modulated

gain are elevated relative to those of Fig. 3.21 due to inclusion of the transmit pre-amplifier.
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(")($)

Figure 3.28 Typical gain (a) and noise figure (b) of the U7227A pre-amplifier versus frequency.

The gain and noise figure at fc = 39 GHz are approximately 33 dB and 6 dB respectively [94].

The PSD of the transmitted signal SXX(f), received signal SY Y , distortion component

SDD(f), and modulated gain |H(f)| are shown for four E-plane observation angles spaced 15°

apart for the CATR link with pre-amplifier front end in Fig. 3.27. A few observations can be

made in comparing these EVM results with those of the AUT-only CATR link presented in

Fig. 3.21: First, the modulated gain of the CATR link with the pre-amplifier front end in

Fig. 3.27 is approximately 33 dB higher at fc = 39 GHz than that of the CATR link with

AUT only in Fig. 3.21, which is consistent with the 33 dB of gain at OP1dB specified by the

U7227A pre-amplifier datasheet [94], as highlighted in Fig. 3.28(a). However, because RF

carrier power from the VSG was reduced by 37.5 dB to prevent excessive compression, SNR

decreased by 4.5 dB. An additional 6.0 dB of SNR degradation results from the noise figure

of the pre-amplifier, which is presented in Fig. 3.28(b). Consequently, the CATR link SNR is

approximately 10.5 dB lower when the pre-amplifier is included in the transmission path. If

EVMEQ =
√

1/SNR at θt = 0° in Fig. 3.26(d) for the AUT-only case (blue), then SNR is

36.1 dB for this case and would be approximately 25.6 dB when the pre-amplifier is added.

This would result in EVMEQ increasing from 1.56% to 5.23% in the absence of additional

nonlinear distortion components (EVMEQ =
√
1/SNR). However, because the pre-amplifier

was operated at its OP1dB compression point and because EVMEQ was measured at 7.92%

when the pre-amplifier was included, the intermodulation distortion component EVMIMD is
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non-zero and estimated to be 5.95% using equation (3.22) where EVMSNR = 5.23%. This

increase in both EVMSNR and EVMIMD elevates distortion spectrum SDD(f) with respect

to the received signal spectrum SY Y (f), which can be observed by comparing Fig. 3.21 with

Fig. 3.27, and results in a higher EVMUN and EVMEQ at each far field angle as shown in

Fig. 3.26(c) and (d). In contrast to these two EVM components, which represent nonlinear

distortion of the received signal and depend on the RF output power of the source, the linear

distortion component EVMH(f) stabilizes as RF output power increases and the measured

amplitude and phase responses of the CATR link converge across the test signal bandwidth.

This is demonstrated through S21 and EVM measurements of a separate CATR link as a

function of RF output power, which are presented in Fig. 3.29. A sharp discontinuity in the

measured |S21(fc)| at PRF = -25 dBm, due to automatic adjustment of the VNA attenuation

settings, is shown in Fig. 3.29(a). However, for PRF ≥ -25 dBm, |S21(f)| remains nearly

constant, as shown in Fig. 3.29(b). Similarly, for both a 400 and 800 Mbaud 16-QAM test

signal, EVMH(f) remains nearly constant for PRF ≥ -15 dBm, as shown in Fig. 3.29(c)-(d).

3.5 Summary

This chapter presented the modeling, simulation, and measurement of EVM resulting from

the wideband modulated signal transmission of a far field passive antenna link. The voltage

transfer function for an UWB model of a far field antenna link was derived in terms of the

vector effective length properties of the transmitting and receiving antennas, and relevant

EVM simulation methods that have been applied in the literature were reviewed. Estimates

of millimeter-wave microstrip patch and conical horn antenna link voltage transfer functions

Hest(f) were obtained using full-wave time domain simulations and the UWB model. These

were applied to a 16-QAM test signal to simulate the EVM from the passive antenna link

transmission. Only the amplitude distortion |Hest(f)| was included for the microstrip patch

link, but a more robust model for both amplitude and phase distortion was presented and

applied to the horn link. Indirect far field measurements of the horn link were also performed

in a CATR, and a detailed comparison of simulated and measured EVM results was presented.
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Figure 3.29 (a) |S21| at fc = 39 GHz as a function of PNA-X RF output power level where

PNA-X attenuation settings are shown to change at -25 dBm, (b) |S21(f)| for a 10 GHz span

centered at fc = 39 GHz plotted for PNA-X RF output power levels [-25 dBm:2.5 dBm:10

dBm], and (c)-(d) EVM of the Ka-band horn link without pre-amplifier measured in a CATR

as a function of VSG RF output power for 16-QAM test signals with 400 and 800 Mbaud

symbol rates respectively. Both |S21| and EVMH(f) stabilize at high RF output power levels.
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CHAPTER 4

Far Field EVM Characterization of Millimeter-Wave

Phased Arrays

4.1 Review of Phased Array Modeling Methods for Far Field EVM

Analysis

Highly-sophisticated phased array models would be required to fully characterize simultaneous

transmission and reception of wideband modulated signals by a large number of array elements,

nonlinearity of active beamforming transceiver components, and mutual coupling variations

for numerous beam states. As a result, most researchers develop reasonably-simplified models

that only account for some of these forms of signal distortion from phased array transmission.

One technique for simulating the far field EVM of large phased arrays is to develop an

analytical expression in which the array element amplitude and phase errors can be modeled

as random variables [95,96]. For example, in [95], the EVM from an N -element hexagonal

phased array was calculated from equation (4.1), where N is the number of antennas, Wmn is

the weighting coefficient for array element n and beam state m, Amn is the spatial response

function (4.2), σ2
δ and σ2

ψ are the variances of amplitude and phase error (1 + δn)e
ψn of each

element n, and G0 =
∑N

n=1WmnAmn is the sum of element excitations for all m beam states.

In equation (4.2), (ρn, φn) is the element location as shown in Fig. 4.1(a), and (θ0, φ0) is

the beam-steering angle. The phased array dimensions and EVM for the Gaussian random

amplitude and phase variables δn and ψn with different ranges are presented in Fig. 4.1(b).
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Figure 4.1 A digital beamforming array EVM simulation based on random amplitude and

phase errors δn and ψn in equations (4.1) and (4.2) [95]: (a) phased array dimensions and

element n cylindrical coordinates (ρn,ϕn) and (b) EVM simulation results for amplitude (left)

and phase (right) error ranges with SNR = 23 dB.

EVM =

√√√√ N∑
n=1

|WmnAn|2
(σ2

δ + σ2
ψ)

G2
0

+
1

SNR
(4.1)

An = exp{−j 2π
λ
ρn sin θ0 cos (φn − φ0)} (4.2)

In [96], another analytical expression with random variables was used to predict how different

numbers and distributions of damaged array elements would influence the EVM. In [97], IQ

amplitude and phase errors were modeled as random variables and used to estimate the EVM

of a 64-QAM test signal transmitted and received by identical four-element phased arrays.

Modeling amplitude and phase errors of array elements as random variables can provide some

insight into the statistical correlations of the far field EVM performance, but a more accurate

EVM characterization requires a modeling of amplitude and phase errors which is consistent

with the RF power and frequency response of the distortion-dominating active components,

particularly power amplifiers. This was demonstrated in section 3.4 through a comparison of

EVM measurements of a Ka-band horn antenna with and without a pre-amplifier front end.
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One approach to incorporating power amplifier nonlinearity effects in phased array EVM

simulations is to apply a cubic polynomial model for the AM-AM and AM-PM modulation

as a function of the input signal power Pin, as shown in Fig. 4.2(a). For example, in [98],

the active array element channels were modeled in MATLAB as linear gain segments with

random amplitude and phase errors cascaded with memoryless nonlinearity segments that

apply AM-AM and AM-PM modulation based on the element channel’s input signal power

Pin. The sum of the distorted signals from all array element channels is then demodulated

to estimate the EVM of a receiver located in the far field of the phased array. The EVM

results for a 64-element array transmitting a 64-QAM signal at 5 dB backoff from the P1dB

compression point (Pin = −19 dB) is plotted in Fig. 4.2(b) as a function of the RMS gain and

phase error, and EVM is plotted in Fig. 4.2(c) for the same backoff level with an RMS gain

error of 1.0 dB and phase error of 10◦ as a function of the number of array elements. These

results demonstrate that EVM is more-strongly correlated with gain error than phase error

because the AM-AM and AM-PM distortion depends on gain, and phase error averages out

in the summation of received signals from a large number of elements [98]. This is highlighted

in Fig. 4.2(c) by the convergence of sixty EVM simulations as the number of array elements

increases. Beam scanning toward an angle (θt, ϕt) could have been simulated in this model by

applying a progressive phase shift to each of the array element channels, based on an assumed

array geometry and element spacing, and adding time delays before the ideal combiner to

compensate for free space propagation.

A similar MATLAB phased array transmission model was implemented in [99] to simulate

the effects of power amplifier (PA) nonlinearity variation on the far field EVM of a uniform

linear array. Power amplifier AM-AM and AM-PM distortion characteristics as a function of

Pin were based on a lookup table from measurements of a 13 GHz CMOS power amplifier (PA),

and raised-cosine filtering was applied to a 100 MHz-wide 64-QAM test signal. Monte-Carlo

simulations demonstrated that EVM is reduced slightly with an increase in both the number

of array elements and range of random variations in PA nonlinearity in the absence of digital

predistortion (DPD). They also showed that the EVM reduction is significantly enhanced

when DPD is applied. Consequently, the authors of [99] suggest that it might be possible to
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Figure 4.2 A model of phased array 64-QAM signal transmission implemented in MATLAB

and EVM simulation results [98]: (a) phased array model and plots of memoryless power

amplifier AM-AM (left) and AM-PM (right) vs. Pin, (b) EVM vs. RMS amplitude and phase

error for 5 dB backoff (Pin = −19 dB), and (c) EVM vs. number of elements for 5 dB backoff,

1 dB RMS amplitude error, and 10◦ RMS phase error (for 60 interations).

reinforce DPD and achieve lower EVM by intentionally biasing power amplifiers in phased

array element channels to generate a large initial error variation. In [100], a simulation of PA

nonlinearity variation based on a Gaussian distribution of the IP1dB showed that adjacent

channel power ratio (ACPR) also decreases with an increase in the number of array elements.

However, there are certain shortcomings in the baseband phased array signal transmission

models of [98] and [99] that should be addressed for more accurate EVM simulations. For

example, the authors of [98] acknowledged that random phase errors would reduce the phased

array gain and SNR at the receiver, thereby increasing EVM. Unlike that of the Ka-band

horn link simulation presented in section 3.3, this model did not include the effect of finite,

gain-dependent SNR on EVM. Additionally, array element patterns and frequency response

variations due to fabrication tolerances and mutual coupling effects were not included in these
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two models. Because beam scanning changes the load impedances of array element power

amplifiers and influences their nonlinear characteristics, it is critical that these electromagnetic

effects be included in phased array signal transmission models. Finally, the cubic polynomial

models do not capture power amplifier memory effects, which can also have an effect on the

EVM of the signal received in the far field.

Researchers have started to address some of these challenges and have worked to develop

more-advanced phased array signal transmission models that include some of these effects by

deriving mathematical representations or combining power amplifiers load pull simulations

with active S-parameter simulations of array elements [101–105]. In [104], a Volterra series

representation of a dual-input power amplifier was designed to include nonlinearities, mutual

coupling, and wideband impedance mismatch effects. The PA model coefficients for each array

element channel were obtained from load pull measurements and array element S-parameter

measurements. In [105], an algorithm was designed to use load-pull and S-parameter data

to estimate PA nonlinearities from mutual coupling effects in phased array beam scanning,

and radiated far field nonlinearity was characterized in terms of received power, AM-AM,

and AM-PM distortion. In addition to these power amplifier contributions to the far field

EVM, researchers have modeled and simulated the effects of large array beam scanning ISI,

carrier aggregation, and beam squint. In [106], a MATLAB model of phased array signal

transmission was used to show that a linear equalizer with a sufficient number of channel taps

could compensate for variation in array element signal time delays during beam scanning,

regardless of QAM modulation order, beam scan angle, and symbol rate. This model and the

EVM results for a 64-QAM test signal are presented in Fig. 4.3. The beam scanning was

modeled by applying a true time delay instead of a phase shift to each array element, and

RRC filters were included at both the transmit and receive ends as highlighted in Fig. 4.3(a).

When a 17-tap linear equalizer was trained on 10% of the ideal 64-QAM symbols and applied

to the far field received signal from a 16x16 phased array scanned in the azimuth plane, the

EVM was reduced to nearly 0.0% as shown in Fig. 4.3(c). Other phased array transmission

models have been synthesized to show the combined the effects of carrier aggregation and

power amplifier nonlinearities [107] and base station phased array gain and positioning within
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Figure 4.3 A model of phased array signal transmission implemented in MATLAB with linear

equalizer compensating for beam scanning ISI and EVM results [106]: (a) block diagram of

16x16 array model and linear equalizer, (b) array diagram showing the time delay differences

between elements at a 60◦ scan angle, and (c) EVM results for different scan angles (x-axis)

and modulation rates (curves).

indoor-to-outdoor multipath links [108] on the EVM of wideband modulated signals.

In this modern age of high data rate millimeter-wave communication systems, the devel-

opment of more accurate and efficient simulation models for phased array signal transmission

and EVM estimation remains a critical challenge. As previously described, one of the main

deficiencies of the simulation models surveyed in the literature is that the unique frequency

response of each array element and its dependence on mutual coupling is not accounted for.

This can be remedied by extending techniques presented in the microstrip patch and Ka-band

conical horn link simulations from sections 3.2 and 3.3 to model voltage transfer functions

for the far field links between each active array element and an arbitrary receiving antenna.
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Section 4.2.2 presents a phased array EVM simulation model including amplitude distortion

from both the embedded element transfer functions |Hmn(f)| and beam squint effect resulting

from slight variations in scanned beam peaks for each of the frequency components in the

modulated test signal [14,106]. This model uses far field probe data from full-wave simulations

of a central element within an 8x8 microstrip patch array in precisely the same manner as

the EVM simulation model for the 28 GHz microstrip patch presented in section 3.2, and it

applies a phase gradient based on the element spacing and beam scan angle. Section 4.2.3

presents a more advanced model in which the complex voltage transfer functions for each

element of the same 8x8 array are synthesized using the methodology described in section 3.3

and used to determine the EVM of the far field sum of element-transmitted 16-QAM signals.

Amplitude tapering and phase quantization errors are also injected to observe their effects

on the far field EVM of the 8x8 array. Section 4.3 provides an overview of the advantages

and disadvantages of using CATRs and plane wave converters (PWCs) for indirect far field

EVM measurements. Section 4.4 describes EVM measurements of the 8x8 millimeter-wave

phased array from [98] using a CATR and a PNA-X network analyzer with frequency domain

spectral correlation. Finally, section 4.5 summarizes the contents of this chapter.

4.2 EVM Simulation of an 8x8 Microstrip Patch Phased Array

4.2.1 Introduction

At millimeter-wave frequencies, active antenna arrays with thousands of radiating elements

can be efficiently integrated with silicon RF beamforming circuits in printed circuit boards.

This has led to increased interest in developing large active phased arrays for broadband

5G and satellite communication systems, as described in section 1.1. Nonetheless, because

beamforming is typically achieved through narrowband RF phase shifters rather than bulky

and expensive time delay control circuits, the main beam direction deviates from the targeted

beam direction used to set the phase gradient at the center frequency of the channel fc. This

effect is known as beam squint, and while its influence on the EVM of a 64-QAM signal has

been simulated for square arrays of isotropic radiators [14], it has not yet been simulated
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Figure 4.4 MATLAB model for 16-QAM signal transmission from the phased array transmitter

(blue) to the single antenna receiver (green). Each phased array element is connected to an

ideal phase shifter and fed through a lossless 1/N divider, where N is the number of elements.

EVM represents the difference between transmitted and received symbols after normalization.

in conjunction with the frequency-dependent electric field pattern of the array elements at

various scan angles. Since EVM is a measure of the amplitude and phase differences between

the transmitted symbols x(tn) and equalized received symbols y(tn) ∗ e(tn), as shown in

equation (1.2) [35], it is related to data throughput rate in wireless links, and it has been

identified as a figure of merit for 5G active antenna array systems. [23] The aim of this work

is to model the far field EVM of a 5G phased array as its main beam is scanned in E and

H-field planes, using MATLAB and embedded element patterns from full-wave simulation in

CST Microwave Studio.
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4.2.2 Simulation Model and EVM Results for Beam Scanning with Beam Squint

and Embedded Element Patterns

The signal processing algorithm for the transmitting phased array is illustrated in the block

diagram of Fig. 4.4. A sequence of 1000 random symbols is 16-QAM modulated, upsampled

by a factor of 1000, and passed through a RRC filter with rolloff factor α = 0.4. A second

RRC filter with the same α is implemented in the receiver to generate an ISI-eliminating

matched filter. The frequency spectrum of the common port voltage signal X(f) is divided by

the number of radiating elements N , which are arranged in a square lattice with a separation

of d = 3.85 mm (0.5λ at 39 GHz) in both x̂ and ŷ directions, such that excitation is uniform

in amplitude. The radiated far field of the phased array for a specific beam scan angle (θs, ϕs)

at the signal center frequency fc = 39 GHz is evaluated as shown in equation (4.3):

E⃗array =
M∑
m=1

N∑
n=1

Xmn(f)H⃗mn(f, θ, ϕ)e
j[(m−1)ψx+(n−1)ψy ] (4.3)

where Xmn(f) is the spectrum of the complex voltage signal that is applied to the port of

each phased array element (m,n), H⃗mn(f, θ, ϕ) is the normalized vector effective length of

each array element, and ψx, ψy are the beam-steering phase coefficients in (4.4a) and (4.4b).

ψx = kd sin θ cosϕ− kcd sin θscosϕs (4.4a)

ψy = kd sin θ sinϕ− kcd sin θssinϕs (4.4b)

In equation (4.3), the frequency can be modeled as f = fc±∆f , where ∆f is the frequency

offset from center frequency fc. In equations (4.4a)-(4.4b), kc = 2π/λc where λc is wavelength

at fc, (θ, ϕ) is the far field observation angle, and (θs, ϕs) is the beam scan angle. It is

assumed that the phase shifts applied to array elements are continuous from 0 to 360◦, with

no phase quantization. Vector effective length H⃗mn(f, θ, ϕ) is normalized by its magnitude at

fc and introduces amplitude distortion in the radiated fields of each array element. Because

the EVM analysis in this section is for large planar arrays, the vector pattern of embedded
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Figure 4.5 (a) |H⃗44(fc, θ, ϕ)|: |E⃗H | field pattern for embedded element (m,n) = (4, 4) in an

8x8 microstrip patch array at fc = 39 GHz. (b) Normalized beam squint amplitude versus

frequency offset from fc for N isotropic elements with a 100 MHz bandwidth centered at f0

highlighted in gray. (c)-(d) |H⃗44(f, θ, ϕ)| at various E- and H-field plane angles respectively.
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Figure 4.6 (a)-(b) EVM of the 16-QAM test signal for azimuth plane beam scan angles θs

in the E-plane and H-plane respectively for the 32x32 (blue), 16x16 (green), and 8x8 (red)

phased arrays. (c)-(d) Constellation diagrams showing the ideal transmitted symbols (red)

and simulated received symbols (blue) for the beam scan angles (θs, ϕs) = (60◦, 0◦) in the

E-plane and (θs, ϕs) = (60◦, 90◦) in the H-plane respectively.

element (m,n) = (4, 4) at the center of the 8x8 microstrip patch array shown in Fig. 4.5 is

used for all H⃗mn(f, θ, ϕ) regardless of the simulated array size, and edge effects are ignored.

The 8x8 array is slightly smaller than the 5λ x 5λ minimum size recommended for embedded

element modeling in [109], but because the coupling between embedded element (4, 4) and

the edge elements was less than −20 dB, this was considered a reasonable approximation.

The port of embedded element (4, 4) is excited with the default Gaussian voltage signal in

CST Microwave Studio while all of the other array elements are terminated in matched loads.
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The magnitude of the Ludwig’s 3rd horizontal E-field component, shown in equation (3.14a),

was simulated at far field probes located 1.0 meter from the center of the embedded element

patch surface at all beam scan angles. Because the far field probe results are normalized with

respect to applied voltage, they are used as H⃗mn(f, θ, ϕ) in equation (4.3) and assumed to

convert input voltage at element terminals directly to E⃗H . These element fields are summed

at far field observation angles (θ, ϕ) = (θs, ϕs) using equations (4.3) and (4.4a)-(4.4b). The

receiving antenna is assumed to be co-polarized with the phased array radiated far field vector

E⃗array and have a uniform-amplitude vector effective length for all frequency components of

the test signal X(f), such that it does not further distort the received signal spectrum Y (f).

The EVM of a 16-QAM test signal with 100 Mbaud symbol rate is calculated for N = 1000

symbols using equation (1.2), where x(t) and y(t) are the IFFT of X(f) and E⃗array(f, θ, ϕ)

respectively and e(t) is a constant that represents the reciprocal of the phased array input

voltage to radiated far field gain e(t) = |X(f0)/E⃗array(f0, θ, ϕ)| at carrier frequency f0 = 38.65

GHz. The carrier is assumed to be one of eight independently-modulated carriers spanning

an 800 MHz channel with center frequency fc = 39 GHz. In this scenario, the edge carrier f0

has the largest offset from fc, which is the the frequency used to calculate the phase gradient

applied to the array elements. Consequently, it experiences the highest degree of beam squint

distortion as indicated in Fig. 4.5(b). Still, as demonstrated in Fig. 4.6, the EVM increase

only exceeds 1% for large scan angles (θs ≥ 30◦), and this increase in EVM is amplified in

the H-plane of larger phased arrays due to the enhancement of the beam squint effect with a

larger number of elements. However, for the large E-plane scan angles, EVM decreases for the

largest phased array (N = 1024) because H⃗mn(f, θ, ϕ) nullifies beam squint amplitude roll-off.

Therefore, in this example, embedded element frequency response is a greater contributor

to the received signal linear distortion than beam squint, except when large planar phased

arrays (N ≥ 256) transmit wideband signals (≥ 100 Mbaud) at large scan angles (θs ≥ 30◦).
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4.2.3 Simulation Model and EVM Results for Beam Scanning with Individual

Element Patterns, Amplitude Taper, and Phase Quantization

The phased array signal transmission model applied to the EVM simulations of subsection

4.2.2 provided some insight on the relative effects of beam squint and active element frequency

response for square arrays of various sizes. However, this passive array model was subject to a

few limitations: First, the group delay distortion of the embedded element at each scan angle

was excluded in these simulations just as it was for the boresight EVM simulation of the 28

GHz microstrip patch antenna in section 3.2. This was resolved by adopting the complex

antenna voltage transfer function modeling method implemented for the Ka-band horn link

simulation of section 3.3, where the same receive horn was assumed to capture the sum of

signals transmitted from all 64 array elements at a separation distance of r = 3.0 m. Secondly,

all of the radiating elements were assumed to have the same gain versus frequency profile for

the L3 horizontal polarization as embedded element (m,n) = (4, 4), which is highlighted in

Fig. 4.5(a), regardless of the array size or the element’s unique position within the array. This

simplification was eliminated in the following EVM simulations by exporting the field probe

results for each element in the array via a customized control script produced in MATLAB.

Unique antenna link voltage transfer functions Hmn(f, θs, ϕs) are generated from these array

element field probe results at each beam scan angle through the process outlined in section

3.3 and substituted for H⃗mn in equation 4.3 to obtain the received signal spectrum Y (f),

rather than the received field E⃗array: Unlike the EVM simulation of subsection 4.2.2, an ideal

receiving antenna with zero amplitude and phase distortion was not assumed. The design

details for the coax-fed microstrip patch elements in the 8x8 array, positioning of far field

probes at E-plane beam scan angles (θs, ϕs), and simulated E⃗H and S11 versus frequency

for central patch element (m,n) = (4, 4) are presented in Fig. 4.7. The gain and normalized

group delay of the voltage transfer functions Hmn(f) for each element (m,n) at each E-plane

scan angle in the CST and MATLAB simulations are shown in Figs. 4.8 and 4.9 respectively.

It is clear from these results that the least element-to-element variation for both amplitude

and phase response occurs at the scan angles in close proximity to boresight (θs, ϕs) = (0°, 0°),

whereas the greatest variation occurs at large scan angles such as θs = ±60°. Consequently,
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Figure 4.7 Design specifications for the 8x8 coax-fed microstrip patch phased array used in

EVM simulations of section 4.2, E-plane far field probe positions, and E⃗H(f) and S11(f) for

embedded element (m,n) = (4, 4). The resonant frequency of this patch element is 39 GHz.

in addition to the SNR degradation from beam scan loss at large angles, a higher degree of

linear distortion should be expected to result from superposition of radiated fields of the

array elements transmitting wideband single-carrier signals toward these directions. Both of

these phased array beam scanning effects can degrade signal quality and result in low EVM

if the received signal is un-equalized.

A 16-QAM test signal with 400 Mbaud symbol rate was generated and passed through a

RRC filter with rolloff factor α = 0.4 and each of the array element channel filters Hmn(f)

presented in Figs. 4.8 and 4.9 to estimate the signals received in the far field from each of the

transmitting array elements at specific E-plane scan angles. The in-phase components of these

signals for each beam scan angle are shown in the time domain plots of Fig. 4.10. Differences

in element-to-element amplitude distortion are visible for larger scan angles such as θs = ±60°.

The signals received from each array element at each beam scan angle, excluding the beam

scan phase gradient factor in equation (4.3) and propagation delays to the far field receiver

position, are summed together to model the same ideal OTA combination as the phased array

simulation models from [98] and [106]. The un-equalized EVM is then calculated from the
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Figure 4.8 Gain of the far field link voltage transfer functions |Hmn(f)| for each array element

(m,n) = (1, 1)...(8, 8) at E-plane beam scan angles (θs, ϕs) = (a) (60°, 180°), (b) (45°, 180°),

(c) (30°, 180°), (d) (15°, 180°), (e) (0°, 0°), (f) (15°, 0°), (g) (30°, 0°), (h) (45°, 0°), and (i)

(60°, 0°).
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Figure 4.9 Normalized group delay τmn of the far field link voltage transfer functions Hmn(f)

for each array element (m,n) = (1, 1)...(8, 8) at E-plane beam scan angles (θs, ϕs) = (a)

(60°, 180°), (b) (45°, 180°), (c) (30°, 180°), (d) (15°, 180°), (e) (0°, 0°), (f) (15°, 0°), (g) (30°, 0°),

(h) (45°, 0°), and (i) (60°, 0°).
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Figure 4.10 In-phase component of the 400 Mbaud 16-QAM signals transmitted by each

array element and received at the E-plane beam scan angles (θs, ϕs) = (a) (60°, 180°), (b)

(45°, 180°), (c) (30°, 180°), (d) (15°, 180°), (e) (0°, 0°), (f) (15°, 0°), (g) (30°, 0°), (h) (45°, 0°),

and (i) (60°, 0°).
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Figure 4.11 (a) Un-equalized EVM of the 400 Mbaud 16-QAM test signal resulting from

superposition of the simulated array element channels at E-plane beam scan angles θs with

uniform amplitude and no phase error (blue), the 10 dB Taylor amplitude taper shown in

(b), and a 6-bit (5.6°) phase quantization error (green) shown in (c). Received signals from

array elements at (θs, ϕs) = (60°, 180°) for the blue, red, and green cases are shown in (d)-(f).

complex difference between the received signal sum and the 16-QAM test signal applied to

each array element channel Hmn(f, θs, ϕs). Results are shown in Fig. 4.11 for three test cases:

(1) uniform amplitude and zero phase gradient error, (2) 10 dB Taylor amplitude taper, and

(3) uniform amplitude with 6-bit (5.6°) phase quantization error. The un-equalized EVM for

all three cases are well-correlated, indicating that that array element transfer functions were

the dominant source of linear distortion in the far field received signal, just as they were

for the simulation of section 4.2.2. Had the phase quantization error been made larger and

had the amplitude taper been normalized to 0 dB, as if variable attenuators were used, it

is possible that these effects would have had a greater influence on the un-equalized EVM

results. The EVM asymmetry across the E-plane scan angles in Fig. 4.11 indicates that the

slope of the array elements’ amplitude and group delay response across the 16-QAM signal

bandwidth is greater at beam scan angles toward the bottom of the array, as displayed in Fig.
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4.7, possibly due to the feed positioning. Further analysis is required to determine the source

of this asymmetry and means of correcting it in the array design. Nonlinear distortion effects

from additional RFIC power amplifiers should also be modeled in conjunction with the linear

distortion effects from passive element transmission demonstrated in section 4.2, since the

latter can be mitigated with channel equalization and the use of multi-carrier modulation

schemes such as OFDM. However, because the complex frequency responses of individual

radiating elements as a function of beam scan angle have typically been excluded from phased

array EVM simulations, as described in section 4.1, the application of full-wave simulations

to phased array EVM simulation models in section 4.2 represents a significant advancement.

4.3 Review of Indirect Far Field Measurement Methods for Phased

Array EVM Analysis

The large number, limited size and spacing, and high level of integration of radiating elements

with beamforming ICs in large millimeter-wave phased arrays necessitates the use of OTA

techniques for measurements of modulated signal quality. This section highlights far field

and indirect far field measurement systems that have been used by researchers to perform

EVM measurements and enhance their precision and versatility in characterizing the beam

scanning performance of millimeter-wave phased arrays.

Far field anechoic test ranges have traditionally been used to measure the radiated electric

field magnitude patterns of antennas using CW signals. However, large increases in signal

bandwidth and decreases in array element size and spacing at millimeter-wave frequencies have

generated interest in characterizing the wideband effects of antennas and arrays on system

level performance metrics such as EVM and BER, as described in section 1.2. Controlled OTA

test environments are therefore being adapted for these measurements. In [110], the EVM

pattern of a 3.5 GHz probe-fed microstrip patch antenna was measured in an anechoic test

range. This patch was rotated and received a 50 MHz-wide π/4 DQPSK signal transmitted by

an identical patch along the broadside direction. In [24], another EVM pattern measurement

was taken for a 32-element 28 GHz phased array [111] transmitting an 800 MHz QPSK signal.
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Figure 4.12 Far field EVM measurement system for a 39 GHz 8x8 phased array and probe

separated by D = 1.0 m [98]: (a) block diagram of measurement system with AWG and

external upconverter for signal generation and real-time scope with VSA software for demod-

ulation of the received signal, and (b) EVM vs. EIRP plot demonstrating the (1) SNR, (2)

measurement system, and (3) power amplifier linearity dominated regions.

The EVM pattern was shown to be strongly correlated with the inverted radiated far field

pattern, demonstrating that the EVM measured at far field distances is dominated by the

SNR when the array amplifiers are not driven into saturation.

The EVM versus RF power of the modulated test signal applied to the common port of

the active phased array takes the form of the plot shown in Fig. 4.12(b): At lower EIRP,

EVM is dominated by the low SNR resulting from the large free space path loss between

antennas and dynamic range limitations of the receiver, which is shown in the representative

OTA measurement configuration for the 39 GHz 8x8 phased array of [98] in 4.12(a). At higher

EIRP, EVM is dominated by the nonlinear distortion of the phased array power amplifiers.

At median EIRP, EVM is limited by the test instrument imperfections such as AWG noise

and local oscillator (LO) phase noise [98]. In [112], an OTA measurement system similar to

that shown in Fig. 4.3(a) was used to measure the EVM of an analog beamforming front end

module with an integrated 4x1 linear array. For the 64-QAM test signal, EVM components
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Figure 4.13 Images of a millimeter-wave compact antenna test range and instruments provided

by Keysight in Santa Rosa, CA: (a) 39 GHz 8x8 phased array [98] mounted to a roll/azimuth

positioner with a custom-designed, 3D-printed bracket that extends the array to quiet zone

center, (b) reflector and feed horn enclosure, and (c) exterior view of CATR and instruments.

from independent error sources were estimated to isolate the DUT-based EVM degradation

from that of the rest of the test system. Linear distortion in the array link was removed by

VSA equalization, and nonlinear distortion from power amplifiers was limited by operating

at a 14 dB backoff, such that the authors could approximate the EVM as a root-sum-square

of distortion components. The EVM from the module and OTA measurement system errors

were estimated at 1.23% and 1.07% respectively. This underscores the difficulty in performing

far field EVM measurements with adequate precision.

Limited dynamic range in the VSA receiver and embedded signal generator errors can

create EVM comparable with that of the DUT in demodulation-based measurements. As

a result, compact test ranges (CATRs) are generally preferable. CATRs utilize a parabolic

reflector to transform the spherical plane wave emanating from the feed antenna to a plane

wave at the AUT position. This indirect far field method results in smaller test ranges with

a lower spatial path loss than direct far field ranges, and it generates a quiet zone in the

AUT vicinity where the amplitude and phase variation are minimal [113–116], as described

in section 3.4. For example, at 28 GHz, a quiet zone of 27 cm with a 2.0 dB amplitude taper
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Figure 4.14 Compact test range EVM measurement system diagram highlighting RF signal

(green), control (blue), DC power supply (orange), and OTA (red) paths between the PC

and test instruments. A 10 MHz reference signal (black) is used for synchronization of the

AWG, VSG, and VNA. An Arduino is used as a digital interface between the PC and array.

can be accommodated within a CATR with a maximum dimension of 2.0 meters, but the

same quiet zone requires a far field test range dimension R ≥ 2D2/λ = 13.6 m and 26 dB

of additional path loss [114]. Consequently, CATRs provide a significant improvement in

dynamic range which can be leveraged for more precise EVM measurements, especially for

large millimeter-wave beamforming arrays. In [116], S21 for a 26 GHz massive MIMO base

station array in a CATR was simulated and used to scale each frequency component of a

400 MHz OFDM test signal. The EVM of the was calculated for the S21-scaled signal after

performing a linear equalization to evaluate the CATR’s wideband performance. The influence
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of AUT gain variation and reflector edge diffraction on CATR links becomes more significant

as signal bandwidth increases. Such simulation tools can help engineers examine tradeoffs in

CATR reflector design and define the bandwidth and AUT beamforming limitations [116].

Another type of indirect far field measurement system is the plane wave converter (PWC),

in which a large array of probe antennas is used to synthesize a spherical quiet zone around

the AUT. In [114] and [117], a PWC with 158 wideband Vivaldi antennas was used to measure

the EVM of antennas transmitting 100 MHz OFDM signals at 2.4 GHz. At sub-6.0 GHz

frequencies, CATR reflectors are prohibitively large and expensive, which makes PWCs an

attractive alternative for OTA EVM measurements in these lower frequency bands. However,

bandwidth limits imposed by PWC arrays [117] and expensive installation of a large probe

arrays [115] at millimeter-wave frequencies suggests that they are less likely to be deployed.

CATRs provide a convenient and controlled OTA test environment for instantaneous EVM

measurements at millimeter-wave frequencies, and their limitations are primarily based on

the reflector design: It must be made wide enough to generate a quiet zone that fully encloses

the AUT, and edge treatments must limit quiet zone amplitude and phase ripple across

the test signal bandwidth. An F9650A millimeter-wave CATR from Keysight Technologies,

configured for EVM measurements of the 8x8 phased array from [98], is shown in the images

of Fig. 4.13 and the block diagram of Fig. 4.14. The EVM measurement system and results

for the 8x8 phased array are presented in section 4.4.

4.4 EVM Measurement of an 8x8 Microstrip Patch Phased Array

with a Compact Antenna Test Range and Network Analyzer

This section presents EVM measurements of the 8x8 phased array from [98] in a millimeter-

wave CATR. The measurement system, which is shown in the images of Fig. 4.13 and the

block diagram of Fig. 4.14, is identical to the one used for Ka-band horn link measurements

described in section 3.4, with the exception of the AUT replacement. The EVM measurements

were achieved through spectral correlation on a PNA-X network analyzer. The test equipment

was provided by Keysight Technologies and set up at their headquarters in Santa Rosa, CA.
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4.4.1 CATR Measurement System and Phased Array Calibration

For details concerning the CATR measurement system of Fig. 4.14 and 16-QAM test signal

generation, the reader is referred to section 3.4. For the EVM measurements presented in this

section, the 8x8 millimeter-wave phased array that was presented in [98] and developed by

researchers at UC San Diego was used as the AUT instead of the Ka-band conical horn antenna

shown in Fig. 3.18(a). The AUT has sixty-four stacked microstip patch elements integrated

with sixteen silicon beamforming ICs on a multi-layer PCB. The control PC runs MATLAB

scripts designed to perform fully-automated phased array measurement sequences. In addition

to sending SCPI commands that synchronize the CATR positioner and network analyzer, as

shown in section 3.4, these MATLAB scripts also send pre-programmed commands to an

Arduino microcontroller that processes the commands and forwards them to the phased array

through its serial peripheral interface (SPI). Therefore, in addition to controlling the test

instruments, the MATLAB test automation scripts also control the phased array: They send

commands that activate the variable gain amplifiers (VGAs) and update 6-bit phase shift

registers for each of the beamforming IC channels to perform calibration, measurements of

individual array elements, and measurements of the fully-active array as the beam is scanned.

The Arduino board is connected to the PC via USB, and the phased array breakout board is

powered through an external DC supply as shown in Fig. 4.14. A phase calibration of the

array was performed prior to making the EVM measurements, as highlighted in Fig. 4.15(b),

using a custom program for the Arduino microcontroller developed by Keysight Technologies.

It automates sequential activation of each array element with the same phase state and VNA

triggering to capture the S21 phase at fc = 39 GHz for each element at boresight. The 6-bit

BFIC phase shift registers are then updated to minimize measured phase error relative to that

of a specific element, to within 5.625◦ resolution [98]. Phase error following this calibration is

reduced by a factor of three, as shown in Fig. 4.15(b), and results in higher active array gain.
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Figure 4.15 Phase calibration of array performed at fc = 39 GHz: (a) enumeration of elements

1-64, which excludes dummy elements, and (b) calibrated (green) and uncalibrated (blue)

S21 phase of the array elements with peak-to-peak variations of 28.5◦ and 87.5◦ respectively.

4.4.2 EVM Measurement of Individual Phased Array Elements

Following the phase calibration, the modulated gain |Hn(fc)| at carrier frequency fc = 39

GHz, un-equalized EVMUN , and equalized EVMEQ of each array element n was measured

in the boresight direction of the phased array (θt, ϕt) = (0°, 0°) as a function of the RF output

power PRF from the VSG and as a function of the far field observation angle (θt, ϕt) with

PRF = 15 dBm. These element-level measurement results are displayed in Fig. 4.16. Fig. 4.17

shows the measured PSD of the input and output signals, SXX(f) and SY Y (f) respectively,

as well as decomposition of SY Y (f) into a linear component with modulated gain H(f) and

nonlinear component SDD(f) for four representative elements of the 8x8 phased array. Fig.

4.18 shows the equalized and un-equalized EVM and the carrier gain |H(fc)| for the same

elements, and Fig. 4.19 shows the estimated noise EVMSNR and intermodulation distortion

EVMIMD components of the equalized EVM from equation (3.22) for elements 13 and 46.

In Fig. 4.19, the SNR at the lowest RF output power (PRF = −3 dBm) is calculated from
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Figure 4.16 RF carrier gain (a)-(b), EVMUN (c)-(d), and EVMEQ (e)-(f) of all sixty-four

phased array elements. In [(a),(c),(e)], results are plotted at boresight as a function of RF

carrier power PRF from the VSG, and colors represent array elements. In [(b),(d),(f)], results

are plotted as a function of array element number with PRF = 15 dBm, and colors represent

far field observation angles θt in the azimuth plane. The anomaly from element 34 for angle

θt = 15◦ (light blue) in [(b),(d),(f)] is conjectured to result from an Arduino activation failure.
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Figure 4.17 Power spectral densities of the modulated stimulus applied to the AUT SXX(f)

(blue) and measured on the PNA-X reference receiver R1, the received signal from the CATR

feed horn SY Y (f) (green) measured on receiver B, and the distortion spectrum SDD(f) (red)

described in section 2.3, with the corresponding modulated gain |H(f)| (magenta) overlayed.

These results are for array elements (a) 13, (b) 46, (c) 50, and (d) 57.

equation (3.22) by letting EVMIMD = 0. Remaining SNR values are increased proportionally

with PRF and used to calculate the EVMIMD using equation (3.22). Finally, Fig. 4.20 shows

the EVM for all sixty-four elements of the phased array at the maximum power that could be

selected without the source becoming unlevel (PRF = 15 dBm). The following observations

can be made by examining the element-level gain and EVM results shown in Figs. 4.16-4.20:

At lower RF output power levels, both the equalized and un-equalized EVM are higher (6-

18%) due to a low measurement SNR, and the EVM is dominated by the 1/SNR component
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Figure 4.18 Equalized EVMEQ (green), un-equalized EVMUN (blue), and carrier gain |H(fc)|
(red) as a function of RF output power from the VSG for elements (a) 13, (b) 46, (c) 50, and

(d) 57.

of equation (3.22). This is shown in Fig. 4.19 for elements 13 and 46. Due to 10 dB variation

in uncalibrated gain of the array elements, the SNR likewise varies by 10 dB and causes a

larger variation in EVM in this low power region as shown in Fig. 4.16(c) and (e). As RF

output power increases, the variation becomes smaller because the EVM starts to be limited

by intermodulation EVMIMD of the BFIC power amplifiers connected to each array element.

Because un-equalized EVM includes the amplitude and phase distortion of the array element

channels in addition to the noise and nonlinearity from equation (3.22), its variation at the

maximum RF output power PRF = 15 dBm (4%) is double that of the equalized EVM (2%),
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Figure 4.19 Equalized EVMEQ (green), noise component EVMSNR (blue), and intermodula-

tion distortion component EVMIMD (red) from equation (3.22) as a function of VSG RF

output power for elements (a) 13 and (b) 46.
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Figure 4.20 Equalized EVMEQ (green), un-equalized EVMUN (blue), and carrier gain |H(fc)|
(red) for all 64 array elements with PRF = 15 dBm. Results for the four array elements from

Figs. 4.17 and 4.18 are highlighted for comparison.
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and un-equalized EVM is always higher than equalized EVM as shown in Fig. 4.16(c)-(f)

and Fig. 4.20. Un-equalized EVM variation as a function of the AUT far field observation

angle (θt, ϕt) in 4.16(d) is greater than the equalized EVM variation in 4.16(f) because array

element frequency response varies with far field angle as demonstrated in the UWB antenna

analysis from [118]. The un-equalized EVM is higher at far field angles further from boresight,

as highlighted by the dark blue and orange curves representing θt = 60° and θt = 45° in Fig.

4.16(d), just as it was for the Ka-band conical horn measurements in section 3.4, due to a

higher passband amplitude ripple and group delay variation. Though the equalized EVM in

4.16(f) shows less variation with far field angle, it is likewise higher at large angles due to

lower antenna gain and SNR, particularly for elements near the edges (e.g. 17, 24, 40, 49).

Comparing results for elements 13 and 46 in Fig. 4.18(a) and (b), equalized EVM at the

minimum RF output power PRF = −3 dBm is 4% higher for element 46 as a result of the 3.5

dB lower average modulated gain shown in Fig. 4.17(a) and (b), which increases the SNR.

However, the equalized EVM at the maximum RF output power PRF = 15 dBm is slightly

lower (-0.4%) for element 46 due to the increased amplifier compression and intermodulation

distortion EVMIMD for element 13, which is observed by comparison of Fig. 4.17(a) and (b).

Furthermore, a larger gap exists between the equalized and un-equalized EVM for element 13

than for 46, due to the steeper slope of element 13’s modulated gain |H13(f)| relative to that

of element 46 |H46(f)|, as shown in Fig. 4.17(a) and (b). Comparing results for elements 50

and 57 in Figs. 4.17 and 4.18 (c) and (d), both equalized and un-equalized EVM are higher

for element 50 at all RF output power levels because its modulated gain |H50(f)| is 4.0 dB

lower and has a larger variation across the 449.1 MHz integration bandwidth than |H57(f)|.

4.4.3 EVM Measurement of Fully-Activated Phased Array

Section 4.4.2 presented EVM measurements of a 16-QAM test signal distorted by indirect

far field links between independent, linearly-polarized active elements of an 8x8 array and a

CATR feed horn via spectral correlation on a PNA-X network analyzer. This section presents

EVM measurements of the 8x8 array with all elements simultaneously activated as a function

of RF source power, symbol rate, and beam scan angle. These array-level measurements were
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Figure 4.21 Images of another millimeter-wave compact antenna test range and instruments

provided by Keysight in Santa Rosa, CA: (a) 39 GHz 8x8 phased array [98] mounted to a

roll/azimuth positioner with a custom-designed, 3D-printed bracket that extends the array to

quiet zone center, (b) reflector and CATR, and (c) exterior view of CATR and instruments.

performed in a second visit to Keysight’s headquarters in Santa Rosa, CA and implemented

with the same OTA test system shown in Fig. 4.14. However, because the F9650A CATR

model displayed in Fig. 4.13 was not available during this second visit, the clamshell CATR

shown in the images of Fig. 4.21 was used as a substitute. The ports of the dual-polarized

feed horn shown in Fig. 4.21(b) were not readily accessible due to the elevated position of the

CATR, so the phased array was rotated to match the existing feed polarization as shown in

the orientation of Fig. 4.21(a), and measurements were limited to the E-plane of the array by

only changing the azimuth position of the AUT. Three different test signals were generated

and tested to observe the effects of varying bandwidth and PAPR: a 100 MHz-wide flat tone

signal with 1.0 MHz tone spacing and 400 and 800 Mbaud 16-QAM signals with 1600 symbols

that were RRC-filtered with rolloff factor α = 0.15. The modulated gain and normalized

group delay of the link between the fully-active phased array and CATR feed horn as a

function of the beam scan angle is shown for all three of these test signals in Fig. 4.22(a)-(b)

and (c)-(d) respectively. For each beam scan angle shown in the color key of Fig. 4.22, the

phased array was measured with the positioner rotated to the scan angle θs, such that the
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Figure 4.22 Measured modulated channel gain |H(f)| (a)-(c) and normalized group delay

td(f) (d)-(e) of the 8x8 phased array link for a 100 MHz-wide flat tone signal with 1.0 MHz

tone spacing [(a),(d)] and 16-QAM signal with 400 Mbaud [(b),(e)] and 800 Mbaud [(c),(f)]

symbol rates as a function of E-plane beam scan angle, which is represented by trace color.

beam was expected to point toward the center of the CATR reflector. Because the maximum

modulated gain at carrier frequency fc = 39 GHz occurs at (θs, ϕs) = (15°, 90°), it appears

that the positioner was not properly calibrated for alignment along azimuth. Additionally,

the modulated gain and group delay ripple measured with the beam scanned to boresight

(purple), indicates the possibility of an RF cable calibration error prior to the measurement.

Nonetheless, if the alignment error is accounted for, these measurements show a beam

scan loss of 1.8 dB at 45° from the angle of maximum modulated gain at fc = 39 GHz. This

corresponds to a normalized array element pattern of cos1.2(θ) and matches the measured

beam scan response of the same phased array presented in [98]. The PSD of the transmitted

signal SXX(f), received signal SY Y , and distortion component SDD(f) calculated from the

spectral correlation process described in section 2.3 are shown for the three test signals for
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Figure 4.23 Power spectral densities of the modulated stimulus applied to the AUT SXX(f)

(blue) and measured on the PNA-X reference receiver R1, the received signal from the CATR

feed horn SY Y (f) (green) measured on receiver B, and the distortion spectrum SDD(f) (red)

described in section 2.3, with the corresponding modulated gain |H(f)| (magenta) overlayed.

Results are for a 100 MHz-wide flat tone signal (a)-(c), and a 16-QAM signal with 400 Mbaud

(d)-(f) and 800 Mbaud (g)-(i) symbol rates measured at beam scan angles (θs, ϕs) = (45°, 270°)

[(a),(d),(g)]; (θs, ϕs) = (0°, 0°) [(b),(e),(h)]; and (θs, ϕs) = (45°, 90°) [(c),(f),(i)].

103



-50 -40 -30 -20 -10
VSG RF Output Power (dBm)

0

2

4

6

8

10
EV

M
rm

s (%
)

-14

-13.6

-13.2

-12.8

-12.4

-12

Ca
rr

ie
r G

ai
n 

(d
B)

-50 -40 -30 -20 -10
VSG RF Output Power (dBm)

0

2

4

6

8

10

EV
M

rm
s (%

)

-14

-13.6

-13.2

-12.8

-12.4

-12

Ca
rr

ie
r G

ai
n 

(d
B)

-50 -40 -30 -20 -10
VSG RF Output Power (dBm)

0

2

4

6

8

10

EV
M

rm
s (%

)

-14

-13.6

-13.2

-12.8

-12.4

-12

Ca
rr

ie
r G

ai
n 

(d
B)

-45 -30 -15 0 15 30 45
Beam Scan Angle (deg)

0

2

4

6

8

10

EV
M

rm
s (%

)

-21

-19

-17

-15

-13

-11
C

ar
rie

r G
ai

n 
(d

B
)

(") ($)

-45 -30 -15 0 15 30 45
Beam Scan Angle (deg)

0

2

4

6

8

10

EV
M

rm
s (%

)

-21

-19

-17

-15

-13

-11

C
ar

rie
r G

ai
n 

(d
B

)

-45 -30 -15 0 15 30 45
Beam Scan Angle (deg)

0

2

4

6

8

10

EV
M

rm
s (%

)

-21

-19

-17

-15

-13

-11

C
ar

rie
r G

ai
n 

(d
B

)

(%) (&) (')

(()

Figure 4.24 Equalized EVMEQ (green), un-equalized EVMUN (blue), and carrier gain |H(fc)|
(red) as a function of RF output power from the VSG (a)-(c) and elevation beam scan angle

θs = [0° : 15° : 45°], ϕs = [90°, 270°] (d)-(e) for a 100 MHz-wide flat tone signal [(a),(d)] and

16-QAM signals with 400 Mbaud [(b),(e)] and 800 Mbaud [(c),(f)] symbol rates.

three different beam scan angles in Fig. 4.23. While the average modulated gain and power

in the distortion spectrum SDD(f) appear to be relatively stable with beam scan angle, the

ripple in modulated gain across the signal bandwidth is greatest when the beam is scanned

near boresight (θs, ϕs) = (0°, 0°). Consequently, the equalized EVM remains nearly constant

with beam scan angle, while the un-equalized EVM increases near θs = 5°, as shown in Fig.

4.24(d)-(f). For the 800 Mbaud signal results in Fig. 4.24(d), there is evidence of VGA gain

compression, as the equalized EVM variation nearly matches that of the carrier gain |H(fc)|.

For the EVM measurements of the 8x8 phased array versus beam scan angle, RF carrier

power of the VSG source PRF was held constant at -10 dBm for the two 16-QAM signals

and -25 dBm for the 100 MHz flat tone signal. The EVM was also measured as a function of

PRF with the phased array held stationary and beam scanned to boresight for all three test

signals. These results are presented in Fig. 4.24(a)-(b). Due to the higher PAPR of the 100

MHz-wide flat tone signal in Fig. 4.24(a), the VGAs in the phased array beamforming ICs
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are in compression, and the carrier gain decreases even near the lowest VSG power levels

(PRF = −50 dBm). However, the change in equalized EVM is minimal over the power sweep,

and the attenuation settings of the VNA appear to change automatically as power is increased

from -20 to -10 dBm to protect its receivers. For the two 16-QAM test signals shown in Fig.

4.24(b)-(c), the equalized EVM takes the form of a bathtub curve and closely approximates

the EVM versus EIRP plot in Fig. 4.12(b), which was measured for the same phased array

with a 200 Mbaud 64-QAM test signal [98]: At low PRF , equalized EVM decreases from

higher values due to the lower SNR in this region; at median PRF , where the gain remains

constant and SNR is higher, it reaches a minimum value; and at high PRF , it increases due to

increased intermodulation distortion in the transmitted signal from VGA compression. For

the measurements of the passive Ka-band horn antenna with no front-end power amplifier,

shown in Fig. 3.29, the equalized EVM continues to decrease with increasing PRF because it

remains SNR-limited even in the high power region.

4.5 Summary

This chapter presented the modeling, simulation, and measurement of the EVM resulting from

wideband modulated signal transmission of active, electronically-scanned arrays (AESAs).

Various EVM simulation methods that have been applied to these active arrays and demon-

strated in recent literature were reviewed, and limitations of these methods were identified.

One limitation was that the linear distortion resulting from the combined effects of the array

element frequency response and beam squint had not yet been modeled and simulated. This

was addressed by applying phase gradients computed for the same frequency fc = 39 GHz

to arrays of elements with a uniform frequency response (vector effective length magnitude)

determined from full-wave simulation of a coax-fed microstrip patch near the center of an 8x8

array and simulating the EVM of 16-QAM signals transmitted at carrier frequencies with

offsets ∆f from fc. The embedded element frequency response was obtained through the

same techniques that had been applied to a single microstrip patch antenna in section 3.2.

Since only the amplitude distortion of the array elements was modeled in these simulations,
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the complex voltage transfer function method applied in section 3.3 was later implemented

for each element of this 8x8 array and used to simulate EVM versus beam scan angle. The

effects of amplitude tapering and phase quantization, in the absence of a nonlinear distortion

model for power amplifiers, were shown to be negligible. A review of indirect far field antenna

test systems for EVM measurements of active arrays was presented, and EVM measurements

of 16-QAM signals distorted by a millimeter-wave CATR link between the 8x8 phased array

from [98] and a wideband WR-28 scalar feed horn [86] were presented. These EVM results

were derived from the spectrum of the transmitted and received signals, which were measured

simultaneously with a multi-port network analyzer. The calibration and coherent acquisition

of narrowband VNA receivers allows noise floor to be lowered enough to capture low-power

signals from individual active array element channels in addition to the sum of signals from all

array element channels as the beam is scanned. The reduced spatial path loss of the CATR

(64.4 dB at fc =39 GHz) [93], which is based on the 1.02-meter reflector focal length, further

improves the dynamic range. If even greater dynamic range is required and can be tolerated

at the expense of longer frequency sweep times, the noise bandwidth (NBW) of the VNA

receiver, computed as IF bandwidth times vector averaging factor, can be further reduced to

minimize the EVM noise component from equation (3.22) and isolate the harmonic distortion.

The EVM of the 8x8 phased array elements measured as a function of RF power at boresight

and far field elevation angle and the EVM of the fully-active phased array as a function of

RF power at boresight and beam scan angle were presented. Causes of element-to-element

variations in EVM were analyzed, and EVM was shown to increase with modulation rate and

beamforming IC amplifier intermodulation distortion as the fully-active array was scanned.
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CHAPTER 5

Far Field EVM Characterization via Planar Near Field

to Far Field Transformation

5.1 Review of Planar Near Field to Far Field Transformation for

Far Field EVM Analysis

Planar near field measurement systems are particularly well-equipped for determining the

far field radiation characteristics of large apertures and planar phased arrays with broadside

radiation, such as silicon millimeter-wave phased arrays built for base stations and satellites

[14–16]. The AUT size is limited by the dimensions of the probe scanning system rather than

the those of the reflector quiet zone as it is with a CATR, and the AUT can remain stationary

during probe scanning [91]. The reduction in test volume lowers spatial path loss and increases

the dynamic range of the measurement as well, which has motivated some researchers to

investigate the feasibility of applying planar near-to-far field transformation techniques to the

analysis of modulated signal quality metrics such as EVM and BER [19,114]. The numerous

challenges associated with this endeavor have been outlined in recently-published literature.

First, the planar near field (PNF) to far field transformation is implemented by calculating a

two-dimensional fast Fourier transform (FFT) of the near fields sampled at probe positions

with a minimum separation distance of ∆x0 ≤ λ/2 and ∆y0 ≤ λ/2 at discrete wavelengths

λ [114,119], as shown in equations (5.1), (5.2), (5.3), and (5.4), the discrete representations of

equations (17-7) and (17-9) from [91]. Equations (5.1) and (5.2) are the x̂ and ŷ components

of the plane wave spectrum respectively, where Nx and Ny are the number of probe positions

along the two dimensions of the PNF scan plane, Ex and Ey are the near field components

measured in the scan plane at z = z0, and kx and ky are components of the wavenumber
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k = kxx̂+ kyŷ+ kxẑ = 2π/λ that satisfy the dispersion relation k2 = k2x + k2y + k2z . Equations

(5.3) and (5.4) are orthogonal far field components computed from the plane wave spectrum,

where (r, θ, ϕ) are the spherical coordinates of the far field position at which the radiated

fields are evaluated.

fx(kx, ky) =

Nx/2∑
m=−Nx/2

Ny/2∑
n=−Ny/2

Ex(m∆x0, n∆y0, z0)e
j(kxm∆x0+kyn∆y0)∆x0∆y0 (5.1)

fy(kx, ky) =

Nx/2∑
m=−Nx/2

Ny/2∑
n=−Ny/2

Ey(m∆x0, n∆y0, z0)e
j(kxm∆x0+kyn∆y0)∆x0∆y0 (5.2)

Eθ(r, θ, ϕ) =
jke−jkr

2πr
(fx cosϕ+ fy sinϕ) (5.3)

Eϕ(r, θ, ϕ) =
jke−jkr

2πr
cos θ(−fx sinϕ+ fy cosϕ) (5.4)

Because the PNF to far field (FF) transformation is predicated on an FFT computation for

a plane wave spectrum which is unique for each frequency and planar near field distribution, a

large number of FFT computations may be required to acquire wideband radiated far fields of

large phased arrays transmitting multicarrier modulated signals such as OFDM [21,113], and

spatial FFTs would have to be calculated for each unique beam state [121]. If multiple beams

at large scan angles must be measured within a single PNF scan, the scan plane size must be

increased to ensure that the near fields decay to at least 30 dB below the peak magnitude,

according to the IEEE recommended practices [122]. This could make the PNF measurement

prohibitively time-consuming if a single probe is sequentially moved to each of the planar near

field sampling points. Probe positioning errors, especially along the ẑ axis [123], and ambient

temperature variations during the PNF scan may reduce the accuracy of the far fields derived
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Figure 5.1 A patented procedure for far field EVM estimation from wideband PNF-to-FF

transformation [120] based on time advancing the digitized PNF waveforms using eqn. (5.5).

Figure 5.2 A patented procedure for far field EVM estimation from wideband PNF-to-FF

transformation [120] based on Fourier transforming multiple PNF waveform time segments

and frequency bins.
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from the PNF-to-FF transformation as well [19,113]. For system-embedded millimeter-wave

phased arrays that lack ports with direct access to the feed point, a separate stationary probe

needs to be included to maintain a phase reference during the PNF scan [113,119]. Finally,

SNR differences between the PNF probe positions and far field positions would have to be

determined, which is challenging due to noise figure dependence on PNF probe position [114].

Despite these challenges, researchers have started to develop and patent novel techniques

for estimating far field EVM from wideband PNF measurements of modulated test signals,

periodically transmitted by the AUT during each PNF probe acquisition [120]. Two represen-

tations of the EVM measurement algorithm from [120] are shown in Figs. 5.1 and 5.2. In Fig.

5.1, PNF-sampled signals are down-converted to an intermediate frequency (IF), digitized,

interpolated, and upconverted to acquire digital RF signals for sampled planar near fields at

each of the probe positions. The propagation to a far field observation point at angle (θ, ϕ) is

modeled by time-advancing the digitized PNF signals by ∆t in equation (5.5), where (x, y) is

the PNF probe coordinate and c0 is the speed of light.

∆t = [(x cosϕ+ y sinϕ) sin θ]/c0 (5.5)

The superposition of the time-advanced digital RF waveforms represents the far field signal,

which is downconverted, filtered, and decimated to calculate the far field EVM. In Fig 5.2,

digitized IF near fields from each PNF probe position are partitioned into multiple smaller

time segments that are Fourier transformed to the frequency domain. Multiple spatial Fourier

transforms are then calculated to obtain the plane wave spectrums for a collection of frequency

bins which span the entire modulated signal bandwidth to acquire the wideband far fields for

all of the valid far field angles in the upper hemisphere (θv ≤ 90°). The far fields for each

tone are subsequently transformed back to time domain segments that are stitched together

to calculate the equivalent far field EVM. The patent holders recommended that the near

field time segment durations T satisfy ∆ωbinT ≥ 50 and that frequency bins ∆fbin satisfy

∆fbin ≤ 0.01 ∗ fc to the nearest power of two to facilitate fast and efficient FFT computations.

110



(")

($)

Figure 5.3 Far field EVM estimation from a multi-probe PNF measurement [124]: (a) diagrams

of far field calibration and near field measurements and (b) wideband application for EVM.

Another method of determining the far field EVM of a phased array from multi-probe

PNF measurements was recently introduced in [124]. In this work, a planar near field to

far field mapping matrix R that transforms the multi-probe PNF measured data p at each

frequency f to a set of array element pattern scaling coefficients c is derived by performing

both a far field calibration measurement and a multi-probe PNF measurement as highlighted

in Fig. 5.3(a) and equations (5.6a)-(5.6b). The PNF probe array and the AUT both had

N = 16 antennas, and the PNF probes were assumed to have high cross-isolation (≥15 dB)

with the AUT antennas based on full-wave simulations from [125]. This method was applied

to a 50 MHz wide 5G FR2 test signal, and the EVM of the signal with a frequency spectrum

synthesized through PNF measurements and equations (5.6a)-(5.6b) was within 1 dB of the

EVM of the signal measured directly in the far field of the AUT for three different beam
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states, as shown in Fig. 5.3(b) [124]. While a far field measurement is required to obtain

the mapping matrix R and AUT element patterns En(Θ,Φ, f) over the frequency band of

interest, this technique takes advantage of the linearity between planar near field and far field

measurements to analyze the far field modulated signal quality, which is quantified as EVM.

EFF (Θ,Φ, f) =
N∑
n=1

En(Θ,Φ, f) · cn(f) (5.6a)

c(f) = R(f) · p(f) (5.6b)

Some researchers have suggested that EVM measured directly in the near field region of

phased arrays may not differ significantly from that measured in the far field [126,127]. The

authors of [126] showed that the closer proximity of the receive probe to the phased array

surface in near field measurements yields larger variations in measured group delay, due to

larger differences in element path lengths and phase. Despite this, the change in the measured

EVM of a 100 MHz 64-QAM signal transmitted by 16-element array was demonstrated to

be negligible as probe distance varied from 1-10 wavelengths. In [127], EVM simulation of

a four-element linear array transmitting 16 and 64-QAM signals showed that changing the

distance between the receive probe and phased array along its normal axis did not change the

EVM when the array’s beam steering matrix was periodically updated from channel estimates.

The early stages of research on the adaptation and application of PNF-to-FF transformation

techniques for far field EVM estimation and studies on the relationship between PNF and FF

EVM demonstrate the potential for meaningful EVM analysis from measured or simulated

near field data. In this chapter, PNF simulations and measurements of the Ka-band conical

horn model presented in previous chapters are performed to determine the horn’s wideband

far field frequency response, and the simulated PNF data is used to predict the far field EVM.

Additionally, PNF measurements of a beam-scanning 8x8 millimeter-wave phased array are

performed, and measured near field EVM and far field patterns calculated from measured

near fields at multiple frequencies are presented. A methodology for estimating far field EVM

from PNF measurements of an antenna transmitting wideband modulated test signals is also

proposed and demonstrated.
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Figure 5.4 Ka-band conical horn antenna model with NxNy = 4096 ideal planar near field

probes (green) in CST Microwave Studio. Ideal probes have a linear spacing ∆x = ∆y = λ/2

over the 32λ×32λ scan plane positioned z0 = 5λ above the horn aperture, where λ = 6.82

mm at fmax = 44 GHz.

5.2 Planar Near Field Simulation and Far Field EVM Prediction

for a Ka-band Conical Horn Antenna

5.2.1 Introduction

A primary means of achieving high-data rate wireless links in millimeter-wave frequency bands

has been the deployment of antennas with high directivity and beam-steering flexibility, such

as planar phased arrays. Such antennas help compensate for high over-the-air path loss and

mitigate interference. Planar near field (PNF) measurements are favorable for characterizing

far field radiation of these antennas due to their minimal space requirements, higher SNR, and

computational efficiency of the fast Fourier transform (FFT). In [128], a PNF measurement

was emulated in a frequency domain full-wave solver by moving a probe antenna to each

PNF sampling point and simulating S21 between the ports of the antenna under test (AUT)

and probe. While this approach enables subsequent analysis of the effects of probe patterns

and compensation on the Fourier-transformed far fields, running independent simulations for

each PNF probe position and frequency may become too time-consuming when (a) the far
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fields must be determined at many frequencies and (b) large scan planes with thousands of

PNF sampling points are required to obtain near fields that decay to at least 30 dB below

the peak magnitude at the edges [122]. The authors were motivated by condition (a) due

to an interest in determining the far field modulated signals via PNF simulations. For wide

angle beam-steering apertures and phased arrays, condition (b) would also be required to

acquire the far field signals for each beam state. Unlike the MLFMM method implemented

in [128], the finite integral technique in the CST time domain solver can be used to obtain

broadband planar near fields in one simulation, rather than running a full wave simulation

for each frequency. The PNF sample position and alignment errors can still be studied using

the time domain simulation method shown in this work. The spline-profiled Ka-band conical

horn antenna presented in Fig. 5.4 and described in [85] is used to demonstrate this method.

5.2.2 Planar Near Field Simulation

An image of the full CST simulation model with the conical horn antenna and planar near

field probe objects highlighted in green is shown in Fig. 5.4. A special MATLAB program

was developed to synthesize a unique VBA Macro that automates the process of generating

each of the ideal PNF probes in CST Microwave Studio for a user-defined scan plane with a

valid far field angle θv in (5.7) [122], where L = Nx∆x = Ny∆y is the scan plane dimension,

D is the diameter of the conical horn aperture, and z0 is the height of the PNF scan plane

above the horn aperture.

θv = arctan
L/2−D/2

z0
(5.7)

Ideal probe separation ∆x = ∆y = λ/2 = 3.41 mm was set by the maximum simulated

frequency of 44 GHz and Nx = Ny = 26 = 64 to facilitate efficient FFT calculations for

the far field transformation, which resulted in a large scan plane with dimension L = 218.2

mm and θv = 71◦ for D = 20 mm and z0 = 5λ = 34 mm. The PNF scan plane consists of

NxNy = 4096 ideal probes capturing complex E⃗x and E⃗y planar near fields at 1000 frequency
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Figure 5.5 Simulated E⃗y planar near field magnitude (dBV/m) [(a)-(c)] and phase (degrees)

[(d)-(f)] at 35 GHz [(a),(d)], 39 GHz [(b),(e)] and 43 GHz [(c),(f)] for Ka-band horn model.
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Figure 5.6 Simulated E⃗x planar near field magnitude (dBV/m) [(a)-(c)] and phase (degrees)

[(d)-(f)] at 35 GHz [(a),(d)], 39 GHz [(b),(e)] and 43 GHz [(c),(f)] for Ka-band horn model.
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Figure 5.7 Magnitude of vertical Ludwig-3 far field component (|E⃗V |) from ideal far field

probes (blue) and planar near field to far field transform (green) as a function of the far field

angle θ in the E-plane [(a)-(b)] and H-plane [(d)-(f)] at 35 GHz [(a),(d)], 39 GHz [(b),(e)]

and 43 GHz [(c),(f)]. All θ angles are positive (in upper hemisphere): Negative to positive θ

shifts indicate a ϕ shift of (180◦, 0◦) for E-plane and (270◦, 90◦) for H-plane.

points spanning 34-44 GHz. The planar near fields were exported from CST with the aid of

another VBA Macro that was synthesized from another MATLAB program. The magnitude

and phase of simulated planar near fields E⃗y and E⃗x at 35 GHz, 39 GHz, and 43 GHz are

presented in Figs. 5.5 and 5.6 (a)-(b) and (c)-(d) respectively. For co-polarized planar near

fields shown in Fig. 5.5, a uniform phase is present across the circular aperture of the conical

horn antenna in (d)-(f), and the decay in |E⃗y| toward the PNF scan plane edges at 35 GHz (a)

is less than that at 39 GHz (b) and 43 GHz (c), indicating a lower horn antenna directivity.

5.2.3 Broadband Far Field and EVM Results

The spherical components of the radiated far fields from the Ka-band conical horn antenna

Eθ and Eϕ are calculated from the planar near fields exported from the CST time domain
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simulation at each of the 1000 frequency points spanning 34-44 GHz using equations (5.1),

(5.2), (5.3), and (5.4). The Ludwig 3 vertical far field component E⃗V (f, θ, ϕ) is then calculated

from the spherical far field components using equation (3.14b), and its magnitude is scaled by√
PRAD(f)/PPNF (f), where PRAD(f) is the radiated power of the antenna at each frequency

f as reported by the far field monitors from the CST simulation and PPNF is the radiated

power estimated from planar near fields captured within the scan plane as shown in equations

(5.8) and (5.9), where U(f, θ, ϕ) is the radiation intensity, r = 1.0 m is the far field distance,

η = 377Ω is the free space impedance, and PPNF is obtained from the discrete summation of

U(f, θ, ϕ)∆θ∆ϕ over all (θ, ϕ) in the upper hemisphere with a resolution of ∆θ = ∆ϕ = 1.0°.

PPNF (f) =

Nθ/2∑
m=−Nθ/2

Nϕ/2∑
n=−Nϕ/2

U(f,m∆θ, n∆ϕ)∆θ∆ϕ (5.8)

U(f, θ, ϕ) =
r2

2η
[|Eθ(f, θ, ϕ)|2+|Eϕ(f, θ, ϕ)|2] (5.9)

The magnitude of Ludwig-3 vertical far field component |E⃗V (f, θ, ϕ)| as a function of θ in

two orthogonal planes (ϕ = 0°, 90°) is presented in Fig. 5.8(a)-(b) and (c)-(d), where the green

traces are the far fields derived from the plane wave spectrum of simulated planar near fields

and the blue traces are far fields acquired directly from the CST simulation. The far field

results for all three frequencies are nearly the same, but because the horn directivity is lower

at 35 GHz (-1.6 dB) and 39 GHz (-0.3 dB) relative to 43 GHz, the power of the radiated fields

not captured in the PNF scan plane is greater, causing |E⃗V | from the PNF-transformed far

fields to be slightly lower than |E⃗V | from the CST simulation at these frequencies. Fig. 5.7

presents the results for |E⃗V (f, θ, ϕ)| versus frequency at far field angles in the same planes as

Fig. 5.8. While frequency responses |E⃗V (f)| from the PNF transformations and CST results

are nearly the same at most of the angles, there is greater error at large θ angles, particularly

in the ϕ = 90◦ plane (f)-(i), where the amplitude variation is greater. This is likely the result

of scan plan truncation, but further analysis is required to make such a determination. The

accuracy of wideband far fields derived from these PNF transformations could be enhanced

by extending the scan plane edges (for analysis at wide angles) and decreasing the time step
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Figure 5.8 Magnitude of vertical Ludwig-3 far field component (|E⃗V |) from ideal far field

probes (blue) and planar near field to far field transform (green) as a function of frequency

at far field angles (θ, ϕ) = (a) (60◦, 0◦), (b) (45◦, 0◦), (c) (30◦, 0◦), (d) (15◦, 0◦), (e) (0◦, 0◦),

(f) (15◦, 90◦), (g) (30◦, 90◦), (h) (45◦, 90◦), and (i) (60◦, 90◦).

of the simulation (for wideband analysis with small separation between individual tones).

Nonetheless, these time domain simulations of planar near fields can be used to determine

the radiated far fields at a large number of frequencies and over a wide range of angles with

reasonable simulation times. This is a critical requirement for estimating the far field EVM

from full-wave simulations, especially for millimeter-wave beam-steering antennas and phased

arrays transmitting wideband modulated signals. The Ka-band horn far fields derived from

these PNF time domain simulations and displayed in Figs. 5.8 and 5.7 were used to estimate
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Figure 5.9 Measured (blue) and CST-simulated far field (red), and transformed PNF (green)

un-equalized EVMUN (a)-(b) and linear distortion EVMH(f) (c)-(d) for Ka-band horn link.

Results are shown for E-plane angles (ϕ = 0°) in (a) and (c) and H-plane angles (ϕ = 90°) in

(b) and (d). EVMUN results show good agreement except at largest far field angles (θ ≥ 45°),

while linear distortion EVMH(f) results only show good agreement for small angles (θ ≤ 30°).

the far field EVM using the same antenna link voltage transfer function simulation method,

receiving horn antenna, and 16-QAM signal from section 3.3. The un-equalized EVMUN and

linear distortion EVMH(f) from equation (3.21) that resulted from PNF-transformed far field

EVM simulations (green) are compared with the simulations based on ideal far field probe

data (red) and CATR measurements, which were presented in Figs. 3.23(a)-(b) and 3.24(a),

in Fig. 5.9(a)-(b) and (c)-(d) respectively. Despite the large valid angle θv = 71° for the PNF

simulation, EVMH(f) values are only similar for θ ≤ 30° in E-plane and θ ≤ 15° in H-plane.
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This is partially due to differences in the far field amplitude as a function of frequency

|E⃗V (f)|, which are shown in Fig. 5.8 and believed to result from scan plane truncation effects.

The differences are greater at larger elevation angles, and as shown in Fig. 5.5, the descent of

dominantly-polarized near field |E⃗y(f)| toward the scan plane edges is not as steep across

the H-plane, where there is a greater variation in the far field |E⃗V (f)|, as it is in the E-plane.

However, EVMH(f) is also sensitive to differences in group delay as a function of frequency,

which could also be embedded in the far field link voltage transfer function that was derived

from CST time domain simulations of planar near fields. Additional EVM simulations would

have to be performed to clearly discern the causes of these discrepancies. For example, if the

tone spacing for the PNF to far field transformation was reduced from 10 MHz to 1 MHz, or

to a value that more-closely matches the reciprocal of the CST simulation time step, it is

plausible that the results would be more-closely matched, since this has an impact on the

frequency response resolution and the coefficients of the rational fit function synthesized in

MATLAB. When the effect of a finite SNR is included in the simulation model, as it is for

EVMUN in Fig. 5.9(a)-(b), the results are better-aligned due to the dominating effect of low

SNR at wide angles. Consequently, estimation of far field magnitude versus angle plays a

key role in the accuracy of far field EVM predictions from PNF measurements. In this case,

the far field magnitude was calculated based on an assumption that the radiated fields of the

AUT were entirely contained in the scan plane, resulting in total radiated power PPNF (f).

Caution must therefore be taken to ensure that the PNF scan plane is wide enough to prevent

underestimation of the AUT gain and overestimation of far field EVM, especially if a large

scan plane is required to simulate the planar near fields for multiple wide-angle beam scans in

a single full wave simulation. While wideband PNF simulations of phased array beam scans

were not implemented, these could be accommodated with this automated placement of ideal

PNF probes and application of transient techniques such as the FIT. Further experimentation

is necessary to fully-validate this method for the purpose of far field EVM estimation and to

understand how errors from scan plane truncation, ideal probe positioning, tone spacing, and

simulation time steps affect the far field results over wide bandwidths and observation angles.
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Figure 5.10 Planar near field measurement system for the spline-profiled Ka-band horn: (a)

front view of measurement system placed in a shielded millimeter-wave compact antenna test

range provided by Keysight in Santa Rosa, CA, with the reflector and AUT positioner covered

in absorber, (b) side view of the PNF scanning machine with WR-28 open-ended waveguide

probe, and (c) top view of probe and Ka-band horn mounting bracket with absorber covers.

This custom PNF measurement system was invented by Dan Slater and presented in [129].

5.3 Planar Near Field Measurement and Far Field Pattern Esti-

mation for a Ka-band Conical Horn Antenna

To provide further validation of the planar near field time domain simulation and wideband

far field transformation method presented in section 5.2, planar near field measurements of the

same Ka-band horn antenna over the same frequency range of 34-44 GHz were implemented

with a low-cost miniature PNF probe scanning machine, which was originally developed by

Dan Slater and presented in [129]. It is constructed from a two-dimensional robotic scanner

with two digitally-controlled servo motors for the x̂ and ŷ axis control, a custom 3D-printed

rectangular mounting fixture for the WR-28 waveguide probe, and a commercial off-the-shelf

camera mounting bracket for the AUT. Though the reported scan plane size is 31x20 cm [129],

the practical scan plane size was limited to 18x18 cm to prevent collision of the probe fixture

with the absorber-padded edges of the device shown in Fig. 5.10(b). This is because the scan

plane was centered over the AUT, which had to be manually positioned with the supplied
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Figure 5.11 Measured S21y planar near field magnitude (dB) [(a)-(c)] and phase (degrees)

[(d)-(f)] at 35 GHz [(a),(d)], 39 GHz [(b),(e)] and 43 GHz [(c),(f)] for Ka-band horn antenna.
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Figure 5.12 Measured S21x planar near field magnitude (dB) [(a)-(c)] and phase (degrees)

[(d)-(f)] at 35 GHz [(a),(d)], 39 GHz [(b),(e)] and 43 GHz [(c),(f)] for Ka-band horn antenna.
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camera mounting fixture shown in Fig. 5.10(b)-(c). After manually positioning the Ka-band

horn antenna, such that the circular horn aperture was visibly parallel to the PNF scan plane,

the center position (x0, y0) of the scan plane was set by adjusting the probe position in 1.0

mm increments until the |S21(fc)| measured at fc = 39 GHz on the PNA-X network analyzer

reached a maximum. This position of maximum |S21(fc)| was assumed to correspond to the

center point of the Ka-band horn aperture in the PNF scan plane. The distance z0 between

the WR-28 waveguide probe aperture (scan plane) and horn aperture was approximately set

to z0 = 34 mm in an effort to match that of the CST simulations from section 5.2, and was

measured at z0 = 33 and 36 mm for measurements of E⃗y and E⃗x respectively. These two

orthogonal near field polarizations were measured by manually rotating the AUT by 90° and

rerunning an automated PNF measurement sequence, which is why the two z0 values differ.

This automated measurement sequence was programmed and executed using a customized

MATLAB instrument control script similar to the ones that the author developed for the

CATR measurements described in sections 3.4 and 4.3: It synchronized the probe positioner

movements with frequency sweeps and S21 data file saving on the network analyzer, where

S21 was captured for the 34-44 GHz band with a tone spacing of 10 MHz, which matches the

CST simulation. The S21 was captured at NxNy = 612 = 3721 probe positions separated by

∆x = ∆y = 0.44λmin = 3.0 mm over the usable 18x18 cm scan plane, with IF bandwidth set

to 300 Hz and RF output power set to 0 dBm, and measurement duration was approximately

two to three hours under these test conditions.

The results of these S21y and S21x PNF measurements, without any probe compensation,

are shown in Figs. 5.11 and 5.12 respectively. Despite a lack of compensation for the WR-28

waveguide probe, which has 7.0 dB of gain at fc = 39 GHz and 40 dB of cross-polarization

isolation according to the manufacturer data sheet [130], the results for the measured S21 for

both x̂ and ŷ polarizations are well-correlated with the CST-simulated planar near fields E⃗y

and E⃗x shown in Figs. 5.5 and 5.6. For all three frequencies shown, the S21y magnitude is

maximum, and S21y phase is uniform across the 20 cm diameter of the Ka-band horn aperture

at the center of the scan plane. Additionally, |S21y| at the upper and lower scan plane edges

is approximately 10 dB higher at 35 GHz than it is at 43 GHz. Similar features are observed
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Figure 5.13 Magnitude of vertical Ludwig-3 far field component (|E⃗V |) from CST far field

ideal probes (red) and simulated (green) and measured (blue) planar near field to far field

transforms as a function of the far field angle θ in the E-plane [(a)-(b)] and H-plane [(d)-(f)]

at 35 GHz [(a),(d)], 39 GHz [(b),(e)] and 43 GHz [(c),(f)]. All θ angles are positive (in upper

hemisphere): Negative to positive θ shifts indicate a ϕ shift of (180◦, 0◦) for E-plane and

(270◦, 90◦) for H-plane.

in the simulated E⃗y, and the S21x results are likewise similar to the corresponding simulated

E⃗x near fields. However, there is less symmetry and uniformity in the measured S21 results

for both polarizations across the xy-plane, likely due to scattering effects of the aluminum

scanner chassis, which could not be completely covered with absorber as shown in Fig. 5.10.

To facilitate a more meaningful comparison of these simulated and measured planar near

field results, improvements in shielding and antenna positioning accuracy would have to be

made, and probe compensation would have to be applied. Even so, when the complex S21

data from the PNF probe scan is Fourier transformed to the far field and normalized to the

boresight far field magnitude derived from the CST PNF simulations and transformations,

these far fields as a function of angle are fairly well-matched for the H-plane as shown in Fig.

5.13(d)-(f). For the E-plane far fields shown Fig. 5.13(a)-(c), the peak magnitude of |E⃗V | is
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Figure 5.14 Magnitude of vertical Ludwig-3 far field component (|E⃗V |) from CST far field

ideal probes (red) and simulated (green) and measured (blue) planar near field to far field

transforms as a function of frequency at far field angles (θ, ϕ) = (a) (60◦, 0◦), (b) (45◦, 0◦),

(c) (30◦, 0◦), (d) (15◦, 0◦), (e) (0◦, 0◦), (f) (15◦, 90◦), (g) (30◦, 90◦), (h) (45◦, 90◦), and (i)

(60◦, 90◦).

at θ = 5° rather than θ = 0°, likely due to a probe alignment error along the ŷ-axis of the

PNF measurement resulting from the imprecise, manual positioning of the AUT and PNF

reference point for the scan plane center. The Fourier-transformed far fields from the PNF

ideal probe simulation of E⃗x and E⃗y in CST and the WR-28 waveguide probe measurement

of S21x and S21y are also compared as a function of frequency in Fig. 5.14, with measured

values normalized to simulated values at boresight (0°, 0°) and center frequency fc = 39 GHz.
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With the exception of far field angles near boresight shown in Fig. 5.14(d)-(f), the WR-28

probe frequency response and scattering effects from the measurement are shown to cause

significant error in the transformed far fields, such that the frequency response of the radiated

far fields no longer resemble those that were captured in the CST time domain simulations of

the same Ka-band horn model. If the differences between the |E⃗V (f, θ, ϕ)| resulting from PNF

full-wave simulation and measurement, displayed in the green and blue traces of Fig. 5.14

respectively, are assumed to be caused exclusively by the WR-28 waveguide probe pattern,

the probe patterns as a function of far field angle and frequency can be estimated from these

differences. The results of this estimation are shown in Fig. 5.15(a)-(b) next to corresponding

measured results published in the data sheet [130] in Fig. 5.15(c)-(d). The probe pattern at

39 GHz and frequency response at boresight in Fig. 5.15(a)-(b) approximate those in Fig.

5.15(c)-(d), but these patterns should not be expected to match since complex interactions

between the probe and AUT are ignored. Furthermore, other sources of error such as probe

positioning, scattering from the scanner chassis, and RF cable movements could be embedded

in the measured S21 data. Thus, before PNF measurements can be used to retrieve the far

field frequency response of the AUT with the degree of accuracy required to infer the EVM

from the linear distortion generated by that AUT, probe compensation theory [131] must

be applied, and a meticulous investigation and elimination of measurement errors must be

performed. These remain critical next steps for determining what accuracy and repeatability

limitations may exist in the estimation of far field EVM from PNF measurements. However,

the EVM of the Ka-band horn antenna was measured directly at the PNF scan plane center as

a function of VSG output power and at each PNF probe position with a constant VSG output

power for the same three test signals utilized for the 8x8 phased array CATR measurements

described in section 4.3, and the results are shown in Fig. 5.16(a)-(c) and (d)-(f) respectively.

Because the Ka-band horn antenna is passive, the equalized EVM continues to decrease as

the VSG output power increases until it becomes limited by the measurement system, just as

it was in the far field measurement of Fig. 3.29, but lower EVM values are captured due to

the closer proximity of the WR-28 waveguide probe to the PNF scan plane. For all signals,

EVM only falls below 12% when the probe is directly above the circular aperture of the AUT.
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Figure 5.15 Estimate of the normalized WR-28 waveguide probe pattern in the E-plane: (a)

as a function of the far field elevation angle θ at each of nine frequencies spanning 35-43 GHz,

and (b) as a function of frequency at nine elevation angles. Estimates in (a)-(b) are calculated

from the difference between |E⃗V (f, θ, ϕ)| derived from PNF simulation and meaurement of

the Ka-band conical horn. For comparison, the (c) WR-28 waveguide probe patterns and (d)

gain versus frequency profile published in the manufacturer data sheet [130] are also shown.
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Figure 5.16 Un-equalized EVMUN (a), equalized EVMEQ (b), and carrier gain |H(fc)| (c)
measured at the PNF scan plane center as a function of RF output power from the VSG and

equalized EVMEQ as function of PNF probe position for a 100 MHz-wide flat tone signal (d)

and 16-QAM signals with 400 Mbaud (e), and 800 Mbaud (f) symbol rates. In (a)-(c), these

three test signals are shown in blue, green, and red respectively. EVM is expressed as a %.

5.4 Planar Near Field Measurement, Far Field Pattern Estimation,

and EVM Prediction for an 8x8 Microstrip Patch Phased Array

The same planar near field measurement system [129] was used to measure the 8x8 phased

array [98] that was used in the CATR measurements of section 4.4 as it transmitted each of

the three modulated test signals from section 4.4.3: a 100 MHz-wide flat tone signal with 1.0

MHz tone spacing and 400 and 800 MBaud 16-QAM signals with 1600 symbols that were

RRC-filtered with rolloff factor α = 0.15. Images of the measurement system setup with the

8x8 phased array are presented in Fig. 5.17. For the PNF modulated signal measurements of

the Ka-band horn and 8x8 phased array presented in this chapter, system configurations are

the same as those presented in Figs. 3.17 and 4.14 respectively, where the CATR reflector

and feed horn are replaced with the PNF scanning machine and WR-28 waveguide probe
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Figure 5.17 Planar near field measurement system for the 8x8 phased array [98]: (a) front

view of measurement system placed in a shielded millimeter-wave compact antenna test range

provided by Keysight in Santa Rosa, CA, with the Arduino microcontroller and breakout

board taped to cardboard box behind the array, (b) side view of PNF scanning machine with

WR-28 open-ended waveguide probe, and (c) top view of probe and array mounting bracket.

This custom PNF measurement system was invented by Dan Slater and presented in [129].

shown in Figs. 5.10 and 5.17. For the S21 measurements, RF cables to the probe and AUT

were connected directly to ports 1 and 2 of the PNA-X network analyzer. The same PNF

scan plane dimensions and probe positioning along x̂ and ŷ from the Ka-band horn antenna

measurements in section 5.3 were applied to the 8x8 phased array measurements. However,

at each of the PNF probe positions, phase gradients were calculated for carrier frequency

fc = 39 GHz and applied to scan beams to far field angles θs = [0° : 15° : 45°] in elevation

(ϕs = 90°, 270°) and azimuth (ϕs = 0°, 180°). The introduction of these beam scans, combined

with the increased frequency sweep times for capturing the modulated signal spectrum and

EVM statistics at each PNF probe position, dramatically increased the PNF measurement

duration relative to that of the Ka-band horn antenna S21 from 34-44 GHz. For example,

the PNF probe scan for the 400 Mbaud 16-QAM test signal took approximately 32 hours to

complete, and separate scans were required for each of the three test signals. Consequently,

only co-polarized (ŷ) near field data was measured. Measurements of the cross-polarized (ĉ)

near field data would have required 90° rotation of the AUT and repetition of the PNF scan.
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Figure 5.18 Carrier gain |H(fc)| of 8x8 phased array transmitting a 16-QAM signal with 400

Mbaud symbol rate, with a VSG output power of -9 dBm and a VNA noise bandwidth of 312

Hz, measured at PNF probe positions with beam scanned to far field angles (a) (45◦, 180◦),

(b) (30◦, 180◦), (c) (15◦, 180◦), (d) (15◦, 0◦), (e) (30◦, 0◦), and (f) (45◦, 0◦) at fc = 39 GHz.

Keeping the AUT stationary between consecutive PNF measurements also has the benefit

of eliminating inconsistencies in the AUT orientation and scan plane alignment. Furthermore,

the cross-polarization of this 8x8 phased array was measured at ≤-40 dB down with the beam

scanned to boresight and ≤-30 dB down with beam scan angles as wide as θs = 60° in [98], so

modulated signal gain is assumed to be zero for the cross-polarization, such that plane wave

spectrum component fx in equation (5.1) is likewise zero in the far field transformation. The

VSG output power was held constant at -25 dBm for PNF scans in which the 100 MHz-wide

flat tone signal was applied to the AUT and -9 dBm for scans in which either of the 16-QAM

signals were applied. Output power had to be lowered for the flat tone signal due to its higher

PAPR, in order to prevent the automatic gain control of the VSG from becoming unstable.

The modulated signal gain at fc = 39 GHz measured at each PNF probe position is shown

in Fig. 5.18 and 5.19 for the H-plane (azimuth) and E-plane (elevation) beam scan angles

respectively. The un-equalized EVMUN and equalized EVMEQ measured at each PNF probe
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Figure 5.19 Carrier gain |H(fc)| of 8x8 phased array transmitting a 16-QAM signal with 400

Mbaud symbol rate, with a VSG output power of -9 dBm and a VNA noise bandwidth of 312

Hz, measured at PNF probe positions with beam scanned to far field angles (a) (45◦, 270◦),

(b) (30◦, 270◦), (c) (15◦, 270◦), (d) (15◦, 90◦), (e) (30◦, 90◦), and (f) (45◦, 90◦) at fc = 39 GHz.

position for beams scanned to boresight and the two widest angles (θs = 45°) in the H- and

E-planes are shown in Fig. 5.20 and 5.21 respectively, for the 400 Mbaud 16-QAM test signal.

The carrier gain, un-equalized EVMUN , and equalized EVMEQ for PNF scans of each of the

three test signals, with the beam scanned to far field angle (θs, ϕs) = (45°, 0°), are presented

in Fig. 5.22. These results demonstrate that the peak carrier gain |H(fc)| is swept across the

PNF scan plane from left to right and bottom to top as the beam is scanned across the two

orthogonal planes. Un-equalized EVM is always higher than equalized EVM, but both are

proportional to carrier gain as expected. The contours of equalized EVM are nearly identical

to those of the carrier gain in both scan planes. While the carrier gain measured across the

scan plane is nearly uniform for all three test signals, un-equalized EVM is naturally higher

for signals with larger bandwidths. Average EVMUN measured across the scan plane for the

800 Mbaud signal in Fig. 5.22(f) is greater than that of the 400 Mbaud signal in Fig. 5.22(e),

even though both have the same modulation format (16-QAM) and source power (-9 dBm).
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Figure 5.20 Carrier gain |H(fc)| in dB [(a)-(c)], un-equalized EVMUN [(d)-(f)], and equalized

EVMEQ [(g)-(h)] of 8x8 phased array transmitting a 16-QAM signal with 400 Mbaud symbol

rate, with a VSG output power of -9 dBm and a VNA noise bandwidth of 312 Hz, measured at

PNF probe positions with beam scanned to far field angles [(a),(d),(g)] (45◦, 180◦), [(b),(e),(h)]

(0◦, 0◦), and [(c),(f),(i)] (45◦, 0◦). EVM is expressed as a %.
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Figure 5.21 Carrier gain |H(fc)| in dB [(a)-(c)], un-equalized EVMUN [(d)-(f)], and equalized

EVMEQ [(g)-(h)] of 8x8 phased array transmitting a 16-QAM signal with 400 Mbaud symbol

rate, with a VSG output power of -9 dBm and a VNA noise bandwidth of 312 Hz, measured at

PNF probe positions with beam scanned to far field angles [(a),(d),(g)] (45◦, 270◦), [(b),(e),(h)]

(0◦, 0◦), and [(c),(f),(i)] (45◦, 90◦). EVM is expressed as a %.
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Figure 5.22 Carrier gain |H(fc)| in dB [(a)-(c)], un-equalized EVMUN [(d)-(f)], and equalized

EVMEQ [(g)-(h)] of 8x8 phased array transmitting a 100 MHz-wide flat tone signal [(a),(d),(g)]

and 16-QAM signals with 400 Mbaud [(b),(e),(h)] and 800 Mbaud [(c),(f),(i)] symbol rates,

measured at PNF probe positions with the beam scanned to far field angle (45◦, 0◦). EVM is

expressed as a %.
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Figure 5.23 Un-equalized EVMUN (a), equalized EVMEQ (b), and carrier gain |H(fc)| (c) of
8x8 phased array measured at the PNF scan plane center as a function of RF output power

from VSG for a 100 MHz-wide flat tone signal (blue), and 16-QAM signals with 400 Mbaud

(green), and 800 Mbaud (red) symbol rates.

The carrier gain and EVM and were also measured as a function of the VSG output power

at the center position of the PNF scan plane for each of the three test signals, as shown in

Fig. 5.23. The results are similar to the VSG power sweep measurements of the same AUT

that were performed in a CATR and presented in Fig. 4.24: The response of both EVMUN

and EVMEQ is a bath tub shaped curve in which the EVM increases at higher power levels

due to intermodulation distortion from the active RF transmitter paths of each array element,

as evidenced by the decreasing carrier gain for the two 16-QAM test signals. The EVMUN is

limited by the amplitude and phase distortion over the modulated signal bandwidth, and

therefore has a minimum value higher than that of EVMEQ. Greater amplitude and group

delay variations across the 800 Mbaud signal spectrum, which has double the bandwidth of

the 400 Mbaud signal, causes the corresponding EVMUN to always be lower, as previously

described. However, for the 16-QAM test signals, the range of EVM values captured over the

same -50 to -10 dBm power sweep ( 9%) is nearly three times as large as as the range from

the CATR measurements ( 3%). This highlights the potential SNR advantage of measuring

the AUT in the near field as opposed to indirect far field, but the relationship between EVM

results from these OTA measurements must still be discerned and validated. Some researchers

have suggested that the EVM results from near field measurements may be well-correlated

with those from direct far field measurements [126,127], but the planar near field EVM values

from this section cannot reasonably be compared with the compact test range EVM values
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Figure 5.24 Measured spectrum of 16-QAM test signal with 800 Mbaud symbol rate trans-

mitted to the 8x8 phased array port from VNA port #1 (a1, blue) and measured spectrum of

the signal received by the probe on VNA port #2 (b2, green) at each of five probe positions

along the diagonal of the PNF scan (a), with the beam scanned to boresight (θs, ϕs) = (0°, 0°).

from section 4.4 in this case due to absence of probe compensation in the former and feed

horn calibration in the latter.

Nonetheless, a frequency domain algorithm similar to that which is highlighted in Fig. 5.2

from [120] could be applied to estimate far field EVM from planar near field transformation

performed at each frequency in the wideband modulated test signal. The measurement already

completes the steps shown in Fig. 5.2 through S133: A periodic test signal is transmitted

by the AUT, measured at each PNF probe position, digitized, fast Fourier transformed to

the frequency domain, and displayed by the multi-port VNA. The spectrum of the signals

transmitted by the AUT scanned to boresight and received by the probe at five positions along

the scan plane diagonal are shown in Fig. 5.24 for the 800 Mbaud 16-QAM test signal. The

next step S134 is implemented by importing measured PNF probe signal spectrums at each

(x, y, z0) position into MATLAB and executing the iterative PNF-to-far field transform script

that was used for the CST simulation data in section 5.2. Finally, rather than transforming
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Figure 5.25 Normalized far field patterns |E⃗V (θ)| of 8x8 phased array with beams scanned to

angles θs = [−45° : 15° : 45°] in azimuth [(a)-(c)] and elevation [(c)-(f)] at 35 GHz [(a),(d)],

39 GHz [(b),(e)], and 43 GHz [(c),(f)], where negative to positive θ shifts indicate ϕ shift of

(180◦, 0◦) for azimuth and (270◦, 90◦) for elevation. Far field patterns are obtained from Fourier

transforms of measured modulated complex gain at the specified frequency, as described in

section 5.1. Phase gradients are calculated for fc = 39 GHz, so beam squint effects are shown.

the far fields back to the time domain as suggested in [120], the EVM could be calculated

directly in the frequency domain by comparing the far field spectrum at a specific position

(r, θ, ϕ) with the spectrum of the signal applied to the AUT port, which is measured on the

multi-port VNA and assumed to remain constant for each of the PNF probe positions in

the scan plane. Linear distortion effects generated by a passive receiving antenna at this far

field position could also be modeled by taking the dot product of the Fourier-transformed

far fields radiated by the AUT with the frequency-dependent vector effective length of this

antenna, as described in section 3.1.

Normalized far field patterns of the 8x8 phased array for each of the seven beam scan

angles within the E-plane (elevation) and H-plane (azimuth), calculated from the complex

S21 measured at the PNF probe positions via the MATLAB far field transformation scripts
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Figure 5.26 Measured spectrum of 16-QAM test signal with 800 Mbaud symbol rate trans-

mitted to the 8x8 phased array port from VNA port #1 (a1, blue) and estimated spectrum

of the far field signal received at (1.0 m , 0°, 0°), with the beam scanned to boresight (b, red).

applied in section 5.2, are shown in Fig. 5.25(a)-(c) and (d)-(f) for three different frequencies.

Since phase gradients were always calculated for fc = 39 GHz, the beam pointing directions

vary with frequency, and beam squint effects are discernible from a comparison of the beam

patterns for 35 and 43 GHz. The pattern distortions for the wide beam scan angles likely

result from the 180x180 cm scan plane truncation because Figs. 5.18 and 5.19 show that the

amplitude decay is less than 30 dB at the scan plane edges for these beam states. However,

distortion could also result from other error sources such as scattering effects that appear

to cause random fluctuations in some of the probe measurements shown in Figs. 5.18 and

5.19, or the probe response, which had an effect on the Ka-band horn antenna far fields

estimated from measured PNF data in section 5.3. These error sources should be carefully

examined and eliminated from the measurement if possible, to ensure that the far fields are

accurately characterized over the test signal bandwidth before calculating the EVM. The far

field spectrum of the 800 Mbaud 16-QAM test signal transmitted by the 8x8 phased array

with the beam scanned to boresight is estimated by Fourier transforming measured planar

near fields for each of 2000 tones spanning 38.5-39.5 GHz, which are shown in the (b2, green)

plots of Fig. 5.24. The result of these transformations is shown in the (Y (f), red) plot of Fig.

5.26, where magnitudes of each far field tone are determined from the directivity calculated

from summation of planar near fields as presented in equations (5.8) and (5.9) of section 5.2.
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In the absence of any PNF measurement errors, such that b2(f, x, y) perfectly represents

the amplitude and phase of the AUT-radiated planar near fields at each tone and a1(f, x, y) is

identical for all probe positions (x, y, z0), Y (f) in Fig. 5.26 represents the frequency spectrum

of the radiated far fields at position (1.0m, 0°, 0°) when the beam is scanned to this boresight

direction. Therefore, if the far field receiver is considered to be distortionless, the far field

EVM can be calculated from the spectral correlation of X(f) = a1(f, x, y) and Y (f) in Fig.

5.26 by applying the techniques described in section 2.3 to distinguish between the linear

X(f)H(f) and nonlinear D(f) components of Y (f) and using equation (2.4) with N = 2000.

Since the two-dimensional fast Fourier transform of the plane wave spectrum from equations

(5.1) and (5.2) is a linear operator, differences in the EVM between the measured planar

near fields and transformed far fields result from changes in H(f) which affect the degree of

amplitude and delay distortion in un-equalized EVMUN and the SNR in equalized EVMEQ.

Of course, this is based on the assumption that transmitted test signal spectrum X(f, x, y)

and AUT linearity remain constant for each repeated beam state for the complete duration

of the PNF scan, which could take many hours and entail significant temperature variations.

Further study is required to determine if such an assumption is reasonable and to understand

the degree to which various PNF measurement errors influence these far field EVM results.

5.5 Summary

This chapter presented modeling, simulation, and measurement of planar near fields from wide-

band modulated signal transmission by a Ka-band conical horn antenna and 8x8 millimeter-

wave phased array. PNF measurement theory and published applications for far field EVM

analysis were reviewed. A methodology for determining wideband far fields from a single

full-wave time domain simulation of an AUT was described and applied to the horn, and

far field EVM estimated from a PNF simulation was compared with results from section 3.3.

PNF measurements were implemented with MATLAB test scripts designed to synchronize

control of a robotic scanner, VNA, and microcontroller. Finally, a framework for estimating

far field EVM from PNF data for a beam-scanning phased array was described and applied.
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CHAPTER 6

Vehicle-to-Infrastructure Link Budget Analysis

6.1 Introduction

Vehicle-to-infrastructure (V2I) communication systems may soon be deployed to improve

the safety and traffic efficiency of highway transportation. For the downlink of a V2I system,

roadside unit (RSU) base stations located near highway edges transmit messages to onboard

unit (OBU) receivers mounted to vehicle rooftops. The antenna designs for both the RSU

and OBU play an important role in maximizing the range of communication and minimizing

the co-channel interference between neighboring RSUs. Many advanced antenna arrays and

switchable antennas have been developed to achieve specific radiation patterns for the RSU

and OBU in V2I applications [132–134]. While fixed-beam phased arrays are suitable for RSUs

broadcasting to multiple vehicles in their communication range, switchable beam antennas

are likewise suitable for OBUs, as they permit vehicles to receive a sufficiently-powerful signal

from a greater distance and are less complex than adaptive arrays. The range extension that

results from deployment of switchable-beam arrays reduces the number of RSUs required and

the cost of the V2I system. In this section, the power received by this type of OBU antenna is

calculated for positions along the length and width of a 1.0 km linear highway segment as the

vehicle to which the OBU is mounted passes an RSU base station antenna transmitting from

an elevated position near the edge of the highway, such as the top of a security camera pole.

This V2I antenna link is shown in the highway model diagram of Fig. 6.1. The simulation

results for received power, which are calculated from the Friis equation for free space signal

transmission, demonstrate that deploying a switchable-beam array with high gain toward the

horizon increases effective link range and decreases RSU interference, as suggested in [134].
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Figure 6.1 Front view (a) and side view (b) of the RSU and OBU coordinate systems and (c)

top view of the vehicle-mounted OBU circular monopole array beam states at each of the three

linear highway segments: −500m ≤ xo < 20m, −20m ≤ xo ≤ 20m, and 20m < xo ≤ 500m.

See Table 6.1 for linear highway dimensions and RSU and OBU antenna positions.
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Table 6.1: RSU Antenna Positions and Highway Dimensions

Dimension Value
lrsu 1000 m
wrsu 3.0 m
hrsu 11.0 m
whwy 11.0 m
hcar 1.5 m
θtilt 50.3°
θfn 21.0°

6.2 RSU and OBU Antenna Array Coordinate Systems

The coordinate systems for the RSU and OBU antennas in the V2I link along the 1.0 km

linear highway are presented in Fig. 6.1. A three-lane highway segment of width whwy and

length lrsu extending along the x̂o axis is used for simulation of the OBU received power. The

base of the RSU antenna mounting pole is positioned wrsu away from the bottom highway

edge, and it intersects the highway length midpoint, such that the highway extends to lrsu/2

on opposite sides of the RSU. The RSU antenna is mounted at hrsu above the highway surface,

and the vehicle rooftop is always positioned at hcar above the highway surface regardless of

its xo position along the length of the highway. The RSU coordinate system tilts down in the

ŷoẑo plane shown in Fig. 6.1(a), such that ẑr points to the center lane vehicle rooftop. The

vectors that extend from the RSU coordinate system origin to the highway edges in the ŷoẑo

plane form equal angles θfn with the ẑr vector that match the gain pattern first null levels of

the RSU linear microstrip patch array shown in Fig. 6.2(a). The highway dimension values

and first null angles of the RSU patch array θfn are provided in Table 6.1.

6.3 RSU and OBU Antenna Array Design Specifications

A linear microstrip patch array of N = 4 elements spaced along the x̂r axis is selected for

the RSU antenna because it achieves a wide beamwidth in the ŷrẑr plane, across the length

of the highway, and a narrow beamwidth in the x̂rẑr plane, across the width of the highway.
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The number of elements was limited to N = 4 and the spacing between elements was set to

lsp = 35mm to ensure that the first nulls were pointed to the highway edges at θfn = 21.0°,

using the array factor tool in CST Microwave Studio. Thus, the main beam of the microstrip

patch array is confined to the cross section of the highway. The RSU linear array is shown in

Fig. 6.2(a). Transmitting power for the RSU microstrip patch array was limited to PRSU = 10

dBm to satisfy the EIRP limit of 23 dBm for a 10 MHz DSRC channel [135]. The EIRP is

calculated from the sum of PRSU = 10 dBm and GRSU = 13 dB.

A circular monopole array with N = 16 elements and radius R = 40.67 mm centered

around the ẑo axis is used for the OBU switchable-beam array because it has a high gain in the

horizon. When the OBU receiver is not within the immediate vicinity of the RSU transmitter

(−20m ≤ xo ≤ 20m), the −r̂ vector pointing from the OBU to the RSU approaches θo = 90°

and ϕo = 0° or 180° for vehicle positions |xo|> 20 m as shown in Fig. 6.1(b). Because these

are the two primary directions from which the OBU array receives a signal, only three states

are required: two with all elements active and the beams pointing to ϕo = 0°, 180° when the

vehicle is far from the RSU, and a third omnidirectional state in which only one monopole is

active, when the vehicle is close to the RSU. The three beam states for the circular array are

shown in Fig. 6.1(c). The circular monopole array has a gain of GOBU = 9.5dB at θo = 90°,

which is 3.2 dB lower than the peak gain due to the finite ground plane of the monopole. To

obtain beams in ϕo = 0° and 180°, element n phases are set as specified in equation 6.1 [136].

ψ(n) = −kRcos(ϕ0 − n∆ϕ) (6.1)

In equation 6.1, k = 2π/λ0 is the wavenumber with free space wavelength λ0 = 50.83mm,

R is the radius of the monopole array, ψ0 is the desired beam angle within the azimuth

plane, n is the element number, and ∆ϕ is the rotation angle between elements along the

circle with radius R. Azimuthal beam patterns and monopole array element dimensions are

shown in Figs. 6.1(c) and 6.2(b) respectively. Both the RSU and OBU array elements were

designed for resonance at f0 = 5.90 GHz and had |S11(f0)|< −30 dB with port impedances
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Table 6.2: RSU and OBU Phased Array Dimensions

RSU Array Value OBU Array Value
lp 12.4 mm lm 10.81 mm
wp 16.32 mm gm 0.49 mm
lf 7.70 mm rm 0.33 mm
wf 3.11 mm sm 50.85 mm
sg 30.00 mm R 40.67 mm
lsp 35.00 mm ∆ϕ 22.50 deg

Zrsu = 50Ω and Zobu = 36.5Ω, and the dimensions of both arrays are provided in Table 6.2.
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Figure 6.2 (a) RSU linear microstrip patch array with N = 4 elements spaced apart by lsp and

gain patterns with peak GRSU = 13.0 dB at θRSU = 0° and first nulls at θRSU = θfn = 21.0°

in ϕRSU = 90° plane. (b) OBU circular monopole array with N = 16 elements spaced apart

by R∆ϕ(π/180°) = 15.97 mm along a circle centered at ẑo with radius R and gain pattern in

θOBU = 90° plane with peak GOBU = 9.5 dB. The OBU gain pattern shown represents the

monopole array state when the vehicle’s position along the highway is −500m ≤ xo < −20m.
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6.4 OBU Received Power for Multi-Lane Linear Highway

The power received by the OBU circular monopole array at rectilinear grid positions on

the 1.0 km-long and 11.0 m-wide linear highway segment shown in Fig. 6.1(b) are estimated

from the modified Friis equation for free space transmission between two passive antennas

(6.2), with grid resolution of ∆xo = 1.0 across the highway length and ∆yo = 0.5 m across the

highway width. In equation (6.2), r is the distance between the RSU and OBU arrays and

|êRSU · ĥOBU | is a loss factor for polarization mismatch between the plane wave emanating

from the transmitting RSU microstrip patch array in Fig. 6.2(a) êRSU and the vector effective

length of the receiving OBU circular monopole array in Fig. 6.2(b) ĥOBU . Array gains GRSU

and GOBU are obtained through independent full-wave simulations in CST Microwave Studio.

The r⃗ vectors that point from the stationary RSU to the OBU positions at each grid point

(xo, yo, hcar) are calculated, and the corresponding (θRSU , ϕRSU ) and (θOBU , ϕOBU ) angles are

obtained by transforming between the two coordinate systems as demonstrated in [137]. The

OBU received power results are plotted in a 2D color scale from −90dBm ≤ POBU − 30dBm

in Fig. 6.3(a) for an OBU with only a single monopole and in Fig. 6.3(b) for an OBU with a

circular monopole array that switches between three unique states as described in section 6.3.

POBU =
PRSUGRSU(θRSU , ϕRSU)

4πr2
GOBU(θOBU , ϕOBU)λ

2
0

4π
|êRSU · ĥOBU |2 (6.2)

The IEEE 802.11p standard for DSRC communications at 5.9 GHz specifies a minimum

receiver sensitivity of -68 dBm for a 1000-byte data packet to be received without error 90

% of the time with a 10 MHz OFDM signal at 27 Mbits/s [138]. When POBU ≥ −68 dBm

is applied as a threshold for RSU base station separation in this simulated V2I system, the

switchable-beam circular monopole array increases the range of a single RSU from only 325

meters to 961 meters, which reduces the required number of RSUs by a factor of three and

dramatically decreases the cost of deploying such a V2I system. Additionally, the 12.2 dB

front-to-back ratio of the circular monopole array helps to mitigate co-channel interference
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Figure 6.3 POBU at f0 = 5.90 GHz calculated via equation (6.2) for grid points on a linear

highway segment for cases in which (a) OBU has a single monopole antenna and an RSU

range of 325 m with a -68 dBm threshold and (c) OBU has a circular monopole array that

switches between three beam states as shown in Fig. 6.1(b)-(c) and an RSU range of 961 m

with a -68 dBm threshold. The highway is 1.0 km long (along x̂o) and 11.0 m wide (along ŷo).
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between adjacent RSUs when vehicles approach mid-points between them, thereby allowing

spectral reuse.

The OBU received power for the switchable beam case presented in Fig. 6.3(b) is also

plotted as a function of vehicle position along the highway xo at the center of each of the

three highway lanes along yo in Fig. 6.4. The switching of the circular monopole array state,

from an azimuth beam pointed toward ϕo = 0° for −500m ≤ xo < 20m, to a single monopole

omnidirectional radiation pattern for −20m ≤ xo ≤ 20m, to another azimuth plane beam

pointed toward ϕo = 180° for 20m < xo ≤ 500m, is clearly observed from the discontinuities

in the POBU plots for each lane. The POBU results presented in Fig. 6.4 are for an RSU array

tilt angle θtilt = 50.25° and are reasonably-uniform (±5 dB at xo = 0) for all three lanes of

traffic - the one nearest to the base of the RSU, the one furthest from the base of the RSU,

and the one at the center. However, as shown in Fig. 6.5, changing θtilt by only 5.0° either

up or down causes POBU to decrease sharply in the edge lanes and have a lane variation of

±30 dB at xo = 0. The RSU tilt sensitivity is an important consideration for V2I system

design and can be evaluated with this methodology.

6.5 Summary

In conclusion, a switchable-beam circular monopole array provides a much high gain toward

the horizon and is a good candidate for vehicle-mounted antennas in V2I systems. The use of

high gain antenna arrays for both the RSU and OBU can extend the range of communication

and minimize the number of RSU base stations required in the network, lowering the cost.

The simulation results further indicate that the received power is highly sensitive to RSU tilt

angle as changing θtilt by 5° causes the received power to approach the POBU ≥ −68 dBm

threshold [138] in the edge lanes. As expected, a precise installation is required for high-gain,

fixed-beam RSU arrays to ensure sufficient SNR near the highway edges. More complex RSU

aperture designs, such as one with a multi-panel fixed-beam array or adaptive multi-beam

phased arrays could potentially be used for the RSU to resolve the tilt sensitivity problem.
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Figure 6.4 POBU at f0 = 5.90 GHz calculated via equation (6.2) for grid points on a linear

highway segment in (a) near, (b) center, and (c) far lanes with θtilt = 50.25°. See Fig. 6.1(a).
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Figure 6.5 POBU at f0 = 5.90 GHz calculated via equation (6.2) for grid points on a linear

highway segment in all three lanes with different RSU tilt angles θtilt. See Fig. 6.1(a).

148



CHAPTER 7

Conclusion

For many years, antenna measurements have been performed with the aim of characterizing

the passive radiation and impedance-matching characteristics such as gain, polarization, and

S11 for far field angles and bandwidths of interest. However, modern wireless communication

systems operating at millimeter-wave frequencies have brought about a technological evolution

in which active, electronically-scanned arrays with a large number of radiating elements are

closely-integrated with beamforming integrated circuits and transceivers, such that the passive

antenna radiation and active circuit distortion can no longer be characterized independently.

The combined response of radiating elements and ICs must now be measured in controlled

OTA test environments. Furthermore, the widespread adoption of wideband IQ-modulated

signals for increasing data rates has elevated interest in measuring signal quality, which can

be quantified as EVM. These trends have introduced numerous measurement challenges. One

is determining if and how the far field EVM of these signals could be predicted from planar

near field measurements, which have long been used for high gain antennas and phased arrays.

The primary objective of this dissertation was to address that challenge, and a secondary

objective was to predict the received signal power for a V2I antenna link on a linear highway.

First, a review of IQ signal generation, linear and nonlinear distortion by a generic DUT,

and channel equalization was presented in chapter 2, since these details are an integral part of

the EVM measurement process. Three different methods of determining EVM were described:

(1) time domain demodulation, (2) frequency domain spectral correlation, and (3) continuous

wave estimation. The first method is generally implemented with a VSA that demodulates

the DUT output signal, but it is susceptible to signal generator errors and wideband thermal

noise. The second method, which is detailed in [39] and [139], is implemented with a network
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analyzer that measures a periodic, band-limited input signal and output signal for a two-port

DUT over multiple coherent acquisitions with a narrowband receiver and calculates EVM

from the spectral correlation properties. The advantages of this second method over the first

method for EVM analysis of wideband signals were outlined. Finally, a method of estimating

EVM from the root sum square of several error terms that are assumed to be uncorrelated

and can be extracted from CW stimuli was presented. Chapter 3 presented an UWB model

of far field antenna link transmission based on the vector effective length properties of the

transmitting and receiving antennas and a simple circuit model. Full wave simulations of

amplitude distortion from a 28 GHz microstrip patch antenna were applied to this model

using MATLAB to estimate the EVM that results from its far field transmission of a 16-QAM

signal. Then full-wave simulations were used to estimate the complex voltage transfer function

of a far field link between two Ka-band conical horn antennas, using a rational fit modeling

tool within MATLAB, which allowed the effects of both amplitude and group delay distortion

to be modeled in the link EVM analysis. These simulations were compared with measured

EVM results for the same horn, obtained with a CATR, network analyzer, and customized

MATLAB instrument control scripts. Chapter 4 provided an extension from passive antennas

to active arrays, starting with a review of EVM simulation and measurement methods that

have been used by pioneering researchers. Simulations of 8x8 microstrip patch array elements

were applied to phased array signal transmission models to investigate the relative effects of

beam squint and element frequency response variations on the far field EVM as the beam is

scanned and number of elements increased. Measurements of an 8x8 phased array were also

performed with a CATR and network analyzer to determine how EVM varies for elements,

beam scan angles, power sweeps, and signal modulation rates. Distortion-dominated EVM

measurements of individual active array element channels were achieved, for the first time to

the author’s knowledge, by lowering VNA IF bandwidth and applying vector averaging. The

far field EVM analysis of the Ka-band horn and 8x8 phased array via full-wave simulations

and CATR measurements in chapters 3 and 4 provided a foundation and benchmark data for

planar near field transformation analysis of these two AUTs in chapter 5. The fundamental

principles of PNF measurement theory were presented, and relevant patents and publications
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for its application to far field EVM analysis were reviewed. A single time domain simulation

of the Ka-band horn planar near fields was performed, and the wideband near fields at each of

4096 ideal probe positions were exported and Fourier-transformed to the far field tone-by-tone.

PNF-derived far fields were used to simulate the horn link EVM, and results were compared

to those from chapter 3. These results nearly matched when the SNR component of the far

field EVM was included, but the EVM predicted from simulated planar near fields for the

linear distortion component deviated significantly from the far field simulation results at large

elevation angles, indicating that a larger scan plane may be required than that indicated by

the valid angle formula in equation (5.7). PNF measurements of the Ka-band horn and 8x8

phased array were also implemented with another customized MATLAB instrument control

script. The measured planar near field S21, EVM versus modulation rate and source power,

and transformed far field patterns were presented and included multiple beam scan angles for

the phased array. A methodology for estimating EVM of the far field signal from these PNF

measurements, similar to that of Fig. 5.2, was defined and partially-demonstrated. Future

tasks required to fully characterize the feasibility of determining far field EVM from planar

near field measurements were also identified.

While a detailed analysis of CATR and PNF measurement errors was not within the scope

of this work due to time constraints in accessing the test equipment, which was provided by

Keysight Technologies at their state-of-the-art facilities in northern California, it remains an

essential next step in ascertaining the degree of accuracy that can be achieved in predicting

the far field EVM from PNF measurements, since this is highly dependent on the specific test

conditions and calibration standards that are applied in these measurements (assuming CATR

measurements are used as a reference for the far fields transformed from PNF measurements).

This area of research is receiving greater attention as the IEEE Recommended Practice for

Estimating the Uncertainty in Error Vector Magnitude of Measured Digitally Modulated

Signals for Wireless Communications was published in November 2022 [140]. Beyond this,

alternative PNF measurement techniques such as phaseless measurements [141,142] and time

domain formulations [143,144] could be explored to determine if these offer speed, accuracy,

or computational efficiency advantages when applied to far field EVM estimation.
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