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Extended-Charge-Transfer Excitons in Crystalline Supramolecular Photocatalytic Scaffolds

Nicholas J. Hestand,† Roman V. Kazantsev,‡§ Adam S. Weingarten,‡§ Liam C. Palmer,‡§⊥ Samucl I. Stupp,*∥§,⊥ and Frank C. Spano*†

I. INTRODUCTION

Natural photosynthetic systems organize chromophore molecules to absorb the sun’s energy and efficiently transfer it to catalysts for solar-to-fuel conversion.1,2 This energy flow ability relies on the precise chromophore–chromophore and chromophore–protein interactions that are afforded by the protein’s tertiary supramolecular structure.3 Emulation of such behavior in artificial systems has been a standing challenge for the last several decades. Over this time period, there have been great advances in the field of chromophore self-assembly into supramolecular arrays. Not only can nanostructure morphology be controlled through judicious molecular design,4 but it is also well-established that chromophore arrays can facilitate many-body interactions, such as resonant energy transfer, making them attractive candidates for artificial photosynthesis.5 However, the majority of photocatalysis investigations to date that involved organic chromophores were done with the molecules fully dissolved in solution.6–8 In order to move forward with designing artificial systems based on chromophore arrays that can be considered photocatalytic materials, a detailed understanding of how intermolecular coupling modes and environmental effects impact their performance is required.

Recently some of us developed a supramolecular photocatalytic system based on the self-assembly of chromophore amphiphiles in water.9 Constructed from a perylene monomide (PMI) light-absorbing moiety covalently attached to a carboxylate headgroup (Figure 1a), these amphiphiles spontaneously self-assemble into ribbonlike structures that crystallize upon the addition of salt. The molecules within these structures are organized in a face-to-face manner, resulting in assemblies with a high degree of structural order. We found that...
integrating these crystalline nanostructures with nickel-based proton reduction catalysts facilitated the photocatalytic production of hydrogen (H₂) gas. Interestingly, by modifying the alkyl spacer length between the chromophores and the solubilizing charge group of the molecule, we were able to alter the crystalline packing arrangement of the molecules within the nanostructures (Figure 1b,d,e). This change in packing was accompanied by changes in intermolecular coupling among the chromophores, as evidenced by differences in the ground-state absorption spectra, including the energy of the absorption maximum and the energetic distribution of oscillator strength (Figure 1c). Importantly, we observed a discontinuous jump in the rate of H₂ evolution that directly correlated with a change in molecular crystal packing, in particular an increase in b by about 1 Å in going from L1 to L5 (see Figure 1e). Given that molecular packing has been shown to greatly impact device performance in organic photovoltaics, we analyze here how intermolecular coupling in crystalline light-absorbing nanostructures affects the nature of their excited states and catalyst photosensitization abilities.

Our analysis is framed around the mixing between light-induced molecular (Frenkel) excitations, where the electron and hole reside on the same chromophore, and charge-transfer excitations (CTEs), where the electron and hole reside on different chromophores (see Figure 2). While the strongly dipole-allowed Frenkel excitations (FEs) are generally responsible for the majority of light absorption in molecular assemblies, CTEs can play a pivotal role in determining the optical and electronic properties of a supramolecular assembly. Especially relevant to the current work, CTEs mediate the H⁺ reduction reaction by facilitating electron transfer from the optically excited FE to the reducing nickel-based catalyst. Though CTEs absorb little light due to their inherently weak oscillator strength, direct coupling to FEs results in nontrivial changes to the absorption and photoluminescence (PL) spectra. For instance, in the polyacene series, FE/CTE coupling plays a central role in determining the Davydov splitting and exciton dispersion, while in the rylene family the same coupling can explain the absorption spectra of a variety of perylene and terpyrene dyes.

Strong FE/CTE mixing also promotes excimer formation that results in broad, unstructured emission from many perylene assemblies. The significant FE/CTE mixing within many π-stacked molecular nanostructures requires models that include CTEs in order to satisfactorily describe the system photophysics. In previous studies of π-stacked assemblies, the charge-transfer (CT) basis set was truncated to include only electron and hole pairs that lie on nearest neighbor molecules or within a short distance of one another. Such truncations are justified considering that the large Coulomb binding energy of many organic molecular crystals (typically 0.2–0.4 eV) prohibits electron and hole separation much beyond nearest neighbors. Thus, the Coulomb potential is sufficiently screened (e.g., due to a high dielectric environment), the energies of larger-radius CTEs become comparable to those of the nearest-neighbor CTEs [see Figure S1, Supporting Information (SI)], resulting in significant mixing and extended electron–hole separation. For the subset of CT states that couple to the optically allowed FE, significant mixing among extended electron–hole CT states arises whenever V_{CT}(1) ≪ 4t_e + t_h, where V_{CT}(1) is the Coulomb binding energy for an electron and hole on neighboring sites (including screening) and t_e and t_h are the electron and hole transfer integrals. In other words, when the CT coupling among molecules (i.e., CTE bandwidth) greatly exceeds the Coulomb energy between electron and hole, the charges can separate easily into extended charge transfer excitons. Indeed, the PMI assemblies of interest here form in aqueous electrolyte solutions with large dielectric constants. As a result, we expect the effective (static) dielectric constant of these crystalline nanostructures to be much higher than those of bulk organic crystals, thereby necessitating extended CT states in a successful theoretical model.

In order to understand the photophysics of the PMI systems, we first investigate the role that CTEs play in the absorption spectral line shapes of π-stacked assemblies in high-dielectric environments. We identify spectral signatures of strong FE/CTE mixing involving states with large electron–hole separations. Such mixing is strong within PMI π-stacks where
the highest occupied and lowest unoccupied molecular orbitals (HOMO and LUMO, respectively) of adjacent PMI molecules interact strongly due to significant HOMO–HOMO and LUMO–LUMO transition dipole overlap. The magnitude and sign of these interactions are quantified by the electron ($t_e$) and hole ($t_h$) charge transfer integrals and sensitively depend on the nodal patterns of the relevant frontier molecular orbitals.\(^{12,13,30–32}\) In our investigation, special attention is paid to the relative phase of $t_e$ and $t_h$, which determines the magnitude of FE/CTE mixing between states having the same symmetry.\(^{12,13,20–25,33}\) In previous works, some of us showed that the relative phase between $t_e$ and $t_h$ has a strong impact on the absorption and emission spectral profiles and can tune the short-range CT-induced coupling between J- and H-aggregate behavior (as determined by the sign of the CT-induced coupling), even in the absence of the exciton (dipole–dipole) coupling.\(^{22,23,34}\) This relative phase can further modulate the exciton mobility in tightly packed molecular $\pi$-stacks\(^{32}\) and was recently shown to strongly impact electron/hole recombination rates.\(^{35}\) Here, we are mainly concerned with how the relative phase between $t_e$ and $t_h$ affects charge separation to distant CT states. Finally, we apply the theory to two PMI systems, namely, PMI-L1 (L1) and PMI-L5 (L5), which were found experimentally to assemble into two distinct crystal-packing arrangements (Figure 1d,e).\(^{10}\) By reproducing the absorption spectrum of both species, we provide a basis for understanding how intermolecular coupling affects their respective photosensitization abilities and observed photocatalytic properties. Specifically, we correlate the photosensitization ability of the two species, as quantified by the relative H$_2$ production rate when incorporated with a nickel-based proton reduction catalyst, to their absorption signatures.

II. MODEL HAMILTONIAN

To model the optical and electronic properties of tightly packed molecular assemblies with weakly bound excitons, we utilize a Hamiltonian similar to that used in previous works\(^{12,13,20–24}\) and employ a basis set that includes all CT states. Our Holstein-like Hamiltonian describes energy and charge transport in the presence of local vibronic coupling to the symmetric intramolecular mode (or cluster of modes) with energy $\omega_{vb} \approx 1400$ cm$^{-1}$ ($\hbar = 1$), which is responsible for the vibronic progression observed in the solution spectra of PMI as well as in many other conjugated materials. The Hamiltonian, which assumes a single electron and a single hole, can be divided into Frenkel and CT components as

$$H = H_F + H_{CT}$$

The Frenkel Hamiltonian, including local vibronic coupling, is given by

$$H_F = -U \sum_n B_n^\dagger B_n + \sum_n \{t_e B_n^\dagger B_{n+1} + \text{H.c.}\} + \alpha_{vb} \sum_n B_n^\dagger B_n + \alpha_{vb} \sum_n (\lambda_0 (b_n^\dagger b_n) + \gamma \lambda_0^2) B_n^\dagger B_n$$

and describes energy transfer across a linear one-dimensional $\pi$-stack of PMI chromophores. In eq 2 the zero of energy is chosen to correspond to the infinitely separated electron and hole. The operator $B_n^\dagger$ ($B_n$) creates (annihilates) a local Frenkel excitation on the nth chromophore with local electrostatic binding energy $U$, while direct energy transfer between nearest neighbor chromophores occurs via Coulombic excitonic coupling, as quantified by $J_e$ (see Figure 2). Such coupling is normally understood to arise from the interaction between molecular transition dipoles.\(^{36–38}\) A Frenkel excitation consists of an electron and hole occupying the same molecular site, and hence, $B_n = c_n^a d_n^\dagger$, where $c_n^a$ ($d_n^\dagger$) creates an electron (hole) on molecule $n$. The operator $b_n^\dagger$ ($b_n$) creates (annihilates) a vibrational excitation on molecule $n$, and the vibrational coupling to the Frenkel excitation is determined by the neutral Huang–Rhys (HR) parameter $\lambda_0$.

The CT Hamiltonian describes charge transfer across the $\pi$-stack and is written as

$$H_{CT} = \sum_n \{t_e B_n^\dagger B_{n+1} + t_h d_n^\dagger d_{n+1} + \text{H.c.}\} - \sum_{n \neq 0} V_{CT}(s) c_n^a c_{n+i}^\dagger d_{n+i} + \alpha_{vb} \sum_{n \neq 0} (\lambda_0 (b_n^\dagger b_n) + \lambda_e (b_n^\dagger d_{n+i}) + \lambda_h (d_n^\dagger b_{n+i}) + \lambda_+^2 + \lambda_-^2) \times c_n^a d_{n+i}^\dagger d_{n+i}$$

The electron and hole transfer integrals, $t_e$ and $t_h$, facilitate charge migration throughout the system by coupling nearest neighbor HOMOs and LUMOs, respectively (see Figure 2), while vibronic coupling to the CT states is described by the ionic HR factors $\lambda_0^2$ (for holes) and $\lambda_e^2$ (for electrons). The Coulombic binding energy for an electron–hole pair separated by lstd, where $d$ is the distance between nearest neighbor chromophores, is given by $V_{CT}(s) = e^2/4\pi\epsilon_0\epsilon_r lstd$, where $\epsilon_r$ is the effective static dielectric constant of the system plus environment. The first term in eq 3 also accounts for FE/CTE mixing through exciton dissociation and recombination. The dissociation integrals ($D_e$ and $D_h$) describing these processes have been approximated by their one-electron components, $t_e$ and $t_h$.\(^{39}\)

The Hamiltonian in eq 1 is readily expressed in a multiparticle basis set consisting of one-, two-, and three-particle FE states and two- and three-particle CTE states, as described in greater detail in the Supporting Information and in previous publications.\(^{40–43}\) In the current work, all charge-separated states are retained in the basis set, regardless of the distance between electron and hole. While the two-particle approximation is generally appropriate, we found that inclusion of both Frenkel and CT three-particle states is necessary to achieve sufficient convergence for the PMI assemblies due to their large CT integrals and the near resonance condition between the diabatic CT and Frenkel states. However, in order to reduce the basis set to a manageable size, the three-particle Frenkel and CT states have been truncated so that the pure vibrational excitations remain within a two-molecule radius of the vibronic excitation. This truncation results in a dramatic increase in computational efficiency without sacrificing accuracy. In addition, we assume periodic boundary conditions in order to exploit system symmetries to reduce computation time.

In a periodic system where translational symmetry applies (i.e., crystalline solid), each eigenstate is characterized by a wave vector $k = 0, \pm 2\pi/N, \pm 4\pi/N, ...$, $\pi$, which is a good quantum number of the state. Accordingly, we express the diabatic Frenkel states as
\[|k\rangle = \frac{1}{\sqrt{N}} \sum_n e^{i\text{ln} n} \] (4)

where \(\text{ln} n\) represents a local FE on molecule \(n\). The diabatic CT states are labeled with wave vector \(k\) and the separation between electron and hole, \(s\),

\[|k, s\rangle = \frac{1}{\sqrt{N}} \sum_n e^{ik\text{ln} n, n + s} \] (5)

where \(\text{ln} n, n + s\) represents the local state having a hole on molecule \(n\) and an electron on molecule \(n + s\) \((s = 1, 2, \ldots, N - 1)\). In the basis defined by eqs 4 and 5, the Hamiltonian couples electronic excitations with like values of \(k, 12,24,25,33\)

\[\langle k\text{Hlk}, p \rangle = \langle f_k - U \rangle \] (6)

\[\langle k, s\text{Hlk}, s' \rangle = (t_e + t_h e^{ik})\delta_{s,s'} \] (7)

\[\langle k\text{Hlk}, s \rangle = (t_e + t_h e^{ik})\delta_{s,1} \] (8)

where the exciton coupling term is defined by \(f_k = 2f_k \cos(k)\). The electronic states are written in this manner and then dressed with vibrations (see the SI) in order to form a multiparticle basis set in which \(k\) remains a good quantum number. The Hamiltonian is divided into sub-blocks according to \(k\) and each sub-block is numerically diagonalized to yield all eigenstates and eigenvalues associated with the wave vector. Once the eigenstates and eigenvalues are known, the observables are calculated (see the SI for calculation details).

In order to gain insight into the underlying physics of extended CT states and specifically their impact on the photophysics and photosensitization ability of PMI assemblies, we consider a simplified model valid in the limit of strongly screened Coulombic interactions, \(V_{\text{CT}}(s) \ll 4t_e + t_h\), which, as we show below, is valid for the PMI systems of interest. We therefore begin our analysis by taking \(V_{\text{CT}}(s) = 0\) in eq 3 and neglecting (for now) vibrational coupling \((\omega_1^2 = \omega_2^2 = \omega_3^2 = 0)\). The solution to a slightly more complex model for an infinite 1D system where \(V_{\text{CT}}(s) \neq 0\) was given by Merrifield.33 Under our assumptions, the subspaces composed of Frenkel and CT states can be diagonalized analytically, leaving only the coupling between the Frenkel and CT states to contend with. Subspace diagonalization results in the Frenkel states according to eq 4 and the CT states defined by

\[|k, p\rangle = \frac{1}{\sqrt{N}} \sum_i e^{i\theta(k)i} \sin(ps)|k, s\rangle \] (9)

where we have introduced \(p = \pi/N, 2\pi/N, \ldots, (N - 1)\pi/N\) as the quasirelative momentum between electron and hole, and the exponential phase factor \(\theta(k) = 2 \text{atan}(|z|/(|z^*| + Re[z]))\) for \(k \neq \pi\) and \(\theta(k) = \pi\) for \(k = \pi\) where \(z = t_e + t_h e^{ik}\).

Throughout the remainder of the paper, we refer to the electronic basis defined by eqs 4 and 9 as the diabatic \(k,p\)-basis.

With the CT states expressed in this manner, the Hamiltonian matrix elements between electronic excitations are given by eq 6 along with 33

\[\langle k, p\text{Hlk}, p \rangle = 2t_e + t_h e^{ik} \cos(p) \] (10)

and

\[\langle k\text{Hlk}, p \rangle = \frac{2}{N} (t_e + t_h e^{ik}) e^{i\theta(k)} \sin(p) \]

\[+ \frac{2}{N} (t_e + t_h e^{ik}) e^{i\theta(k)(N-1)} \sin(p(N-1)) \] (11)

For systems in which all chromophores have parallel transition dipole moments, only states with wave vector \(k = 0\) absorb visible radiation. In this important case, the relevant FE/CTE coupling is

\[\langle k = 0\text{Hlk}, 0 \rangle = \sqrt{8/\pi} (t_e + t_h) \sin(p) \] (12)

for \(p = \pi/N, 3\pi/N, \ldots\) and is equal to zero when \(p\) is an even multiple of \(\pi/N\). Note that in the diabatic \(k,p\)-basis, the energies of the CT basis states (eq 10), along with the magnitude of the FE/CTE coupling (eq 11), depend on the relative phases of \(t_e\) and \(t_h\). As noted previously,12,13,30 the CT integrals are very sensitive to the nanostructure packing geometry, since they depend on the overlap of the molecular HOMOs and LUMOs; this is especially well-known in the field of crystallochromy, where variations in crystal packing result in significant changes of the crystal color.44 Because of this sensitivity, it has been suggested that modifying the packing structure (e.g., via chemical tuning51–54) may provide a useful route toward designing materials for organic electronics. The Hamiltonian expressed in the \(k,p\)-basis (eqs 6, 10, and 11) serves as a launching point for our investigations of FE/CTE mixing in the sections that follow.

III. ABSORPTION SIGNATURES OF FE/CTE MIXING

In this section we analyze the absorption spectral profile for \(x\)-stacked assemblies using the Hamiltonian in eq 1 in the high dielectric limit, \(V_{\text{CT}}(1) \ll 4t_e + t_h\). Prior to irradiation with light, the \(x\)-stack is in the vibrationless electronic ground state \((G)\) with energy \(E_G\). Optical excitation induces transitions from \((G)\) to the mixed FE/CTE eigenstates \(|k, \alpha\rangle\) of eq 1 with energies \(E_{G\alpha}\), where \(\alpha = 1, 2, \ldots\) in order of increasing energy. The transitions, which occur at energies \(E_{G\alpha} - E_G\), are governed by the oscillator strengths, which scale with the square of the transition dipole moment \((|\langle G|\mu|k\rangle|^2\)\). Here, \(\mu \equiv \mu \sum_i (\delta_i + B_i)\) is the transition dipole moment operator. In this section, our primary goal is to identify signatures in the absorption spectrum that might provide clues to efficient electron/hole separation and therefore the catalytic efficiency of proton reduction systems where PMI nanostructures are used as the photosensitizing agent.

In the discussion that follows, we assume parallel transition dipole moments \(\mu\) for all chromophores within a disorder-free \(x\)-stack with a length much shorter than an optical wavelength. Under these conditions, oscillator strength is concentrated in the \(k = 0\) FE in eq 4. The oscillator strengths to the mixed FE/CTE eigenstates, \(|k, \alpha\rangle\), are therefore governed by

\[|\langle G|\mu|k\rangle|^2 = N_\mu^2 \langle k\text{Hlk}, \alpha\rangle^2 \delta_{\alpha=0} \] (13)

where we have neglected the very weak oscillator strengths associated with the \((k = 0, p)\) CT states in eq 9.5,13 Mixing of the \(k = 0\) CTE states in eq 12 with the \(k = 0\) FE (referred to from here on simply as the FE and CTE states) results in a distribution of oscillator strength over a broad range of mixed FE/CTE states. Figure 3 illustrates how such FE/CTE mixing depends on the system parameters \(t_e, t_h, J_0\), and \(U\), where we have taken \(V_{\text{CT}}(s) = 0\) to reflect the high dielectric medium and...
have temporarily ignored vibronic coupling. The quantity $|J_{k=0} - U|$ determines the energy separation between the FE and the CT band of states, while the sum $|t|$ serves to determine both the magnitude of the FE/CTE coupling as well as the CTE bandwidth for states with $k = 0$ (see eq 10). In the limit of $|J_{k=0} - U| \ll |t|$, the diabatic FE and CTE bands are energetically well separated, limiting the FE/CTE mixing. In this regime, FE/CTE mixing is dominated by the first-order processes described by eq 12; only CT states characterized by $p = \pi/N, 3\pi/N, ...$ appreciably mix with the FE, as very little second-order mixing between CT states occurs via indirect coupling through the FE state. This results in an uneven distribution of FE character across the mixed FE/CTE states with the majority of FE character being retained by the parent FE state. In this limit, the CTE states remain mostly inaccessible by optical excitation and therefore do not play a major role in the photophysical response of the assembly. The small degree of FE character that does mix into these states (shown in Figure 3a) scales as a sinusoidal function of $p$ (see eq 12). Furthermore, the mixed states exhibit a small energetic shift compared to the parent states due to the FE/CTE coupling as the FE and CTE states split away from one another.

In the opposite limit of $|J_{k=0} - U| \gg |t|$, the FE/CTE states are energetically well positioned for strong mixing to occur. The diabatic CT states interact strongly with one another via indirect coupling through the diabatic FE. Indeed, in the limit $J_{k=0} = U = 0$ it can be shown that the FE character is distributed evenly across all $N$ mixed states. In this limit, the FE character per unit frequency interval scales directly with the density of states. Here the CTE states are optically accessible and play a much larger role in the assembly’s photophysics.

The two limits of FE/CTE coupling are characterized by very different absorption spectral line shapes. Figure 4 illustrates how the spectrum changes as the ratio $M = (J_{k=0} - U)/|t| + |t|$ is varied for a system of chromophores arranged in a 1D linear array.
π-stack. For simplicity we set $t_e = t_h$. In addition, we temporarily neglect the frequency dependence of the oscillator strength in order to better appreciate the band symmetries. Figure 4a contains simulations of rigid systems, while Figure 4b contains the corresponding simulations when vibronic coupling is activated.

We begin by discussing the absorption signatures in the absence of vibronic coupling. When $M$ is large and negative (Figure 4a, solid purple curve), the FE/CTE mixing is limited due to the large energy difference between Frenkel and CT states (see Figure 3a). The majority of oscillator strength resides in the transition to the lowest-energy exciton, which is composed of mostly FE character, and the absorption spectrum exhibits a single peak, red-shifted from the monomer absorption peak (Figure 4a, solid gray curve). Note that this red shift is due entirely to FE/CTE mixing. As $M$ increases toward zero (Figure 4a, solid blue, green, and red curves), the FE/CTE mixing is enhanced, resulting in the appearance of a weak but broad absorption band that is blue-shifted from the monomer absorption peak. The eigenstates responsible for the broad, high-energy band have dominant CT character and are made optically accessible by their small but non-negligible FE component. When $M = 0$ (Figure 4a, black curve) the broad band becomes far more intense and is dispersed symmetrically around the diabatic FE state (see eqs 6 and 10 and Figure 1b). The band, centered about $\omega = \lambda_{e,h} U - E_p$ has a width given by $4|t_e + t_h|$ (see Figure 5a, top). As $M$ is further increased above zero so that the FE lies above the CT band (the dashed curves in Figure 4a), the asymmetry of the spectrum reverses: the blue-shifted band retains the majority of the oscillator strength due to its dominant FE character, while the red-shifted band absorbs weakly due to its dominant CT character.

When vibronic coupling is included, the spectra exhibit nearly the same spectral signatures of FE/CTE mixing as the rigid systems (see Figure 4b). The asymmetry of the absorption line shape is still determined by the relative energy of the Frenkel and CT excitons, even though they are now dressed with vibrations. When the FE lies below the CTE band (Figure 4b, solid curves), the absorption spectrum is skewed to the red. On the other hand, when the FE lies above the CTE band (Figure 4b, dashed curves), the absorption spectrum is skewed to the blue. Most importantly, when the FE is near resonance with the CTE band ($\lambda_{e,h} = 0$), the bandwidth remains approximately equal to $4|t_e + t_h|$ and therefore persists as an accurate measure of the sum of the CT integrals. Finally, we note that for the simulations including vibronic coupling we have set $\omega_{vb} = |t_e + t_h|/2$, so that both the red- and blue-shifted bands due to FE/CTE mixing are clearly observable. For systems characterized by $\omega_{vb} \gg |t_e + t_h|$, the signatures of FE/CTE mixing will be largely masked by the vibronic progression.

The intensity and oscillator strength distribution of the spectral bands in Figure 4 can be used as a diagnostic tool to investigate what molecular states are involved during light absorption. The intensity of the broad band in Figure 4, reflects the coupling between the diabatic Frenkel state with CT states of extended electron–hole separation: restricting the coupling to only nearest neighbor CT states results in two distinct bands, separated by $2\sqrt{2}|t_e + t_h|$ with minimal intensity in the spectral region between the two peaks.25 This behavior is emphasized in Figure 5 for the case $M = 0$ for both rigid (Figure 5 upper) and nonrigid (Figure 5, lower) π-stacks. When the FE state is allowed to mix only with nearest-neighbor CTEs (Figure 5, gray dashed curve), there is virtually no oscillator strength in the spectral region between the two main absorption bands. By contrast, when the Coulomb binding energy is severely compromised due to a high dielectric environment (Figure 5, solid black curve), the electron and hole can achieve maximal separation, leading to significant intensity between the two peaks (and an increased splitting to $4|t_e + t_h|$). The origin of this new intensity can be rationalized by examining the density of states for both the nearest-neighbor and extended CT cases (Figure 5, parts b and c, respectively). Mixing of the FE with only nearest-neighbor CTEs results in two energetically discrete optically active states. For the extended CT case, mixing the FE with $n - 1$ CTEs ($k = 0$, $p$) creates a band of optically active states characterized by $\pi$-states $\omega_{vb} k$ with minimal intensity in the spectral region between the two main absorption bands. Figure 5. (a) Absorption spectra of rigid (upper) and nonrigid (lower) systems when the electron and hole are either restricted to nearest neighbors (gray dash) or allowed to separate to infinity (solid black). In all cases, $M = (\lambda_{e,h} U)/t_e t_h = 0$ and $t_e = t_h$, while for the simulations accounting for vibronic coupling we have set $\lambda_{e,h} = 2\lambda_{e,h} = 2 \lambda_{e,h} = 1$ and $\omega_{vb} = (t_e + t_h)/2$. The blue arrows indicate the increase in absorption intensity due to the weakened Coulomb binding energy. (b, c) The density of states associated with the rigid spectra.
states. The majority of these states will be near the band edges, but some will lie in the center of the band. Hence, the interband absorption intensity serves as a signature for the presence of optically accessible CT states with substantial electron/hole separation.

The above analysis shows that when \( |t_e + t_h| \gg |J_{k=0} - \mathcal{U}| \), CT states are efficiently generated in \( \pi \)-stacked assemblies via optical absorption, underscoring the importance of the relative phase between \( t_e \) and \( t_h \) in determining FE/CTE mixing.\(^{15,13,20-25,33}\) Importantly, a positive constructive interference between \( t_e \) and \( t_h \) not only enhances FE/CTE mixing, but also allows for the efficient optical generation of \( k = 0 \) CT states with electron/hole separation far beyond nearest neighbors. The latter occurs whenever \( |t_e + t_h| \gg V_{\text{CT}}(1) \), which is easy to satisfy in an environment with a high dielectric constant.

IV. CHARGE SEPARATION DYNAMICS

In order for perylene-based \( \pi \)-stacks to act as efficient scaffolds for photocatalysis, they must be able to rapidly supply electrons to the sites where catalytic reduction occurs. In order to appreciate the rate of electron production through exciton dissociation, and how such a rate is related to certain signatures in the absorption spectrum, we study in this section the dynamics of charge separation. Equations 7, 8, and 10 predict that the rate at which electrons and holes separate is a strong function of the CT bandwidth. Equations 7 and 8 show that for a given wave vector, charge separation is governed by \( t_e + t_h e^{i\lambda} \), while eq 10 shows that the CT bandwidth (for a given \( k \)) is proportional to the same term. For states relevant to optical absorption (\( k = 0 \)), the ability of the charges to separate depends on the sum \( t_e + t_h \). A large absorption bandwidth therefore signifies rapid charge separation (see section III).

Figure 6a–c illustrates the dispersion of the diabatic CT states as a function of \( k \) and \( p \) for systems characterized by CT integrals of different relative phases. When the CT integrals are in phase (Figure 6a), the \( k = 0 \) CT band (highlighted in red) has a large bandwidth, supporting rapid charge separation. On the other hand, when the CT integrals are individually small or out-of-phase (Figures 6b,c), the \( k = 0 \) CT bandwidth is small, suggesting suppressed charge separation.

In order to visualize the time-dependent evolution of charge separation as a function of CT coupling in our systems, we solved the time-dependent Schrödinger equation after initially exciting the system to the superposition state defined by

\[
|\Psi(t=0)\rangle = \sum_i c_i |\Psi_i\rangle
\]

\[c_i = \frac{1}{\mu \sqrt{N}} \langle \mathcal{G} | \hat{n} | \Psi_i \rangle\]

In effect, \( |\Psi(t=0)\rangle \) mimics the state of the system directly after broadband absorption. After excitation, the system is allowed to propagate coherently while the charge separation is monitored. We note that the state \( |\Psi(t=0)\rangle \) is composed entirely of \( k = 0 \) FEs, so that at \( t = 0 \), there is no charge separation. The dependence of the charge separation behavior on the \( \lambda = 0, p \) dispersion (i.e., CT bandwidth) is illustrated in Figure 6d–f, where the \( \lambda = 0, s \) admixture of \( |\Psi(t)\rangle \) is plotted as a function of time. Indeed, when \( t_e \) and \( t_h \) are in phase, as in Figure 6a, we observe efficient charge separation, as indicated by the rapid increase in \( \lambda = 0, s \) character of \( |\Psi(t)\rangle \) with time (Figure 6d). The charges separate nearly 40 molecules away from one another after 25 fs. In sharp contrast, when \( t_e \) and \( t_h \) are out-of-phase, as in Figure 6b, the charges remain together indefinitely; the molecules do not couple via charge transfer, preventing \( |\Psi(t)\rangle \) from evolving into a mixed FE/CTE state (Figure 6d). In the intermediate coupling case (Figure 6f), the charges separate but do not achieve as large of a spatial...
separation as when the CT integrals are fully in-phase. This data indicates that the rate of charge separation scales directly with the $k = 0$, $p$ CT bandwidth.

A more quantitative measure of the charge separation dynamics is shown in Figure 7a. Here, the average electron/hole separation as a function of time is shown for several systems characterized by different CT integrals. The dotted lines represent the solution to the time-dependent Schrödinger equation in the absence of vibrational coupling ($\lambda_{\text{vib}}^2 = \lambda_{\text{c}}^2 = \lambda_{\text{h}}^2 = 1$, while all HR factors are set to zero when vibronic coupling is neglected). The corresponding absorption spectra, including vibronic coupling, are shown in Figure 7b. In all cases the simulations consider linear 1D chains of 50 chromophores.

Figure 7. (a) The average CT separation as a function of time after excitation to $|\Psi(t=0)\rangle$ with (solid curves) and without (dashed curves) vibronic coupling. For these simulations, $J_k = 0$, $V_{\text{CT}} = 0$, $U = 0$, and $\omega_{\text{ vib}} = 1400$ cm$^{-1}$. For the simulations including vibronic coupling we have set $\lambda_{\text{vib}}^2 = 2\lambda_{\text{c}}^2 = 2\lambda_{\text{h}}^2 = 1$, while all HR factors are set to zero when vibronic coupling is neglected. (b) The corresponding absorption spectra, including vibronic coupling. In all cases the simulations consider linear 1D chains of 50 chromophores.

absorption, such as organic photovoltaics and photocatalytic sensitizing agents.

Interestingly, in the absence of vibrational coupling, the charges remain bound to the same molecule when $t_s = -t_h$, as predicted by eqs 10 and 11. However, vibronic coupling allows the charges to separate at a rate that is only several times smaller than the maximal rate obtained when $t_s$ and $t_h$ are in phase (see black curve in Figure 7a). This is quite a nonintuitive result, since vibronic coupling generally increases the effective mass of the charges (i.e., slows them down). We interpret that vibronic coupling acts to interrupt the destructive interference resulting when $t_s$ and $t_h$ are perfectly out-of-phase, thereby allowing charges to separate.

The charge separation behaviors depicted in Figure 7a can be anticipated by certain spectral signatures present in the absorption spectrum, as demonstrated in Figure 7b. Systems exhibiting the fastest charge separation rates are characterized by a large absorption bandwidth, i.e., large in-phase CT integrals (see section III). On the other hand, slow charge separation is associated with a narrow absorption profile, signifying individually small or out-of-phase CT integrals. We again emphasize the importance of extended CT states being energetically accessible to the FE in order for good charge separation to occur. Otherwise, the electron and hole remain bound within a small radius exciton. As discussed in section III, the coupling to extended CT states is signified by enhanced oscillator strength between the two absorption bands (see Figure 5).

V. APPLICATION TO PHOTOCATALYSIS WITH PERYLENE MONOIMIDE ASSEMBLIES

We now apply our theory to two photosensitizing PMI systems, PMI-L1 (L1) and PMI-L5 (L5) (Figure 1a). Dissolution of these molecules in water produces micron-long 1D ribbon structures driven by hydrophobic collapse of the aromatic portion of the molecule. Under charge-screening conditions, the molecules within these supramolecular assemblies crystallize, forming solution-dispersed 2D organic crystals. Both L1 and L5 organize into similar unit cells composed of antiparallel-oriented molecules (Figure 1b). However, analysis of the X-ray patterns shows slight differences in the crystalline packing arrangement (Figure 1d,e). Furthermore, despite having identical monomer absorption profiles, these two crystals show significant differences in both the blue and red portion of the absorption spectra (Figure 1c). L1 exhibits a blue-shifted main absorption peak along with a pronounced reduction in oscillator strength in the red region of the spectrum compared to L5. When interfaced with the same nickel-based proton reduction catalyst under identical experimental conditions, assemblies containing L5 evolve $2.4 \pm 0.5$ times more $H_2$ than those containing L1. We note that in the photocatalytic assemblies, the function of the PMI chromophores is to act as a photosensitizing agent (see ref 9). As the $H^+$ reduction catalyst is expected to behave similarly in both systems, the difference in $H_2$ production can be attributed to the ability of the PMI chromophores to generate and deliver electrons to the catalytic sites. Information about these processes can be uncovered by employing the correlations between absorption spectral signatures and FE/CTE mixing developed in sections II–IV.

Both L1 and L5 exhibit broad absorption spectra that are skewed to the blue, somewhat reminiscent of the dashed spectra in Figure 4b when $M$ is near zero. The spectral profiles indicate strong $k = 0$ FE/CTE mixing through in-phase CT
integrals. In L5, the oscillator strength is more evenly distributed across both main absorption bands, suggesting stronger $k = 0$ FE/CTE mixing than in L1. Additionally, the asymmetry suggests that, for both L1 and L5, the CT states lie below the vibronic FE that carries the majority of the oscillator strength. The large $k = 0$ FE/CTE mixing in L1 and L5 suggests that both systems are able to generate electrons and deliver them to the catalyst. However, L5 is expected to provide electrons to the catalyst at a faster rate due to stronger $k = 0$ FE/CTE mixing. We test this hypothesis below by modeling both L1 and L5 and calculating the relative rates of charge generation.

In order to model the two PMI systems, we begin by extracting the single-molecule parameters needed to define the Hamiltonian in eq 1 from the solution spectrum (Figure 8).

**Figure 8.** Experimental (black) and simulated (red) solution spectra of the PMIs.

The spectrum exhibits subtle vibronic features that allow for assignment of both the neutral HR factor ($\lambda^2 = 1.15$) and vibrational energy ($\omega_{vib} = 1225$ cm$^{-1}$). These values are consistent with those found in other similar rylene systems. From the solution spectrum we also obtain the absorption line width ($\sigma = 600$ cm$^{-1}$), which is taken to be the standard deviation in a normalized Gaussian line shape function, and the transition frequency of the absorption origin ($-U - E_g = 19475$ cm$^{-1}$). Figure 8 shows good agreement between the simulated and measured spectra (see the SI for absorption calculation details), thereby validating the parameter set. We note that in all calculations we have used a single effective vibrational mode to account for the vibronic progression, although in reality several closely spaced modes contribute.

The PMI assemblies are modeled as one-dimensional $\pi$-stacks composed of 50 molecules (Figure 9). Due to computational considerations, we have neglected the second dimension of the PMI nanoribbon in order to focus on the charge-transfer interactions between neighboring $\pi$-stacked molecules. The charge-transfer interactions along the second dimension are expected to be weak due to the small overlap between neighboring frontier molecular orbitals. Furthermore, in order to be consistent with the phase conventions developed in sections II–IV, we have chosen the phases of the local electronic excited states so that the transition dipole moments are all aligned in the $k = 0$ exciton.

Following the method outlined in ref 12, the vibronic coupling parameters for the ionic states were evaluated using density functional theory (DFT). The values $\lambda^2 = 0.19$ and $\lambda^2 = 0.24$ were arrived at by summing the individual HR factors of each calculated vibrational mode within 200 cm$^{-1}$ of the effective mode frequency extracted from the solution spectrum, i.e., within the range 1025–1425 cm$^{-1}$. These calculations employed the B3LYP functional and cc-pVDZ basis set and were based on DFT-optimized geometries of the PMI core with the linker group replaced by a hydrogen atom. Vibrational overlap factors were then computed on the basis of the calculated Huang–Rhys factors as in eqs 32–34 of ref 12.

The usual approach to parametrize the intermolecular interactions within crystalline systems involves ab-inito calculations of the intermolecular interactions based on the crystal structure. Because the PMI nanostructures are two-dimensional ribbons there is no crystallographic information available about the dimension normal to the ribbon surface. As such, we have no experimental information about the long-axis offset in the stacking between molecules. Given the crystallinity of the material, we expect this long-axis stacking to be consistent across the material. In lieu of the usual procedure, we parametrize the intermolecular interactions based on the spectral signatures outlined in section III.

From the crystal absorption spectra (Figure 1c), we extract the magnitude of $|t_h + t_l|$ for both L1 and L5 from the absorption bandwidth ($\approx 4|t_h + t_l|$). In both L1 and L5, the bandwidth is approximately 5000 cm$^{-1}$, resulting in a value of 1250 cm$^{-1}$ (0.16 eV) for $|t_h + t_l|$. While it is generally possible to calculate the individual CT integrals using quantum chemical software, a lack of information concerning the precise 3D
packing arrangement within these systems prohibits such calculations. Therefore, we simply set \( t_e = t_h \) so that the magnitude of the individual CT integrals is taken to be 625 cm\(^{-1}\) (0.08 eV). We thus assume a similar \( \pi \)-stacking geometry for L1 and L5. The assumption \( t_e = t_h \) is not rigorous; however, the simulated spectrum is relatively insensitive to asymmetries in the CT integrals so long as \( |t_e + t_h| \) remains constant (see the SI). These integrals are of magnitude comparable to those calculated on the basis of known \( \pi \)-stacked rylene crystal geometries\(^\text{12,22}\) and are also consistent with experimental measurements of the valence bandwidths in perylene-based crystals\(^\text{56,57}\).

The charged nature of both the PMI molecules and surrounding electrolyte solution suggest that the electron and hole will experience significant screening. We assume that the Coulomb binding energy for nearest-neighbor charge separation obeys the inequality \( V_{CT}(1) \ll 4|t_e + t_h| \), where the right-hand side is approximately 0.65 eV for the PMI systems of interest. For simplicity, we take \( V_{CT} = 0 \) as in sections III and IV. We further set the value of \( U \) to 0.2 eV, although higher values up to 0.5 eV were also explored. Since the important mixing between Frenkel and CT states is dependent mostly on the quantity \( J_{L1} - U \), the higher values of \( U \) yielded similar absorption spectra as long as \( J_{L1} = 0 \) was increased to maintain the value of \( J_{L1} - U \). In the calculated spectra of Figure 10, the value of \( J_{L1} = 0 \) was adjusted to reproduce the relative intensities of the two absorption bands observed experimentally. Note again that the 2D nature of these materials limits our ability to experimentally determine the packing offset along the long molecular axis so that \( J \) can only be approximately evaluated (see below). However, \( J_{L1} = 0 \) can be set empirically based on the absorption signatures outlined in section III. Accordingly, we used the values \( J_{L1} = 2200 \) and 1200 cm\(^{-1}\) for L1 and L5, respectively. (For comparison, the values increased to approximately 3400 and 2500 cm\(^{-1}\) when \( U \) was set to 0.4 eV.) The excitonic couplings were incorporated through the nearest-neighbor interaction, which was set to \( J_e = J_{L1}/2 \). Interestingly, the values for \( J_{L1} \) are less than those of infinite 2D sheets of L1 (3850 cm\(^{-1}\)) and L5 (3500 cm\(^{-1}\)) as calculated using transition charge densities where an approximate two-dimensional geometry, consistent with wide-angle X-ray scattering (WAXS) measurements (see SI for calculation details), was considered in the lattice sum for \( J_{L1} \). The values of \( J_{L1} \) used in the simulations are therefore consistent with finite nanoribbon dimensions. The larger excitonic coupling for L1 is supported by two experimental observations. First, the WAXS data show that the intermolecular edge-to-edge spacing in L1 is nearly 1 Å closer than for L5. Second, cryo-TEM measurements indicate that L1 forms wider nanoribbon sheets than L5: in going from L1 to L5 the nanoribbon width decreases from micrometers to tens of nanometers. Both the closer spacing and wider ribbon dimensions serve to increase the magnitude of the excitonic coupling in L1. The entire parameter sets are summarized in Table 1.

![Figure 10](image.png)

Figure 10. Simulated (red) spectra of (a) L1 and (b) L5 are compared to experiment (black). Also shown are simulations when only nearest-neighbor CT states are included (gray dash). Note that a spectral shift of \( \Delta = -800 \) and \(-1100 \) cm\(^{-1}\) has been added to the simulated L1 and L5 spectra in order to align the most intense peak with experiment.

**Table 1. Simulation Parameters for Absorption Calculations**

<table>
<thead>
<tr>
<th>parameter</th>
<th>L1</th>
<th>L5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J_{L1} )</td>
<td>2200</td>
<td>1200</td>
</tr>
<tr>
<td>( t_e )</td>
<td>625</td>
<td>625</td>
</tr>
<tr>
<td>( t_h )</td>
<td>625</td>
<td>625</td>
</tr>
<tr>
<td>( U )</td>
<td>1600</td>
<td>1600</td>
</tr>
<tr>
<td>( V_{CT}(1) )</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \alpha_{bb} )</td>
<td>1225</td>
<td>1225</td>
</tr>
<tr>
<td>( \lambda_{2}^2 )</td>
<td>1.15</td>
<td>1.15</td>
</tr>
<tr>
<td>( \lambda_{-2}^2 )</td>
<td>0.24</td>
<td>0.24</td>
</tr>
<tr>
<td>( \Delta_{L1} )</td>
<td>19475</td>
<td>19475</td>
</tr>
<tr>
<td>( \Delta )</td>
<td>-800</td>
<td>-1100</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>600</td>
<td>600</td>
</tr>
</tbody>
</table>

*All energies are expressed in units of cm\(^{-1}\).*

We note that for L1, \( J_{L1} - U > 0 \), but for L5, \( J_{L1} - U < 0 \), suggesting that the simulated absorption spectrum for L1 should be skewed to the blue, while that of L5 should be skewed to the red on the basis of the discussion in section III. Instead, in both cases, the simulated spectra are skewed to the blue. This unexpected behavior is a result of vibronic coupling, which redistributes oscillator strength to higher-energy vibrationally excited FEs. In any case, the quantity \( J_{L1} - U \) is less in L5 compared to L1, which results in a much more even distribution of oscillator strength across both bands in the L5 spectrum. The good agreement of the simulations with experiment (see Figure 10) validates the parameter sets and gives us confidence that the model accurately captures the essential photophysical properties of each system. As such, these parameter sets will provide the basis for our subsequent investigation concerning the photosensitizing ability of each chromophore.

Figure 10 also shows simulations where the CT states have been restricted to nearest neighbors (gray dashed line), in order to emphasize the importance of extended CT states for these PMI systems. When the extended CT states are neglected, the spectra develop two distinct bands with a significant drop in the intensity between the two bands. The latter effect arises because the FE is no longer able to strongly couple to the entire band of
CT states. Hence, including extended CT states and making them energetically accessible to the FE [i.e., \( V_{CT}(1) \ll 4t_e + t_h \)] are necessary to correctly describe these systems.

We are now poised to make predictions regarding the relative \( \text{H}_2 \) production between \( \text{L1} \) and \( \text{L5} \) based on the ability of these systems to provide electrons to the catalytic sites. It was previously hypothesized that the difference in \( \text{H}_2 \) production between the two systems originates from the relative ability of the exciton to split and form the free charges necessary to participate in the electron transfer reactions required for \( \text{H}_2 \) production.\(^{10}\) In section IV, it was shown that optically allowed excitons will separate quickly when there is strong mixing between the \( k = 0 \) FE and CT states. This requires both large, in-phase CT integrals as well as near-resonant conditions for the \( k = 0 \) FE and CT states, so that \( t_{k} + t_{h} \gg |J_{k=0} - U_{k}|. \) On the basis of our model parameters, we know that although the CT integrals are similar for both \( \text{L1} \) and \( \text{L5} \), the energy difference between the FE and CT states is larger in \( \text{L1} \) \((|J_{k=0} - U_{k}| = 600 \text{ cm}^{-1}\)) than in \( \text{L5} \) \((|J_{k=0} - U_{k}| = 400 \text{ cm}^{-1}\)) due to the larger excitonic coupling in \( \text{L1} \). This leads to less efficient mixing between the FE and CT states in \( \text{L1} \), which suppresses the ability of the exciton to split into free charges. Beyond decreasing the strength of FE/CTE mixing, the increased excitonic coupling in \( \text{L1} \) also leads to a blue-shifted absorption spectrum, which results in less overlap between the incident photon spectrum of the light source used for the \( \text{H}_2 \) production measurements (see Figure 10a) and the \( \text{L1} \) absorption spectrum. Hence, the difference in measured \( \text{H}_2 \) production between \( \text{L1} \) and \( \text{L5} \) can be largely attributed to differences in excitonic coupling, which leads to weaker \( k = 0 \) FE/CTE mixing and less efficient spectral overlap with the excitation lamp in \( \text{L1} \) compared to \( \text{L5} \).

To test this hypothesis, we formulated an observable that takes into account both the FE/CTE mixing and the spectral overlap with the light source to measure the probability that the system will form a CT state after the absorption event. The more likely the system is to form a CT state, the more likely the free electron to proceed to the site of the bound catalyst for electron transfer. By defining the distribution of the incident radiation as \( \Phi(\omega) \) and assuming coherent evolution after light absorption, the probability that the system will be found in a CT state after the absorption event is proportional to

\[
P_{\text{CT}} \propto \int_{-\infty}^{\infty} d\omega \ Q(\omega) \\
= \int_{-\infty}^{\infty} d\omega \ \Phi(\omega) \sum_{i} f_{i} g_{i} \Gamma(\omega - \omega_{i})
\]

(16)

Here, \( Q(\omega) \) is equal to the product of the absorption spectrum of the incident radiation, \( \Phi(\omega) \), and the PMI absorption spectrum weighted by the CT component of the absorbing eigenstates

\[
g_{i} = \langle \Psi_{i} | \sum_{n,s \neq 0} e^{i e_{n} a_{+}^{\dagger}} d_{n,s} a_{+} | \Psi_{i} \rangle
\]

(17)

The term \( f_{i} \) represents the line strength for the transition from the ground state to the ith excited state (see the SI for details) and \( \Gamma(\omega) \) is a Gaussian line shape function. Figure 11 shows \( Q(\omega) \) for both \( \text{L1} \) and \( \text{L5} \) under broadband illumination (Figure 11a) and lamp illumination (Figure 11b). Taking the integral over all frequencies, the ratio \( P_{\text{CT}}^\text{L5}/P_{\text{CT}}^\text{L1} \) is 1.8 shows that under lamp illumination CT states form more readily in \( \text{L5} \) than \( \text{L1} \). Hence, \( \text{L5} \) should deliver approximately 1.8 times more electrons to the reducing catalyst than \( \text{L1} \) over a constant period of time, implying a similar relative rate of \( \text{H}_2 \) production. This ratio is in good agreement with the experimentally measured ratio of \( \text{H}_2 \) production between the two systems (2.4 \( \pm \) 0.5).\(^{10}\)

VI. DISCUSSION AND CONCLUSION

Motivated by recently developed photocatalytic systems based on self-assembling PMI amphiphiles, we investigated theoretically the absorption spectral signatures of FE/CTE mixing in systems with high dielectric constants and, therefore, weak exciton binding energies. For systems having \( t_{k} + t_{h} > \hbar \omega_{e+} \), these signatures include (1) the asymmetry of the absorption line shape, (2) the peak splitting between the red- and blue-shifted absorption bands, and (3) the absorption intensity in the spectral region between the two bands, each of which provides complementary information about the system properties.

The asymmetry of the absorption line shape is indicative of the relative energies of the diabatic FE and CTE bands; when the absorption spectrum is skewed to the red, the \( k = 0 \) FE lies below the \( k = 0 \) CTE band, while the opposite is true when the absorption spectrum is skewed to the blue (see Figure 4). Furthermore, the peak splitting between the absorption bands is given by \( \sim 4t_{k} + t_{h} \), providing a means of determining \( t_{k} + t_{h} \) even in the presence of vibronic coupling. Finally, the intensity of the absorption spectrum in the spectral region midway between the two absorption bands gives information about the extent to which an FE dissociates into free charges (see Figure 5). When there is significant intensity in the interband region, extended CT states are energetically accessible to the parent FE and the exciton is able to readily dissociate into distant charges. These signatures remain valid when vibronic coupling is introduced (see Figure 4b), though it is possible for some complications to arise concerning the asymmetry of the absorption line shape depending upon the strength of the
vibronic coupling ($\lambda^2$). For example, when $\lambda^2 > 1$, as is the case for L1 and L5, the majority of oscillator strength resides in higher vibronic states with one or more vibrational quanta. This results in the possibility of spectra that are skewed to the blue, even though $J_{\text{FE/CT}} - U < 0$ (as is the case in L5), due to the majority of oscillator strength residing with vibrationally excited FEs.

The appearance of these spectral signatures is strongly dependent on the relative phases of the CT integrals, $t_e$ and $t_c$, which depend on the molecular packing arrangement. Coupling between the CT states and the optically allowed FE depends on the sum $t_e + t_c$, in agreement with previous works. Importantly, this sum also determines the coupling between CT states of different electron/hole radii (see eq 7) and thus the $k = 0$ CT bandwidth (see Figure 6a–c). Hence, the relative phases of the CT integrals determine not only the probability of the excitation existing in a charge-separated state after absorption but also the extent to which the electron and hole are separated in such states. For applications in which efficient charge separation is desirable, it is beneficial to optimize materials to have large, in phase, CT integrals in order to maximize $t_e + t_c$. Indeed, Kasimzadey and Hoffman observed a positive correlation between the absorption width and the photogeneration of free charges in several pigment families, including perylene, squaraine, thiopyrylium, and diketopyrrolo dyes. A similar correlation between the absorption width and photocurrent generation was observed in the experiments of Gregg on perylene bis(phenethylimide), Jeon et al. on titanyl phthalocyanine, and Kim et al. on a series of three perylene tetracarboxylic diimide derivatives. Similarly, Zhang et al. showed that an asymmetric perylene diimide characterized by a large photoconductivity also exhibits a broad absorption spectrum. The other main factor influencing the FE/CTE mixing is the relative energy of the diabatic FE and CTE states. The energies of the diabatic FE states are determined mainly by the Coulomb coupling, whereas the energies of the diabatic CTE states depend on the CT integrals, as well as the dielectric environment and crystal polarizability.

Both PMI assemblies investigated in section V exhibit absorption spectral profiles consisting of two main bands with significant intensity in the spectral region lying in between. These characteristics indicate significant $k = 0$ FE/CTE mixing involving states with extended charge separation, ideal for efficient photosensitizing materials in photocatalytic applications. Instead of tightly bound excitons typically found in conventional organic materials, the excitons in these water-dispersed organic crystals readily dissociate to produce free electrons that can proceed to the catalytic reaction sites to take part in $\text{H}^+$ reduction reactions. This spontaneous charge separation allows the system to circumvent the high Coulombic barrier that typically inhibits electron transfer. This insight suggests that the formation of ordered organic materials in high dielectric environments can be greatly beneficial to producing efficient photoconversion systems.

Our calculations concerning the relative rate of $\text{H}_2$ production in L1 and L5 agree well with the experimentally observed $\text{H}_2$ production rates. The disparity in $\text{H}_2$ production between the systems is attributed to a difference in the ability of the materials to generate and deliver electrons to the reductive catalytic sites. On the basis of the hypothesis that the rate of charge generation within the PMI assemblies is directly correlated to the amount of $\text{H}_2$ produced, our calculations estimate that systems sensitized with L5 should produce roughly twice as much $\text{H}_2$ as those sensitized with L1, in good agreement with experimental measurements. The difference in charge generation is attributed to the excitonic coupling term ($J_{\text{FE}}$), which is significantly larger in L1 than in L5, presumably due to closer edge-to-edge stacking distances and a larger nanoribbon width. This increase in $J_{\text{FE}}$ serves to reduce the FE/CTE mixing in L1 and is also responsible for a significant blue shift in the absorption spectrum when compared to that of L5. The blue shift results in less overlap of the excitation profile used for $\text{H}_2$ production experiments and L1 absorption spectrum (see Figure 10). Together, these properties hinder exciton dissociation in L1 compared to L5.

Given the inherent sensitivity of molecular coupling to structural packing in these PMI materials, there likely exists a rich electronic phase space that can be accessed through modifications in molecular design. We therefore predict the existence of crystalline PMI materials with near-zero $M$ values that when screened by a high dielectric medium should have the charge separation capacity akin to inorganic semiconductors. While the theory developed here has been applied to the photosensitizing agent in photocatalytic systems, it is not restricted to such systems or applications. For instance, in the field of singlet fission, the CT state is thought to play an important role in mediating the conversion of a singlet exciton to a pair of triplet excitons. The singlet and triplet pair states indirectly couple through a nearest-neighbor CT state. Such mixing should be evident as distinct signatures in the absorption and emission spectra, thereby allowing efficient screening protocols for materials with high fission rates. Overall, the theoretical approach developed here should provide guidance for developing future generations of organic electronic devices.
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