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A fundamental goal in education is to provide access to quality education and educational opportunities for every student. Classroom processes, teaching, and students' learning experiences are at the heart of quality education and, as such, must be the key focus in investigating the issues of equity in access to education (O'Sullivan, 2006; Peske \& Haycock, 2006; Raudenbush \& Sadoff, 2008). In light of India's performance in PISA 2009, this dissertation study investigates the larger issues of access to high quality teaching practices, and other valuable school resources to get a better picture of India's poor performance. To this end, publicly available large-scale datasets such as the Programme of International Student Achievement (PISA; by OECD), and the Teaching and Learning International Survey (TALIS; by OECD) enable us to look beyond student's achievement scores or a country's ranking by providing us with a plethora of information on students, teachers, and schools. Moreover, even
though PISA assessments are low stakes tests, they often drive high stakes education policy decisions in multiple countries.

In this dissertation study, I make use of the PISA student and school questionnaires for India along with state-of the art multilevel IRT models implemented using MCMC. I describe and illustrate a methodology to examine students' exposure to key instructional practices based on students' responses to PISA survey items, and then use this measure as an outcome variable in a three-level IRT model to investigate differences in the amounts of exposure to key practices within schools and between schools. Measurement invariance was established across the rural and urban regions of Himachal Pradesh (HP) and Tamil Nadu (TN) before comparing the construct of interest across various sub-groups. This set of analyses indicates that the items in the student questionnaires capture the construct of interest, and are not an artifact of underlying translation errors, or cultural differences in the examinees understanding of these items.

A multilevel IRT approach, such as the one employed in this dissertation allows us to tease apart the variation in the extent to which students experience particular instructional practices into their within-school and between-school components. The analysis strategies developed in connection with my dissertation will hopefully be valuable to other researchers interested in investigating questions concerning inequality in the distribution of key instructional practices.

Lastly, in chapter 6, I depict the use of this approach to identify schools, whose students on an average, experience relatively high or low exposure to the instructional practices of interest. Futhermore, a key finding of this set of analyses indicated that the that a majority of the public or government-run schools were concentrated in the lowest end of the socio-economic scale; private schools were found to be more spread out, but still in low socio-economic areas.
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## Chapter 1

## Introduction

"Quality education" has often been associated with students’ scores on a variety of tests, since they strongly relate to improvements in skills and enable better social and economic outcomes (e.g., Hill \& Chalaux, 2011, p.13). Classroom processes, teaching, and students' learning experiences are at the heart of quality education, and as such, are a key focus in investigating the issues of equity in access to quality education (O'Sullivan, 2006; Peske \& Haycock, 2006; Raudenbush \& Sadoff, 2008). Raudenbush \& Sadoff, (2008) state that when much is known about the innovations and aspects of instruction that are crucial to student development, a fundamental issue that follows centers on "access" - the distribution of classroom quality and the extent to which this varies within schools, and across different demographic and geographic regions (p.140). The importance of access to educational opportunities and access to the same level of resources for all students has been a focus of educational research since the 1980s, and the main focus of research for scholars such as Burstein(1980) and Oakes (1989). In the Indian setting, researchers have found that access to quality education is a concern across several Indian states (e.g., Schleicher, 2013; Walker, 2011).

In 2000, as an initiative towards universal education, India started a program called the Sarva Shiksha Abhiyan, which means the "Education for All Program". The program focused on universal elementary education, bridging the gaps in gender and social context concerning education, and enhancement of the learning levels of children. In 2009 the Right to Education (RTE) Act was passed; as per this law, every child between the ages of 6 to 14 will receive "free and compulsory" education, a right that is aimed at reducing child labor and achieving universal education. Furthermore, the law also demands the need for "equitable quality in a formal school
which satisfies certain essential norms and standards" (RTE 2009 gazette). RTE aims at free and compulsory education in India, however, it is also essential to provide students with quality education along with an environment conducive to learning. Globally, many countries have adopted policies for universal education to ensure that every child receives free and compulsory education irrespective of their background.

### 1.1 Motivation to Study Access to Instructional Practices and School Resources

There has been a rise in student enrollment rates in the past few years across many states in India, however, access to education remains an open question for many subgroups (Lewin, 2011). In countries with highly competitive job markets, such as India, the equal distribution of educational resources is necessary (Shields et al., 2017) as there are usually many candidates for a particular job posting. Research indicates that the boom of the technology industry in India has created a "few" top performers, which tends to conceal the majority of underperformers, especially children from the rural areas (Das \& Zajonc, 2010a). Therefore, it is essential that everyone has equal access to educational resources, and the distribution of these opportunities will largely impact students being placed into competitive jobs.

Numerous studies have indicated the need to improve the quality of education in India (e.g., Das \& Zajonc, 2010b; Lewin, 2011; Singh \& Sarkar, 2015). Two examples that point towards the need to examine student's performance in India come from the large-scale assessments conducted nationally as well as internationally. First, students' poor performance at a national scale is evident from the Annual Status of Education Report (ASER) study, which conducts household surveys across 600 rural districts in India and reports on children's basic learning skills in mathematics and English for children between the ages of 6 to 15. The ASER survey collects information on family composition, household items (e.g., presence of TV,
refrigerator, etc) available to the family at the time of the survey, parents' education levels, and gives children between the ages of 6 to 15 an in-home test. The survey also collects information on whether the children in the household go to school, if they attend the nearby government school, or if they have dropped out of school. In 2010, among 195 government primary schools sampled in the state of Himachal Pradesh in the North of India, only $53.9 \%$ of third-graders could do subtraction and only $25.3 \%$ could read text that was at the grade-two level. In Tamil Nadu, a state in the south of India, among the 395 government primary schools that participated in ASER, it was found that only $16.4 \%$ of third-graders could do subtraction and $7.2 \%$ could read a secondgrade level text.

Another example indicating India's performance on a global scale comes from India's participation in the large-scale international assessment PISA, conducted by OECD every three years. In 2009, two states from India, Himachal Pradesh and Tamil Nadu participated in the PISA tests. These assessments are administered to 15 -year-olds enrolled in school, and India ranked low in the $72^{\text {nd }}$ and $74^{\text {th }}$ positions among the 74 participating countries on reading literacy. While this ranking at the global scale points towards students' and schools' poor performance on overall reading literacy in the PISA test, the Government of India was far from accepting the results and blamed the results on socio-cultural issues in the PISA tests (Venkatachalam, 2017). This was the only time Indian states participated in the PISA tests.

These reports raise some fundamental questions: Why are students not performing well? What are the reasons or factors for some students to excel while others tend to be at the bottom? School assessments largely assess children's learning outcomes, which depend on several factors, for example, the quality of teaching, retention of quality teachers in schools, the availability of instructional materials, and other various school resources (Kingdon, 2007). Indicators such as
classroom instruction and school resources mediate and shape classroom learning while providing vital information about student performance (Oakes, 1989). Much of the emphasis in investigating educational inequality has primarily focused on student outcomes or test scores as the outcome variables, and teacher practices have often been the predictors in such studies. In light of the RTE act and student's performance on various large-scale assessments, investigating the distribution of instructional practices and school resources directly, instead of test scores and/ or performance data, can be pivotal in monitoring and accountability efforts of education systems, when making decisions about school's resources, policies, and processes. In particular, equitable access to instructional practices has been a challenge across schools in the U.S. (Cardichon et al., 2020), and in India, few studies have examined teacher quality and classroom practices across schools (e.g., Hill \& Chalaux, 2011; Singh \& Sarkar, 2015).

Every developed as well as a developing nation has at some point in time focused its efforts on ensuring "education for all". Even though governments and policymakers might intend to make primary and secondary education accessible for all, the distribution of the opportunities available to children varies considerably amongst various groups. For example, in a poor family, boys might be given preference to go to school over girls, or families with higher wealth might be able to afford better schooling and educational resources in comparison to their counterparts who might be less wealthy and/or hail from a rural village. These examples raise a fundamental question about educational opportunities and access to these opportunities. A variety of reasons can contribute to lack of access, such as the location of the school, unavailability of school programs or resources, funding challenges, etc. The ASER data indicates that there is a substantial lack of school resources (e.g., lack of qualified teachers, shortage of instructional materials) across many government schools in rural areas. Large scale assessments such as ASER and PISA
can be useful tools to assess the distribution of school resources (e.g., lack of qualified teachers, shortage of instructional materials), and school curriculum (e.g., activities offered by the school, differentiation of instruction) across countries or within countries (e.g., in rural and urban regions). This information can be useful to policymakers and/or government officials to make decisions regarding the allocation of resources to those who have fewer opportunities, thus reducing inequities across the nation.

### 1.2 Methodological Approach

Over the past few years, large-scale international assessments like PISA and TIMSS have been adopted by many countries as benchmark tests to make policy-related decisions. Moreover, even though the PISA tests are considered low stakes tests, the results often drive high stakes policy decisions with a strong emphasis on education policy. This level of attention demands the need for a more careful look into measurement and methodological issues, especially when these tests are adopted to guide policies in several countries or economies.

The PISA dataset is administered to 15 -year-old students who are enrolled in schools. First administered in the year 2000, PISA tests are conducted every three years by the OECD. As a part of the PISA tests, a variety of information is gathered from students, including scores on test items in reading, mathematics, and science domains, and background questionnaires completed by students as well as school principals. These datasets often contain rich student and school variables in a wide range of areas. For example, the student questionnaires often ask students about their classroom activities, classroom climate, and specific items about their teachers (e.g., if the teacher asks questions in class; if the teacher assists students with their assignment). These PISA tests undergo a rigorous process for item development and field testing before they are administered to students. The PISA 2009 technical manual (OECD, 2012)
provides a detailed description of all aspects of the PISA tests - the development of the items in the various domains and background questionnaires, its administration, and data analysis across multiple countries in the study.

The PISA 2009 data for India have been utilized in few studies (e.g. Areepattamannil, 2014), and primarily study the effects of various student and school-level factors on mathematics and reading outcome scores. Although the use of datasets like PISA or other large-scale assessments for education policy decision processes has been controversial with a large group of supporters and critics, they could be beneficial for countries like India, where there is a dire need for education policy reforms - the gap between the number of skilled workers, that is, those who have attended a college or technical school and non-skilled workers is increasing at a rapid rate, and education is not affordable to many (Kingdon, 2007). In the past few years, India's primary focus has been on measures such as availability of school resources and enrollment numbers of students, but with the advent of large-scale data sources in India (e.g., National Assessment Survey (NAS), ASER), there has been a shift to focus on curriculum and classroom process.

Notably, the current dissertation work is unlike many other studies in India (e.g., Das \& Zajonc, 2010; Kingdon, 2007) where the primary focus was on student's cognitive scores to assess equity; instead, I will directly look at student's access to key instructional practices, and other school resources to assess the equity of educational opportunities using the PISA 2009 dataset. The items employed in this dissertation study come from the background questionnaires completed by students and school principals. The use of these non-cognitive survey items allows us to look beyond the basic indicators (e.g., proportion of enrolled children) to gain insights into important questions about the distribution of teaching practices and school resources. Furthermore, another important impetus for doing this methodological work is that many
educational indicators are often based on, for example, principal's or district officials responses to survey questions about shortages of qualified teachers, or teacher absenteeism rates, and the like. Such factors are related to student learning, but can be poor substitutes for directly measuring the extent to which students experience key instructional practices. To this end, I make use of the construct labeled as teachers' stimulation of reading engagement (STIMREAD) from PISA 2009's student questionnaires as outcome variables as a way to understand inequalities in access to these instructional practices. These questionnaires were completed by students and the STIMREAD construct is measured using seven items (see Table 5.1 for item descriptions). Such indicators allow us to capture the amount of exposure students have to various key aspects of instruction, and how equitably exposure to these practices are distributed within schools and between schools.

Another key aspect when using large-scale assessments is the need to ensure that the test items are perceived similarly across various sub-groups (e.g., HP rural and HP urban). For example, one of the major criticism of PISA tests is that it fails to account for the differences across countries in terms of their living conditions and culture. In particular, India is a very diverse nation with 30 states and almost every state has its own spoken and/or written language. This cultural diversity could pose concerns for large-scale testing across the nation. Since a majority of the students attend government schools in rural areas, often English or Hindi, which are widely spoken languages across India may not be the preferred language or test language. Therefore, when an assessment or test is administered across multiple states, it becomes crucial to ensure that the differences between various groups (e.g., rural/ urban regions in a country) are trustworthy and not an artifact of underlying translation errors or cultural differences in the examinees understanding of the items. To this end, measurement invariance checks allow us to
make sure that the various groups in the study similarly perceive the items and the underlying construct is comparable across the sub-populations, thereby reducing the chances of biases and unfairness. Such an analysis, allows us to ensure that the estimates we obtained from fitting a model to multiple groups are comparable across the sub-groups and the construct of interest or items across the different groups (e.g., rural and urban regions or private and public schools) are compared on a common measurement scale.

Hierarchical data structures are common in education research due to the hierarchical structure of schooling (e.g., students nested within different classrooms, which are nested in different schools). Scholars like Oakes (1989), and Burstein (1980) have encouraged researchers to make use of large-scale assessments and multilevel models to assess students' access to resources, as not all students in a school will have access to the same level of resources. Using a multilevel model, to model the student-level and school-level data of PISA tests allows us to capture both the within-school and the between-school variations. We can examine the factors associated with differences in students' ratings of teachers with respect to their instructional practices, and the factors that might be related to between-school differences, such as school mean ESCS, and teacher shortage. In particular, we can study the distribution of learning opportunities and exposure to key instructional strategies in a given school with respect to a student's socioeconomic status - that is, whether these opportunities are equitably distributed for students. A multilevel Item Response Theory (IRT) framework, in particular, allows us to investigate the substantive issues related to equity of access to teachers' practices by using the student's responses to surveys to better understand the school conditions, for example, within and across rural and urban regions of India.

To this end, another concern with the PISA 2009, and the motivation to make use of the test items directly in this study is PISA's use of scaled scores for composite indices obtained via an IRT model (e.g., Partial Credit Model (PCM)) while ignoring the nesting of students within different schools. These composite indices are often created using a set of items (e.g., 5 to 10 items) and these composite indices are often employed by secondary analysts for research. In such an approach, most times the estimates for latent variables (e.g., person abilities) are shrunk towards a grand mean, thus resulting in a bias in the estimates and a homogenization of the estimates. This motivates working directly with the actual item responses, and specifying and fitting a 3-level multilevel IRT model with level-1 modeling the item responses. A multilevel IRT framework allows us to easily handle Likert scale items as the outcome variables (common among education research) and captures the within-school and between-school differences with respect to the various student- and school-level characteristics. Note also, that if we work with estimates of the student latent variables of interest created in a separate analysis, we would essentially be back in a two-level model situation in which the ability parameters for the students are treated as outcomes in the student-level model. If standard errors of measurement are not available for these estimates, then the estimate we obtain for the within-school variance component would reflect both measurement error connected with the estimates and the actual differences across students within schools in the extent to which they experience certain practices of interest. The latent scale of interest is formed using the responses to the items, hence the estimate we obtain for the withinschool component may be fairly large, but a substantial portion of that estimate may reflect the error. A latent variable modeling approach provides a comprehensive framework for handling measurement error, in which the measurement models link the observed indicators (e.g., teacher survey responses, student characteristics) to the latent variable or the construct of interest.

To estimate these complex multilevel IRT models one can employ a Maximum Likelihood (ML) or a Bayesian approach using MCMC. In this study, I make use of MCMC estimation to obtain the various parameters of interest. A Bayesian approach, although in large-scale data sets may produce estimates similar to those obtained from ML estimation, has multiple advantages. Firstly, it provides flexibility in fitting a variety of models with ease. Secondly, Bayesian inference and the interpretations of various parameters along with the credible intervals is different from that of ML estimation and can be considered to be more intuitive. Credible intervals, in a Bayesian framework, captures the uncertainty in our parameters, and the $95 \%$ credible interval is the central portion of the posterior distribution that contains $95 \%$ of the values. The $95 \%$ credible intervals can be interpreted as a probabilistic value, that is "given the observed data, there is a $95 \%$ probability that the true value of the parameter falls within the interval" while the $95 \%$ confidence intervals obtained for, say, the ML estimates would be "that we are $95 \%$ confident that the true value of the parameter is contained within the lower bound and the upper bound if we repeated the study many times. Thirdly, the plots of posterior distributions of parameters of interest, the posterior means, and medians and other quantiles can help us get a much better sense of what the data are telling us in comparison to just point estimates. Such an approach requires specifying priors for the parameters in the model. In many cases, we may have little prior knowledge about the magnitude of various parameters in our models. In some cases, however, findings in previous relevant studies or assessments may provide the basis for specifying priors that contribute valuable information in our analyses. An improved, and refined interpretation of the results can assist us while making decisions that impact many students and families.

### 1.3 Research Goal

In light of India's poor performance on the PISA tests and the current situation of Indian education, primarily in rural areas, this study seeks to investigate inequalities in access to instructional practices, and differences across schools with respect to a number of school resources (e.g., availability of qualified teachers) for students enrolled in schools in the rural and urban regions. The PISA data allows us to investigate how equitably various key instructional practices, and other school resources are distributed across students and schools, and the extent to which they differ within and across rural and urban regions. The central Research Questions $(\mathrm{RQ})$ for this dissertation study are:

RQ1. To what extent do school resources, such as lack of qualified teachers, and teacher absenteeism differ between schools within the rural and urban regions of HP and TN? What are the limitations and problems of working with indicators of such resources based on principals' responses? What critical information about the quality of students' educational experiences is missing, especially in the area of language instruction?

RQ2a. Does measurement invariance hold for the items that form the teachers' stimulation of reading engagement (STIMREAD) construct across rural and urban regions?

RQ2b. What possibilities arise when we employ student STIMREAD values as outcomes in multilevel models in which students are nested within different schools? Are there appreciable differences in teachers' instructional practices across the rural and urban regions? To what extent does accounting for different student and school-level characteristics (e.g., student SES, teacher shortage at a school) explain differences in exposure to these practices?

RQ3: What do the school-specific estimates of students' exposure to STIMREAD practices look like across public and private schools in TN's rural region?

### 1.4 Significance of the Study

In recent years, there have been numerous initiatives by the Government of India (e.g., NAS by NCERT, NITI Ayog (a policy think tank by GoI)) to improve the Indian education system aimed towards education for all. This study provides another lens to assess equity and access in education. In particular, it adds to the existing work in three important ways:
(a) To our knowledge, no other study in the Indian context has treated instructional practices and other school resources as outcome variables and assessed the distribution of these resources within and between schools, and between different regions, in contrast to focusing on student test scores or enrollment numbers.
(b) Few studies have made use of large-scale international assessments to examine education equality and access to educational opportunities, particularly while employing non-cognitive background questionnaires. Even though this study focuses on India, the strategies developed in connection with my dissertation will be valuable to other researchers interested in investigating questions concerning inequity in the distribution of key instructional practices. In particular, in countries like the United States, where education equity is a pressing concern, international assessments can be complemented by other large-scale assessments such as NAEP, (c) Large-scale international assessments are used across multiple countries for a variety of educational and non-educational policy decisions. To this end, the current work adds to the sparse existing literature (e.g., Asil \& Brown, 2016; Rutkowski \& Svetina, 2014) as few authors have investigated the issue of measurement invariance in large-scale assessments within countries. A multilevel modeling framework allows us to discern the differences in access to instructional
practices as a function of student and school-level demographic factors, such as school funding, and whether a school is public or private or school funding. We can tease apart the variation in the extent to which students experience a particular instructional practice into "within" and "between" school components. It will allow us to identify outlying schools as well, for example, a school in a high poverty region in which students have access to high-quality educational opportunities.
(d) Lastly, multiple nations have employed the Sustainable Development Goals (SDG) 2030 agenda to further their education initiatives. Specifically, the SDG 4 goal aims to ensure inclusive and equitable quality education and promote lifelong learning opportunities for all. With the Covid-19 pandemic raging across every nation in the world, it is of utmost importance to pay close attention to the inequalities in education, predominantly in the low-income nations where students are dropping out of schools and digital learning is out of reach for millions. Availability of quality instruction and resources for all is crucial now and in the future.

## Chapter 2

## Inequalities and Access to Educational Opportunities

Access to educational opportunities is a fundamental right for every student. Most nations in the world have instituted laws and policies to provide equal access to educational opportunities for all students. To that end, the goal of this chapter is: (a) to examine the importance of access to educational opportunities, globally, as well as in India; (b) Next, since the focus of this dissertation work is on teachers' classroom practices and various school resources, I will discuss the importance of these opportunities in light of students' education, and its impact on educational outcomes and academic growth; (c) Since the focus is on India, I will briefly examine the education system in India, education equity and access to opportunities, and discuss schooling in rural versus urban settings in India; and (d) Lastly, I discuss the use of large-scale international assessments, such as PISA to examine access to educational opportunities and how large-scale datasets allow us to gain better insights into classroom teaching practices.

### 2.1 Equality and Access to educational opportunities

Educational equity and access to educational opportunities (e.g., school resources, availability of qualified teachers, or availability of instructional materials) have been of concern since the 1970s (see, e.g., National Academies of Sciences, 2019; National Center for Education Statistics (DHEW) et al., 1978; Oakes, 1989; Shavelson et al., 1989). Equality of opportunity in education is noted in Article 1 of the Convention against Discrimination in Education (UNESCO, 1960), which notes that no person or group of persons should be deprived of access to education of any type or at any level or limit any person or group of persons to education of an inferior standard. Additionally, Coleman, (1968) and the National Center for Education Statistics (DHEW) et al., (1978) note that equality of education implies that students are provided with free
education with a common curriculum for all children regardless of their background, and opportunities for students to rise to their full potential. Children from diverse backgrounds should be able to attend the same school irrespective of the locality they reside in. For example, in the US high-quality secondary education is often accessible to families who can afford housing in middle-class neighborhoods, or to those who can afford private school tuitions (Shields et al., 2017). Such glaring examples exhibit the unequal distribution of educational opportunities in the US and similar examples are seen in various countries around the globe. To address these concerns in the U.S., the National Academies of Sciences, (2019) has developed a set of educational equity indicators as a starting point for addressing the longstanding disparities in key educational opportunities and outcomes (see pg. 5-6 of this report for a summary of the indicators).

In South Asian countries, from 1990 to 2000 significant improvements were made in access to, and participation in, primary education, but at the same time the provision of these educational opportunities has been accompanied by diminution of learning quality (Maclean \& Vine, 2003, p.24). For example, the authors note that even though, in India the enrollment rate for children in primary school might be $75 \%$, only $50 \%$ complete grade 5 . Moreover, among these $50 \%$ students, only $50 \%$ of those students further attain the expected competencies in language and mathematics - most children barely achieve a sustainable level of literacy and numeracy (p.158). Maclean, (2003) notes that in the Asia-Pacific region when it comes to access and equity, and equality of opportunity in education, the situation still needs considerable attention, as there are large populations that are completely excluded from quality and effective education and schooling. He states,
"As a general rule, those living in cities have a better chance of receiving a good education than do those in remote rural or isolated parts of a country. Moreover, boys have a better chance of achieving an effective education than do girls; the rich have greater opportunities for a good education than do those living under conditions of poverty; and those who belong to the mainstream of society have access to better educational opportunities than do ethnic, racial and religious minorities (p.144)".

This is particularly true in India where access to education is a challenge with variations across and within states in the country. The divide is large among various lower caste and minority groups (e.g., girls, and some religious groups like Muslims) (Lewin, 2011). Due to the enactment of policies such as the Right to Education (RTE) and Rashtriya Madhyamic Shiksha Abhiyan (RMSA) ${ }^{1}$ access to education and various opportunities has gained a lot of attention and is slowly improving. These policies have also helped improve education equality. More recently, motivated by the SDG 2030 goals, India has been working towards improving and enforcing various laws and policies aimed at educational equality for all. To this end, it is vital to make sure that the basic school resources are available to all students across all schools. In recent years, multiple researchers (e.g., Govinda \& Bandyopadhyay, (2008); Lewin, (2011)) have examined access to education and educational equity in India.

### 2.1.1 Looking beyond enrollment numbers

"An ideal education system would make sure that all kids are enrolled and would ensure achievement is uncorrelated to pupils' socio-economic background" write Gamboa \&

[^0]Waltenberg, (2015, p. 321). Access to educational opportunities for students is impacted by factors such as enrollment in a private or public school (Ammermueller, 2005), institutional factors such as the amount of instructional time (Oakes, 1989), the location a student resides in, and the wealth of a student's family (Govinda \& Bandyopadhyay, 2008; Lewin, 2011). Most research studies have primarily focused on student enrollment numbers as an indicator to assess education quality and access to schooling. Even though primary education is free for many students in India, to achieve universal education it is essential to have a strong monitoring and assessment system (Govinda \& Bandyopadhyay, 2008; Hill \& Chalaux, 2011), which looks beyond enrollment as the primary outcome.

Enrollment numbers help us better understand the age at which children enter schools and how these students flow through the education system. For example, high enrollment numbers give us an indication about the number of students in school, however, this does not provide us information about students' achievement scores, classroom resources in a given school, teaching activities, or other pertinent student, school, or parental factors. In addition, in India, household income was found to be a strong factor impacting enrollment into secondary schooling and was found to be one of the main reasons for gaps in access to education both at the primary and the secondary level, as schooling costs are substantial (Lewin, 2011, p.388). Four factors that have impacted student's access to schooling and influenced exclusion from schools have been gender, disadvantaged social groups (e.g., scheduled caste or tribe caste groups), location of schools, and poverty (Govinda \& Bandyopadhyay, 2008, p.72).

### 2.1.2 Impact of School Location on Access

In diverse nations like India, the location of a school plays a vital role in a child's schooling. For example, a large population of Indians live in rural India, and students often have
limited options in selecting a school to study in. To better understand the impact of being in a rural area with low accessibility to higher secondary schools, we must understand the degree of urbanization in a country (Ammermueller, 2005, p.22). The rural/urban divide is visible in India (Das \& Zajonc, 2010a; Govinda \& Bandyopadhyay, 2008) and this particularly impacts students who live in remote areas of India with a lack of access to schooling. Special measures and programs by the local and state governments of India help students enroll in schools, however, it is seen that these students tend not to progress through grades (Govinda \& Bandyopadhyay, 2008, p.72). The situation is often worse for girls from low-income families residing in rural areas of India, as educating boys is usually preferred over girls. As a result, girls tend to be excluded from school when the schools are in remote locations, as families might be concerned to send girls to far locations (e.g., for safety concerns).

### 2.2 Access to Instructional Practices

Student test scores or achievement scores have been commonly used as the outcome variable when measuring students' classroom performance. Test scores provide us with information about student learning and proficiencies in various subject areas and are often used to determine whether a child is promoted to the next grade or not. Also, they are used as a proxy for measuring school quality, school climate, or other contextual characteristics. Although, students' performance data and data on prior ability can be useful to distinguish learning within a given setting and judge how students benefit at different levels (e.g., schools, classrooms), various student characteristics (e.g., gender, socio-economic status) are essential for monitoring equity among students (Burstein, 1989). Regarding instructional experiences, Burstein (1989, p.4) states importantly:
"Information about actual topic coverage and instructional methods are of even greater value [when interpreting student performance data in addition to classroom and schoollevel information]".

The growing inequalities in access to educational opportunities are a pressing concern for nations like India, where there are wide differences in demographics across geographical regions. While discussing the relationship between access, and knowledge and skills with student outcomes, Oakes, (1989) states,
"access is a matter over which schools have considerable influence and control. This clear connection between access and policy makes access an appropriate focus of monitoring (p.46)"

This idea can easily be extended and developed to better our understanding of what access looks like for students. Teaching is a social (or group) activity, not an isolated one; therefore, the exposure to various instructional practices students receive in classrooms cannot be matched by other activities outside a classroom or school environment. Teachers' classroom practices can be valuable indicators in comparison to enrollment numbers to monitor school quality, as they are vital for a student's academic growth and achievement. The distribution of instructional practice indicators among various sub-groups (Raudenbush \& Sadoff, 2008; Shields et al., 2017) can give us insights into the amount of exposure a student receives to a particular classroom instructional practice and the extent and kinds of learning opportunities a child receives.

Teachers' instructional practices have been found to have a strong impact on students' achievement scores (e.g., Kane and Staiger, 2012; Muijs, 2006) and even though classroom instruction is key for quality and effective education, policy efforts have often focused on educational outcomes, and classroom instruction has received less attention in comparison to
outcomes (Correnti \& Martínez, 2012). A variety of measures of instruction and classroom processes have been developed for multiple research and policy needs; Correnti \& Martínez, (2012, p.52) categorize these into six broad categories. For example, a few that stand out as key to the premise of this study are "assessing the extent to which different learning opportunities are equitably distributed across classrooms and schools", and "understanding and comparing instructional practices and classroom processes across localities, states, and countries". Across schools in India, few studies have examined the importance of teacher quality (e.g., Hill \& Chalaux, 2011; Singh \& Sarkar, 2015). Singh \& Sarkar, (2015) studied the impact of teacher quality in India on student outcomes across public and private schools. They make use of a multitude of approaches (e.g., teacher and child questionnaires, school observations) to study various teacher quality factors such as teacher characteristics (e.g., subject knowledge) and qualifications (e.g., experience). Their results suggest that across both public and private schools, teacher characteristics and practices (e.g., teachers checking homework regularly) have a significant impact on student's learning outcomes. Studies such as these reflect the importance of teacher quality and the impact they have on students.

## Student surveys to measure classroom practices

Classroom practices can be measured using multiple methods, namely classroom observations, teacher logs, and questionnaires (e.g., teacher or student surveys). To that end, questionnaires have been commonly adopted for capturing teachers' classroom behavior or pedagogical knowledge as they are affordable to administer and less time-consuming (Muijs, 2006). Student surveys have been widely employed in higher education, and are often used for teacher evaluations in universities. Although student questionnaires have gained popularity in recent years, there is still some apprehension about their validity, as student responses may not
be very accurate in the K-12 school setting. But, as noted by Muijs (2006) students in grade eight and higher could provide us with useful information about their teachers as well as their classroom activities. Recently, student surveys are being used widely across various school districts in the US and were employed in the large-scale MET study by making use of the Tripod survey (Kane \& Staiger, 2012).

In addition to the student cognitive scores, PISA also gathers student and school questionnaires. In the current dissertation study, I make use of the PISA student questionnaire which is completed by students who give their responses to a wide range of items about their classroom experiences, in addition to their background characteristics (e.g., their family, home, reading activities, etc). The questionnaires will be discussed in more detail in chapters 4 and 5 .

### 2.3 Access to School Resources

School resources comprise another set of factors that require attention. The goal of "education for all" aims for every student to have access to high-quality schooling irrespective of their financial background. This places a large amount of burden on the school systems to provide all students with access to quality school resources. Schools need to be well-equipped to provide all students with a high-quality education. Measures of schools' resources are excellent diagnostics of what schools are capable of providing to their students. As Oakes, (1989, p. 187) notes, "these resources define the outer limits of what is possible [by schools]". For example, students' opportunities to learn and perform well in academics are dependent upon schools' having enough resources to retain well-qualified teachers and to be able to fund small class sizes.

### 2.4 The case of India

The focus of this dissertation work is to make use of the PISA large-scale international assessment data for India to examine students' exposure to instructional practices and school
resources. Before we discuss the statistical models that we will employ in this study, it is essential to get a clear picture of the education system in India, the research carried out on access and equity in India, and schooling in rural versus urban regions in India.

### 2.4.1 A Brief Description of the Education System in India

The RTE act came into effect in 2010 in India. As a result of this legislation, every child has a right to full-time elementary education, and it was the responsibility of the government of India to ensure that every child between the ages of 6 to 14 is enrolled in a school and completes elementary education. Education across most states in India follows a $10+2+3$ system, which is 8 years in primary school and 2 years in secondary school, followed by two years of senior secondary schooling, and three years of education leading to a bachelor's degree (Kharpade, 2002). In most cases, children start grade one at the age of six. Secondary schooling in India is divided into two cycles - one is secondary school comprising grades $9-10$ or grades $8-10$ in some states, and the second one is upper secondary comprising grades 11 and 12 (Lewin, 2012). There are primarily four types of schools in India, namely, government schools, private aided schools, private unaided schools, and unrecognized private schools. Private schools can be run by an individual or a private organization, and schools that receive part or full support from the government are considered to be private aided schools. Private unaided schools do not receive any support or funds from the government for maintenance. (For specific details about various types of schools, please refer to Lewin, 2012, p. 384). In general, schooling in India is the responsibility of the states under the government of India and most government schools are funded by state budgets.

Schools in India, both government-run and private, follow either a central or state board of education - that is, a governing body that sets the curriculum and provides guidance to schools.

Two boards, the Central Board of Secondary Education (CBSE) and the Council of Indian School Certificate Examination (CISCE) have a uniform curriculum across the entire country, hence fall under the category of "central boards". Furthermore, these boards conduct examinations for $10^{\text {th }}$ and $12^{\text {th }}$ graders, often termed "board" exams. The scores of these examinations play a very important role in a child's education and career, in general. Apart from the central boards, each state in India has a "state government board", wherein the curriculum and other related decisions regarding education are the responsibility of the state. In most cases, the first language or medium of instruction in the schools that follow a state board will be the official language of the state. In Himachal Pradesh (HP) and Tamil Nadu (TN), the official languages are Hindi and Tamil, respectively. In HP many schools teach in English as well.

Himachal Pradesh in the fifties and sixties was considered one of the most backward states in the hilly Himalayan regions of India - an underdeveloped and extremely poor state, an argument used against it to become an independent state (Drèze \& Sen, 2002, p.102). However, in the last few years Himachal Pradesh has seen tremendous growth, particularly in the field of basic education, and today it is at the forefront of providing every child primary and secondary education.

### 2.4.2 Access to Opportunities and Education Equity in India

A fundamental question to think about is why should we care about inequality in access to opportunities in India? And what does that look like? In 1989, the National Council of Educational Research and Training (NCERT) conducted a baseline study with a sample size of 65,842 students to assess their basic language and arithmetic skills ( Maclean \& Vine, 2003). In a larger study in 1997, the NCERT baseline study revealed a wide range for the achievement levels for fourth and fifth graders. For language, the mean scores ranged from $16 \%$ in Madhya

Pradesh to $74 \%$ in Kerala. Furthermore, in some states children in grades 4 or 5 had only mastered less than half the curriculum taught the previous year (World Bank, 1997, p. 84). Particularly, in rural India, many students in grades 4 or 5 had not mastered the skills taught at grade 2 (Banerji et al., 2013; Govinda et al., 1993).

More recently the ASER 2009 report (Annual Status of Education Report (Rural) 2009, 2010) found that in Himachal Pradesh, $80.4 \%$ of the children in the ages range 11-14 years were enrolled in government schools, and $83.4 \%$ of children in the age range 15-16 years were enrolled in government schools. The data found that nearly $4 \%$ of the children in the age range of 15-16 years were not in schools, that is these children either dropped out of schools or never enrolled in schools. Furthermore, $73.2 \%$ of the students enrolled in grade 5 could read grade 2 level text and the learning levels for students enrolled in government schools were found to be lower than those enrolled in private schools. In Tamil Nadu, $73.9 \%$ of the students in the age range of 15-16 years were enrolled in government schools and $10 \%$ were not enrolled in schools at all. Only $35.3 \%$ of the students enrolled in grade 5 could read grade 2 level text. Although the enrollment numbers and the percentages of students with reading skills required at grade level were found to be improving, there is still a lot of room for improvement. For example, in the ASER 2018 report, it was found that in the age range of 11 to 14 years, $65 \%$ of the students were enrolled in government schools and $30.6 \%$ of students were enrolled in private schools. In the age range of 15-16 years, $57.4 \%$ were enrolled in government schools and only $50 \%$ of the students enrolled in grade 5 could read grade 2 level text. In 2016 this number was $47.9 \%$; therefore, we see only a slight improvement in the numbers.

To judge the quality of education in India and to evaluate the implementation of the Sarva Shiksha Abhiyan (SSA), students' enrolled in third, fifth, and eighth grades participated in a large-
scale assessment known as the National Assessment Survey (NAS, 2014). The assessment has been conducted periodically since 2001 to assess the health of the Indian education system as a whole and monitor childrens' learning levels. The goal of NAS is to understand the key indicators of quality education to improve childrens' learning equitably over time. These assessments aim to get a better picture of students' knowledge in specific grades while identifying gaps in areas that need improvement. The results from these assessments are reported on the national and state level, which can help guide policies and interventions for improving children's learning under the SSA program.

In the most recent NAS report, significant differences were found among the average achievement levels of students between the Indian states (NAS, 2014, p.7), and large inequities were seen in science, mathematics, and reading outcomes for students in the rural and urban areas of India. In Himachal Pradesh, the NAS study included $92 \%$ of schools from rural areas, and in Tamil Nadu, the sample consisted of $65 \%$ of schools from rural areas. Students' performed better in reading comprehension and mathematics in HP, with a large number of students in the $90^{\text {th }}$ percentile compared to their counterparts in TN , where the average scores in both reading and mathematics were below the national average of 250 points. On a scale of 0 to 500 , students in TN scored 241 on reading and 229 on mathematics. In HP on average students scored 259 on reading and 248 on mathematics.

In India, even though the government of India provides the country with guidelines, the individual states must ensure the availability of various facilities and resources to students and are responsible to provide their citizens with public amenities. The differences in policies across states give rise to inequality of educational opportunities (Asadullah \& Yalonetzky, 2012). The increased gender gaps and particularly, the low participation of women across Indian states, the
differences in access to public infrastructure by various social groups such as Muslims or lower caste men and women, and the impact of education policies due to caste- discrimination can influence the inequality in educational opportunities. Knowledge of these various factors/ reasons helps us better understand why there can be inequality in access to educational opportunities.

### 2.4.3 Schooling in the Rural versus Urban setting

A large portion of the population of India lives in rural areas and almost $80 \%$ of the schools in India are government-run (NUEPA, 2011). Most of the students in rural areas often go to government schools, which lack basic educational resources (e.g., blackboards, tables, and chairs for students) and have high teacher absenteeism rates (Kingdon, 2007), hence making students disinterested in schooling. It is due to these reasons that we are seeing a rise in private and lowfee private schools (Woodhead et.al, 2013; Chudgar \& Quin, 2012) and parents prefer to send their children to these schools even though they might be expensive (Kingdon, 2007). Private schools are often expensive and less prominent in rural areas. Students attending schools in rural areas of India often have inadequate access to schools, experience poor quality of teaching, and are forced to travel large distances for schooling (Agrawal, 2014). Maclean \& Vine, (2003) note that there are large variations in the learning achievement between rural and urban areas, and the mean levels of performance between the districts within states. The significant disparity in educational attainment between the rural and urban regions in India increases the educational inequality in India, thereby contributing to the rural-urban divide. Only a few studies in India have looked into the quality of schools, particularly government schools (e.g., Kingdon, 2007; ASER, 2014) and access to quality education (e.g., Schleicher, 2013; Walker, 2011), which is a major concern in both rural and urban areas. These points motivate the examination of differences in exposure to access to educational opportunities across rural and urban regions.

Disparities are noticed among childrens' participation in primary and upper primary levels in rural and urban areas. Children in rural areas seem to start schooling late in comparison to their counterparts in urban areas, one possible reason being that urban children tend to live nearer to schools than rural children (Govinda \& Bandyopadhyay, (2008)). At higher grades, Govinda \& Bandyopadhyay, (2008) report that the rural and urban gap persists with about $68 \%$ of children between ages 6-14 years attending school in rural areas, while on the other hand, $81 \%$ of children in this age range are attending school in urban areas. These numbers are significantly worse for girls. Additionally, the rural areas of India have been found to have the poorest schools in the country with a majority of untrained or under-trained teachers (Govinda \& Bandyopadhyay, 2008, p.27). Teachers often lack the necessary conditions to ensure teaching and student learning.

Private schools are growing at a fast pace in urban areas, and since rural areas primarily consist of government schools, parents often prefer to send their kids to private schools even if they are farther away from home. In particular, low-fee private schools, schools that are run privately but at lower costs are becoming popular in certain parts of urban India and are outnumbering public schools (Tooley and Dixon, 2003).

### 2.5 Use of Large-Scale Assessments to Examine Access and Equity

Large-scale international assessments have been an excellent source of data for many countries where testing is scarce (e.g., India) or expensive to administer, while these are employed as an additional source of information for policy decisions in many other countries (e.g., Germany, United States). These large-scale data sources can provide us with rich information about various student and school characteristics, such as students' background characteristics, parental information, students' classroom activities, information on various teaching activities, and the like. In addition to the student test scores, the additional contextual information provided
by these background questionnaires can assist in teasing apart the factors that impact students' schooling. Recently, large-scale assessments such as ECLS-K and the MET project have been used to investigate the impact of teacher practices on student learning. Datasets such as PISA allow us to measure access to instructional practices directly using student responses to teachers' classroom activities, and the test items undergo multiple rounds of revisions to validate the items in the assessments. Therefore, large-scale assessments such as PISA, TIMSS, and more recently TALIS and the MET study, provide us with some insights into the teachers' classroom activities by making use of a combination of questionnaires, video recordings, and/ or observations.

In India, large-scale assessments such as NAS (administered by the Government of India), and ASER (administered by a non-profit called Pratham) have been employed to study students' academic growth and the condition of schooling over the years. In particular, datasets such as ASER can provide us with information about children who are in school or out of school, and who dropped out of school. This in turn can guide policy reforms to improve education systems that strive for equal opportunities for all. International assessments can be valuable to make comparisons across different countries based on a common international assessment framework. However, they must be used with caution while making high-stakes policy inferences.

## Chapter 3

## Multilevel Measurement Models

### 3.1 Measurement Invariance across Regions

International assessments (e.g., PISA, TIMSS) are often administered across multiple countries, various regions within a country, and in a variety of different languages. A fundamental question that one needs to think about is: "Are these assessments behaving similarly across these various populations?" In other words, are the test scores for students comparable across various sub-populations on the same construct of interest?

While employing scaled scores of a latent construct it is essential to make sure that the construct of interest or indicators across the various groups are compared on a common measurement scale. In particular, while making inferences pertaining to the differences in scaled scores we would like the differences between various groups (e.g., between countries, within multiple regions in a country, or across gender) to be trustworthy and not an artifact of underlying translation errors, or cultural differences in understanding the items or underlying construct of interest. Measurement invariance allows us to make sure that the various groups in the study perceive the items in a similar manner and the underlying construct is comparable across the subpopulations, thereby reducing the chances of biases and unfairness. When the estimates of the variables of interest across the sub-groups are used for high stakes education policy decisions we must ensure that all populations and sub-populations are treated fairly.

In international assessments such as PISA, the items used to construct the latent variable of interest often undergoes many rounds of discussions and testing. While assessing measurement invariance or lack of invariance it is vital to be clear about the latent variable of interest and the items that are measuring this construct (Millsap, 2012, p.47). Furthermore, the presence or absence of measurement bias (or DIF) in the items is dependent on the conceptualization of the
latent variable, and the violation of measurement invariance can be considered as measurement bias (or DIF) (Millsap, 2011, p.47). Multiple studies in the past have focussed on the examination of measurement invariance and DIF of items across achievement scale scores in large-scale assessments. However, few studies (e.g., Braeken \& Blömeke, 2016; Rutkowski \& Svetina, 2014) have investigated invariance or equivalency for non-achievement scale scores across subgroups using the items in the background questionnaires in PISA tests.

One of the primary criticisms of PISA tests is that they fail to account for the differences across countries in terms of their living conditions and culture, which warrants the need for measurement invariance checks among the different groups of students. For example, as pointed by Pokropek, Borgonovi, \& McCormick, (2017) having a car in Japan does not have the same impact on socioeconomic status as in the United States. In the context of India, one example is the possession of a dishwasher. It is uncommon to find a dishwasher even in wealthy homes in India. Hence, while creating scale indices, not all the items can be comparable or given the same importance across different countries. A similar issue can be encountered with student responses to items on a questionnaire. Students from different countries may interpret the items differently, thereby posing concerns about the indices created from student questionnaires. Therefore, comparisons among different countries, or within a particular country, such as within rural and urban regions of a country, and across cultures is warranted.

Assessing measurement invariance is particularly essential in the Indian context because of India's poor performance in PISA, which was primarily attributed to the construction of the test. The Indian government blamed the socio-cultural differences between Indian students and those for whom the PISA tests were originally designed, and felt this made the test items unfair towards Indian students. Measurement invariance (MI) checks will help in understanding these
underlying differences if any. Furthermore, in India, we see a wide range of diversity among the rural and urban regions. In addition to this rural-urban divide, there are a vast number of languages spoken in India, since every state has its own spoken and/or written language. This cultural diversity could pose concerns for large-scale testing across the nation. The majority of students attend government schools in rural areas, often English or Hindi, which is a widely spoken language across India may not be the preferred language or language for the test. Therefore, when the same assessment is administered across multiple states, it becomes crucial to ensure that the meaning of the items are interpreted in the same manner across various sub-groups of students and there is no bias in the items across these sub-groups.

In addition, by assessing invariance among the item responses across the different languages we want to make sure that items do not favor a particular group. PISA follows a rigorous procedure for translation of tests (OECD, 2012), however, these procedures do not guarantee the absence of biases in the test, and it is vital to be able to capture the inherent bias that might be present in tests.

### 3.1.1 An IRT Approach to Assess Measurement Invariance

One of the most popular approaches for assessing measurement invariance across various sub-groups has been the factor analytic approach. Such an approach, typically, involves conducting nested tests that range from being least to most restrictive, which can be briefly described as follows. The first test is the configural invariance check across the sub-groups, which indicates that the items constituting the underlying latent variable and the factor structure are similar across the different groups in the study. Next is the metric invariance (or weak factorial invariance) (Meredith, 1993), which is established when the strength of the relationship between the items and the underlying latent factor(s) are equivalent across the same populations. The third
test is the scalar invariance, which is the most restrictive test, suggesting that for a particular score on the latent variable, people in the two sub-groups cannot have different intercepts on the observed variables.

Even though this approach is often used by researchers across a variety of applications (e.g., to assess invariance across gender on survey instruments), assessing measurement invariance across various sub-groups (e.g., across different countries) has not been the first step in the analysis of large-scale assessments. The TALIS study is one of the few large-scale assessments that has employed such a factor analytic approach to investigate measurement invariance of non-cognitive scales (OECD, 2010). For example, to capture the cross-cultural validity for indices such as teachers' beliefs about teaching and teachers' teaching practices in TALIS, the configural and metric invariance was established but scalar invariance was not. Thus, for these measures, the means across countries are not directly comparable and the focus was primarily on the patterns of cross-cultural differences than specific country-by-country comparisons (OECD, 2010).

In this dissertation work, I will be making use of the IRT approach to assess measurement invariance, which is a model-based approach that allows us to capture the relationship between an examinee's ability level on a particular latent trait and the probability of a particular item response (Lord, 1980). Often while administering a test or survey the responses received from the respondents are the observed variables. The underlying latent trait or unobserved latent variables are influenced by the test scores or responses to the survey items and are measured by observing the behavior on relevant tasks or items (Embretson \& Reise, 2000). In the IRT context, often item bias or DIF analysis is used to assess the presence or absence of invariance. It must be noted that although the terminology used to define these invariance checks varies for the factor analysis and

IRT approach, they essentially make use of the same principle by assessing the levels of strictness for the measurement scale and enable inferences when comparing various sub-groups (Millsap, 2012). An IRT approach makes use of a nonlinear monotonic function to model the examinees' item responses, that is the item response function (IRF) (Reise et al., 1993). Multiple software programs, such as MPlus, flexMIRT, and mirt package in R allows multiple-group analyses. Multiple group analysis can help assess measurement invariance across different populations by simultaneously estimating the key parameters, such as the item parameters, and values for the proficiency or ability levels, instead of conducting separate analyses for each population group.

Before the items are examined closely for item-level biases it is important to establish measurement invariance among the various populations. For this, as a first step, we fit an IRT model to the data, the model fit is assessed, and the item discrimination $\left(\alpha_{k}\right)$ and item difficulty or threshold $\left(\kappa_{k}\right)$ parameters are expected to be equivalent across the different groups being examined (Reise et al., 1993). Secondly, using multiple groups analysis, the items are simultaneously calibrated in the two different populations, and the mean and standard deviation of a population of one group is estimated relative to the $\mathrm{N}(0,1)$ distribution of another group (the reference population). For example, while assessing invariance in outcomes for females and males, we could set females to be the reference group. This calibration allows the items for the two sub-groups to be on the same scale. Next, we place an equality constraint across the groups and assess the model fit for this constrained model. Once measurement invariance is established, we take a closer look at the IRF's across the groups to make sure that the resulting theta estimates are on a common scale, and are not biased thereby exhibiting Differential Item Functioning (DIF).

### 3.1.2 Measurement Invariance for Multilevel Models

Hierarchical data structures are common in education research. While analyses with these data structures have been popular for a while, it is only recently that multilevel structures have been accounted for when assessing measurement invariance across various sub-groups. When encountered with nested data structures the traditional factor analysis approach may not properly account for the within-individuals and between-individual variances, therefore it is essential to make use of multilevel factor analysis. This is particularly important when the inferences are used for policy-related decisions, for example, Schweig, (2014) demonstrates the importance of correctly modeling between-classroom and between-school variables using exploratory multilevel factor analysis and the policy implications of these modeling choices. Assessing crosslevel invariance helps to ensure that the factors at the within-level and between-level components are interpreted as a part of the same latent variable (Schweig, 2014). To this end, to judge the amount of variance explained at the between level, we calculate the intra-class correlation (ICC) for each of the items. The ICCs help us evaluate the need for multilevel factor analysis (Muthén, 1994). The ICC will tell us how much variance in the ability levels is due to the between-school differences in comparison to the total variance. A value of an ICC for a given item that is greater than zero and closer to one indicates that the between-school differences are significant.

More recently, a few studies (e.g., Fox \& Glas, 2016; Muthén \& Asparouhov, 2018; Verhagen \& Fox, 2013) have examined the use of multilevel IRT models in a Bayesian framework to assess measurement invariance. While computationally intensive, a Bayesian approach implemented in MCMC can be advantageous in comparison to maximum likelihood approaches as it allows us to obtain the marginal posterior distributions of parameters of interest (e.g., item parameters). Such distributions can be a great tool for comparing multiple groups on various item
parameters. Wang et al., (2008) note we can plot the posterior distribution of the difficulty parameters for the relevant items across the various sub-groups - we can assess the difference between the sub-groups, particularly for items that show DIF. For example, in the current study, the amount of overlap between the posterior distributions for the rural regions in TN and HP will indicate the extent of differences in how the items of interest are behaving across the two groups of examinees.

### 3.2 Multilevel - IRT Models

Increasingly, surveys are being used in multiple educational settings, and these survey items are often on a Likert scale. Such items can be modeled using Item Response Theory (IRT) models, such as the Graded Response Model (GRM) or Graded Partial Credit Model (GPCM). Furthermore, to capture the hierarchical structure of students nested within schools, we make use of multilevel models. The multilevel analysis allows us to capture the differences across outcomes while controlling for background characteristics. In particular, students attending different schools may not have the same level of access to resources. Moreover, students within a particular school may not have the same level of access to resources and instructional practices. Hence, a multilevel model allows us to tease apart these differences into their within-school and betweenschool components. Most studies in the access to opportunities literature have primarily made use of descriptive analysis with few studies employing statistical modeling (e.g., Borman \& Dowling, 2010), and studies have often made use of a variety of indices to measure inequalities in educational opportunities (e.g., Asadullah \& Yalonetzky, 2012). In Asadullah \& Yalonetzky, (2012) the authors make use of four indices - a Pearson-Cramer index, an Overlap index, and two versions of Reardon's index -- to measure inequality of educational opportunity across Indian states (p.1152).

A multilevel IRT model allows us to capture the relationship between observed and latent variables, where the IRT model relates the responses on survey items or test performances to the latent variables of interest (Fox, 2005). In particular, the relationship between the latent variables and the observed background characteristics for students or group level characteristics can be analyzed in one modeling framework while taking into account the errors of measurement in the survey item responses. In these models, student responses to a set of items are modeled using an IRT model at level-1, and the differences in the magnitude of the construct of interest withinschools and between-schools will be modeled in levels 2 and 3 as a function of student-level and school-level factors, respectively. In this section, I will discuss the statistical framework for multilevel IRT models, the strengths of these models, and the estimation of these models using MCMC.

### 3.2.1 Statistical Framework for Multilevel IRT models

Item response theory (IRT) models can handle both dichotomous variables as well as variables with more than two categories (i.e., polytomous variables), and allows us to characterize the interaction between respondents and items through probabilistic models conditional on underlying latent traits. In this study, I model the polytomous items using the graded response model (GRM; Samejima, 1969) as the level-one measurement model.

A graded response model can be advantageous in comparison to a Partial Credit Model (PCM) as described below. The underlying assumption in PCM is that the item loadings are equal to each other. That is, in our example, seven items are equally related to the underlying latent construct of exposure to reading strategies. Such, a simplified assumption may not hold well in practice. In reality, such a model may not be suitable for empirical investigations (e.g., Kreiner \& Christensen, 2014; Rutkowski \& Rutkowski, 2016). The assumptions made in PCM may not hold across
countries as the item loadings (slopes) may be different across countries; there might be differences within a country as well, in terms of how students are interpreting some of the items. However, in models such as the Graded Response Model (GRM) (as described in Equation 1), we see that the item loadings or slope parameter, $\alpha_{k}$, will indicate how strongly the items differ in relation to the underlying latent variable of the construct. Therefore items such as, "the teacher explains beforehand what is expected of the students" and "the teacher gives students the chance to ask questions about the reading assignment" can have different slopes in GRM modeling settings. This impacts the measurement of the latent construct where some items likely provide more information regarding the construct than others. GRM is a generalization of the Two Parameter Logistic (2PL) model and can be described as a "difference" or "indirect" model (Embretson \& Reise, 2000). It models the probability of any given response category or higher, so for any given category it will be similar to the 2 PL model. Such a model forces the categories’ to be ordered which is not the case in PCM or GPCM.

I will discuss these models in the context of an example focusing on teachers' use of stimulation of reading engagement (STIMREAD) in their language lessons as the outcome variable. This measure is constructed using seven items (see Table 5.1), and each item has four response categories varying from " $1=$ never or hardly ever", " $2=$ in some lessons", " $3=$ in most lessons", to " $4=$ in all lessons". In the level- 1 (within-student) model, we model via an IRT model the student's responses to a set of items pertaining to the students' perceived exposure to teachers' use of these reading strategies. At level-2 (within-school) we model the differences in student exposure to such strategies as a function of various student characteristics (e.g., family SES, student attitudes toward school); and in level-3 (a between-school) model, we model differences
across schools in the STIMREAD construct as a function of various school compositional characteristics (e.g., school-mean SES, school size).

The level-one measurement model below links the observed responses to the construct of interest, in this case, students' perceived exposure to teachers' stimulation of reading engagement. Level 1: Measurement model

For a polytomous ordered data responses, in a GRM, the probability of a student $i(i=1,2$, $\left.\ldots, n_{j}\right)$ in school $j(\mathrm{j}=1,2, \ldots, J)$ with an underlying latent trait of $\theta_{i j}$ giving a response falling into category $c\left(\mathrm{c}=1,2, \ldots, C_{k}\right)$ and above on item $k$ is defined by $P\left(Y_{i j k}=c \mid \theta_{i j}\right)$. The conditional cumulative probabilities for an item $k$ with four ordered response categories ( $C_{k}=4$ ) and the student response $c(c=1,2,3)$ are as follows:

$$
\begin{gather*}
P\left(Y_{i j k} \geq 0 \mid \theta_{i j}\right)=1 \\
P\left(Y_{i j k} \geq 1 \mid \theta_{i j}\right)=\frac{1}{1+\exp \left(\kappa_{k c}-\alpha_{k} \theta_{i j}\right)} \\
P\left(Y_{i j k} \geq C_{k}-1 \mid \theta_{i j}\right)=\frac{1}{1+\exp \left(\kappa_{k c-1}-\alpha_{k} \theta_{i j}\right)}
\end{gather*}
$$

where $\alpha_{k}$ is the item slope and $\kappa_{k}=\left(\kappa_{k 1}, \ldots \kappa_{k\left(C_{k}-1\right)}\right)$ is a vector of ordered category intercepts for an item $k$. The category response probability is defined as the differences between two adjacent cumulative probabilities as shown in equation 2 .

$$
\begin{align*}
P\left(Y_{i j k}=c \mid \theta_{i j}\right) & =\frac{1}{1+\exp \left(\kappa_{k c}-\alpha_{k} \theta_{i j}\right)}-\frac{1}{1+\exp \left(\kappa_{k c-1}-\alpha_{k} \theta_{i j}\right)}  \tag{2}\\
& =P\left(Y_{i j k} \geq c \mid \theta_{i j}\right)-P\left(Y_{i j k} \geq c-1 \mid \theta_{i j}\right)
\end{align*}
$$

The slope parameter describes the strength of the relation between item $k$ and the latent variables $\theta_{i j}$. Furthermore, the GRM model treats the items as $C_{k}-1$ dichotomies. In our example, this can be viewed as 0 vs $1,2,3 ; 0,1$ vs 2,$3 ; 0,1,2$ vs 3 .

Level-2 (within-school)
The level-2 (within-school) model allows us to model the within-school relationships between the $\theta_{i j}$ 's and various student-level predictors of interest. This model captures the nesting of the N students in the sample, in the set of J schools in the sample. Thus within a given school $(\mathrm{j}=1$, $2, \ldots, J)$ we have a sample of $n_{j}$ students $\left(i=1,2, \ldots, n_{j}\right)$. The Q predictors in the within-school model are denoted $\mathbf{X}$ :

$$
\begin{equation*}
\theta_{i j}=\beta_{0 j}+\beta_{1 j} X_{1 i j}+\cdots+\beta_{Q j} X_{Q i j}+e_{i j} \tag{3}
\end{equation*}
$$

This model helps us capture within-school relationships between the student-level predictors of interest (e.g., family SES, student attitudes toward school) and differences between students in their perceived amount of exposure to reading strategies, for example. The residuals are assumed normally distributed with variance $\sigma^{2}$ (i.e., $e_{i j} \sim N\left(0, \sigma^{2}\right)$ ); $\sigma^{2}$ captures the amount of variation that remains in the $\theta_{i j}$ 's within schools after accounting for the predictors in the level-2 model. The predictors in this level will be group-mean centered (centered around the school mean values for a given school), hence the intercept parameter $\beta_{0 j}$ will represent the mean perceived exposure to reading strategies for the students in school $j$.

## Level-3 (between-school)

In a Level-3 (between-school) model, we model differences across schools in the $\beta_{0 j}$ 's as a function of differences in various school-level characteristics (e.g., school-mean SES):

$$
\begin{gather*}
\beta_{o j}=\gamma_{00}+\gamma_{01} W_{1 j}+\cdots+\gamma_{0 S} W_{S j}+u_{o j}  \tag{4}\\
\beta_{1 j}=\gamma_{10} \\
\vdots \\
\beta_{Q j}=\gamma_{Q 0}
\end{gather*}
$$

where $u_{o j}$ is a random effect assumed normally distributed with mean 0 and variance $\tau_{00}$. Thus $\tau_{00}$ captures the variance in the $\beta_{0 j}$ 's that remains after taking into account the school-level predictors in the model. Note that we can also treat various regression coefficients in the withinschool model as varying across schools, or we can treat them as fixed.

### 3.2.2 Strengths of Multilevel IRT Models

In addition to helping us investigate how various student-level and school-level characteristics relate to differences in their perceived exposure to potentially important instructional practices, it is also of interest to obtain sound estimates of the $\beta_{0 j}$ 's. These estimates can help identify schools in which students' perceived exposure to STIMREAD, for example, tends to be unusually high or low compared to other schools in the sample. In this regard, it would be valuable to plot such estimates versus various school-level compositional characteristics (e.g., school-mean SES). It would also be valuable to look more closely at such schools using other available data in the PISA survey or other sources of data.

A key feature of multilevel models is that they can provide us with potentially more precise group-specific estimates of outcomes of interest (e.g., the $\beta_{0 j}$ 's ). This is especially valuable in cases where the number of students in a given school is small. Furthermore, we can obtain more precise estimates of the $\theta_{i j}$ 's for the students in a given school, which we will discuss further below. This can be valuable when our measures of students' perceptions of teacher practices are based on a relatively small number of items.

To help illustrate this, consider first an example based on the High School Beyond (HSB) data, in which we have approximately 7,000 high school seniors nested within 160 schools and the outcome of interest is a measure of student's $12^{\text {th }}$-grade math achievement. The level- 1 (within-school) model is as follows:

$$
\begin{equation*}
Y_{i j}=\beta_{0 j}+e_{i j} \quad e_{i j} \sim N\left(0, \sigma^{2}\right) \tag{5}
\end{equation*}
$$

where $Y_{i j}$ is the observed math achievement score for student $i$ in school $j, \beta_{0 j}$ represents the true mean achievement score for school $j$, and the $e_{i j}$ are residuals assumed normally distributed with mean zero and variance $\sigma^{2} ; \sigma^{2}$ represents the variance in observed student achievement scores ( $Y_{i j}$ 's) within schools. (Note this is in contrast to the three-level models described above where $\sigma^{2}$ represents the within-school variance in the $\theta_{i j}$ 's - the parameters capturing students' perceived exposure to instructional practices of interest.)

In the level-2 (between-school) model, the true mean achievement scores are viewed as varying around the grand mean for the population of schools:

$$
\begin{equation*}
\beta_{0 j}=\gamma_{00}+u_{0 j} \quad u_{0 j} \sim N\left(0, \tau_{00}\right) \tag{6}
\end{equation*}
$$

where $\gamma_{00}$ represents the grand mean and $u_{o j}$ is a level- 2 residual or random effect capturing the deviation of the true mean achievement score for school $j$ from the grand mean. The random effects are assumed normally distributed with a mean of zero and variance $\tau_{00}$.

The mean of the outcome scores for the students based on the sample of $n_{j}$ students nested in school $j$ (i.e., $\overline{Y_{. j}}$ ) provides us with an estimate of the mean achievement score for school $j$, with an error variance $V_{j}=\sigma^{2} / n_{j}$. This is an estimate based strictly on the data for school $j$. In addition, the estimate of the population mean based on all of the schools in the sample (i.e., $\gamma_{00}$ ) might be viewed as supplying potentially helpful information concerning the magnitude of $\beta_{o j}$,
especially if $n_{j}$ is small, in which case the error variance connected with $\overline{Y_{. j}}$ would be relatively large. The empirical Bayes (EB) estimate of $\beta_{o j}$ (i.e., $\beta_{0 j}^{*}$ ) would be a compromise between (or composite estimate of) $\overline{Y_{. J}}$ and $\gamma_{00}$ :

$$
\begin{equation*}
\beta_{0 j}^{*}=\lambda_{j} \overline{Y_{\cdot J}}+\left(1-\lambda_{j}\right) \widehat{\gamma}_{00} \tag{7}
\end{equation*}
$$

where $\lambda_{j}=\frac{\tau_{00}}{\tau_{00}+V_{j}}$. Note that when $V_{j}$ is very small relative to $\tau_{00}, \lambda_{j}$ will be close to a value of 1, and nearly all of the weight will be placed on $\overline{Y_{. j}}$ and very little weight will be placed on $\widehat{\gamma}_{00}$. But, on the other hand when $V_{j}$ is very large relative to $\tau_{00}, \lambda_{j}$ will be close to a value of 0 , and nearly all of the weight will be placed on $\widehat{\gamma}_{00}$. Also, the error variance of $\beta_{0 j}^{*}, \operatorname{var}\left(\beta_{0 j}^{*}\right)=\lambda_{j} *$ $V_{j}$. When $V_{j}$ is very small relative to $\tau_{00}$ and most of the weight is placed on $\overline{Y_{. J}}$, the varilance of $\beta_{0 j}^{*}$ is approximately equal to $V_{j}$. But, when $V_{j}$ is large relative to $\tau_{00}$ and a lot of information is borrowed from the estimate of the grand mean and as a result of this additional information the error variance of $\beta_{0 j}^{*}$ will be substantially smaller than $V_{j}$. The basic idea is that we can attempt to "borrow strength" in estimating $\beta_{o j}$ via the shrinkage or composite estimator for $\beta_{o j}$. As $\mathrm{V}_{\mathrm{j}}$ increases in magnitude relative to $\tau_{00}$, the amount of weight placed on $\widehat{\gamma}_{00}$ increases.

However, often overlooked in discussions of shrinkage estimators is the need to borrow strength from information based on other similar groups (e.g., other schools that are similar to school $j$ in key ways). Rather than shrinking toward a grand mean, a more sensible strategy would be to shrink a given school toward a conditional mean based on various school characteristics (e.g., school mean SES, whether a school is a private school or public school) that are available. For example, when we add school mean SES, we have

$$
\begin{equation*}
\beta_{0 j}=\gamma_{00}+\gamma_{01} \operatorname{SchMnSES}+u_{0 j} \quad u_{0 j} \sim N\left(0, \tau_{00}\right) \tag{8}
\end{equation*}
$$

and the fitted value will be given by

$$
\begin{equation*}
\operatorname{FV}\left(\hat{\beta}_{0 j}\right)=\widehat{\gamma}_{00}+\widehat{\gamma}_{01} S c h M n S E S_{j} \tag{9}
\end{equation*}
$$

where $S_{\text {she }} \operatorname{SnSES}_{j}$ is the school mean SES value for school j .
The EB estimate, in this case, will be a composite, of $\overline{Y_{. j}}$ and $\operatorname{FV}\left(\hat{\beta}_{0 j}\right)$

$$
\begin{equation*}
\beta_{0 j}^{*}=\lambda_{j} \overline{Y_{. j}}+\left(1-\lambda_{j}\right)\left(\widehat{\gamma}_{00}+\widehat{\gamma}_{01} \operatorname{SchMnSES}_{\mathrm{j}}\right) \tag{10}
\end{equation*}
$$

where, $\lambda_{j}=\frac{\tau_{00}}{\tau_{00}+\left(\frac{\sigma^{2}}{n_{j}}\right)}$ and $\overline{Y_{. j}}$ is shrunk towards a predicted value based on school mean SES rather than towards the grand mean (see Raudenbush \& Bryk, 2002, p.48).

This has important implications for estimating and drawing inferences concerning the parameters in the multilevel IRT models, for example, school-mean perceived exposure to STIMREAD for the schools in the sample, that is, $\beta_{o j}$. Estimating the multilevel IRT model using MCMC will yield a posterior distribution of the school-mean perceived exposure parameter for each school. The mean of each of these posterior distributions can be viewed as shrinkage or composite estimate that combines information concerning $\beta_{o j}$ based solely on the information provided by the sample of students in school $j$ and an expected value based on key predictors in the between-school model. If there are no predictors in the between-school model, we would end up shrinking toward a grand mean for school-mean perceived exposure, which as we saw in the HSB example can be problematic. For a given school, we must shrink toward an expected value based on key predictors of school-mean exposure values (e.g., key school compositional characteristics); we want to borrow strength from schools similar in important ways.

Also, we can obtain more precise estimates of student perceptions of exposure to instructional practices of interest. As can be seen in Equation 3 above, the $\theta_{i j}{ }^{\prime}$ s are modeled as a function of various student-level predictors. Thus the estimation of the three-level models described above using MCMC will yield a posterior distribution for each $\theta_{i j}$ that is a combination
of (1) an estimate of $\theta_{i j}$ for a given student based on the students' responses to the items that define the construct of interest, and (2) a predicted value based on Equation 3. If there are no predictors in Equation 3, the estimate of $\theta_{i j}$ for that person will be shrunk toward an estimate of the mean perception for the students in her school. When there are predictors in Equation 3 (e.g., a measure of a student's attitude toward school), the estimate of $\theta_{i j}$ will be shrunk toward an expected value based on the grand mean for the student's school $\left(\beta_{0 j}\right)$, plus a certain amount based on the magnitude of the coefficient for student attitude toward school times the student's value on that predictor (e.g., $\beta_{1 j} X_{1 i j}$ ).

Another point regarding shrinkage is that many software programs for IRT analysis often shrink estimates of latent variables (e.g., person abilities) toward a grand mean, thus causing problems analogous to those discussed in the context of the HSB example. Another example is the calibration of the student item parameters for the various scale indices in the questionnaires in PISA 2009. These are based on fitting the partial credit model to a sample of 15,500 students, which is 500 students are randomly selected from each of the 31 OECD countries (OECD, 2012, p.284). The international item parameters from the calibration step were used in a weighted maximum likelihood estimation (WLE) approach to obtain the individual student scores. These WLE estimates were then transformed using a linear transformation to an international metric with an OECD mean of zero and standard deviation one. Such a modeling framework and scaling approach adopted in PISA 2009, (1) ignores the dependence between the individuals nested within schools, and (2) shrinks the estimates to a common mean of zero, which can result in bias in the estimates and homogenization of the estimates. This is further motivation for working directly with the actual item responses and specifying and fitting multilevel IRT models.

### 3.3 Estimation of Multilevel IRT Models: A Bayesian Framework

An IRT model can be fit to a set of dichotomous and/ or polytomous test items. For each item, the IRT model describes an item response curve, and these response curves are multiplied together to result in the likelihood density function for ability. To estimate the ability scores we can make use of three approaches, Maximum Likelihood (ML), Expected A Posteriori (EAP), or Maximum a posteriori (MAP). The ML approach may not be ideal when we have perfect responses for a student. For example, when a student has all correct or incorrect responses, the ML estimate of $\theta$ for the student will tend toward positive or negative infinity. In some scenarios, we see that researchers may drop those individuals that have extreme scores. In such scenarios, the EAP or MAP approach or a fully Bayesian approach might be better suited. In this study, we make use of a fully Bayesian approach involving the use of MCMC for estimation. Few advantages of this approach are discussed below.

First, multilevel IRT models can become quite complex very quickly, especially with the addition of predictors in the level two and three models in the three-level models used in this dissertation. Bayesian techniques are flexible enough to handle these complex models and allow for useful presentations of results. With improved computational power and widely available software such as MPlus, STATA there is a growing interest to make use of Bayesian methods among researchers'. The shape of, and range of values spanned by, the marginal posterior distribution of a parameter of interest; $95 \%$ percent intervals based on the .025 and .975 quantiles of the posterior distribution; and the mean and median of the posterior distribution, can provide us with a more complete picture of the magnitude of the parameter of interest, and the amount of uncertainty of the magnitude of the parameter. For example, this dissertation will be looking at the distribution of learning opportunities (e.g., teachers' instructional practices). The marginal
posterior distribution for a given school can inform us about the distribution of teaching practices for that school.

Second, Markov chain Monte Carlo (MCMC) also opens up an array of useful possibilities, such as incorporating prior information based on results from other relevant studies. In Bayesian inference, both the observed data $(Y)$ and the parameters $(\eta)$ are considered to be random, and the joint distribution of these models (equation 11) is a function of the conditional probability distribution of the data given the parameters and the prior probability distribution of the parameters.

$$
\begin{equation*}
P(\eta \mid Y) \propto P(Y \mid \eta) P(\eta) \tag{11}
\end{equation*}
$$

$P(\eta \mid Y)$ is referred to as the posterior distribution of the parameters $(\eta)$ given the observed data (Y), and $P(\eta)$ is the prior distribution. Equation 11 can also be written as follows

$$
\begin{equation*}
P(\eta \mid Y) \propto L(\eta \mid Y) P(\eta) \tag{12}
\end{equation*}
$$

where $L(\eta \mid Y)$ is the likelihood function based on the data. The actual sample data will be summarized by the likelihood function and the posterior summaries are a result of the updated information after the prior distribution is added. Our inferences for each of the parameters of interest are based on the marginal posterior distributions of the parameters of interest (e.g., $\left.\left(\beta_{0 j} \mid Y\right)\right)$. To obtain the marginal posterior distribution of a particular parameter we integrate over all other unknowns in the model using MCMC, i.e., using MCMC we can simulate the marginal posterior distribution for each parameter in our model. Moreover, priors can be particularly useful as they allow us to update our knowledge of the parameters using "prior information". Particularly, in large-scale assessments, this property can be capitalized by incorporating our summaries from the posterior distribution from the previous year's assessment (e.g., PISA 2006) into our current study (e.g., PISA 2009). Such information is provided using the prior
distribution, $P(\eta)$. The addition of a real prior that provides substantial information can improve our inferences compared to using the likelihood alone (Gelman et.al, 2014, p.93).

Thirdly, in classical methods, Confidence Intervals (CI) are interpreted based on the notion of a repeated draw of samples from the population which contains a fixed and unknown mean $\mu$. In the case of a $95 \% \mathrm{CI}$, when our sample size is sufficiently large, we are confident that our interval captures or contains the value of the parameter of interest. On the other hand, in a Bayesian approach, one forms a 95\% posterior interval for a parameter of interest based on the $2.5 \%$ lower quantile of the posterior distribution and the $97.5 \%$ upper quantile. The interpretation would be that there is a $95 \%$ probability that the true value of the parameter lies between the value of the $2.5 \%$ quantile and the value of the $97.5 \%$ quantile of the posterior distribution. A posterior distribution is essentially a probability distribution for a parameter of interest. The unknown parameters are estimated using Markov chain Monte Carlo (MCMC). In this approach, the model is fit to the data and allowed to run for a sufficiently large number of iterations, usually 5,000 or more, so that our MCMC algorithm converges or reaches equilibrium. After reaching equilibrium, we let the algorithm run for a large number of iterations (e.g., 20,000); the values of the parameters in the model generated in these subsequent iterations provide us with accurate approximations of the shape of the marginal posterior distribution for each parameter, and enables us to calculate $95 \%$ Bayesian intervals, posterior means and medians, and the like. As stated by Wang et al., (2008):
"the MCMC methods essentially turns inference into simply adding, counting, and sorting. This is convenient in that it allows different users of the methods to choose whatever inferences they want once they have the posterior samples (p.368)".

The estimates obtained via this fully Bayesian approach can be used to construct caterpillar plots. These plots allow us to plot the posterior mean and the $95 \%$ posterior interval of $\beta_{o j}$ for each school - that is, we can plot the means of the marginal posterior distributions for the school-specific instructional practice estimates. Such a plot will allow us to see how different the schools are from one another in terms of the practices and what the spread for different schools looks like in each of the two states. For example, it will allow us to pinpoint the specific schools in which the perceived use of the practices of interest seem to be particularly low, moderate, or high or schools where there is a lot of variability.

## Chapter 4

## The distribution of school resources based on PISA's School questionnaire

 RQ1. To what extent do school resources, such as lack of qualified teachers, and teacher absenteeism differ between schools within the rural and urban regions of HP and TN? What are the limitations and problems of working with indicators of such resources based on principals, responses? What critical information about the quality of students' educational experiences is missing, especially in the area of language instruction?For this dissertation work, I make use of the publicly available PISA dataset. PISA was first administered to 15 -year-olds in the year 2000 and is conducted every three years by OECD. The PISA 2009 study was conducted in 64 countries. An additional ten countries that were unable to participate in the PISA 2009 study were administered the test in 2010, and are known as the 2009+ countries or economies. Two states from India, namely, Himachal Pradesh (HP) and Tamil Nadu (TN) participated in the 2009+ study. India or any of these states did not participate in the PISA study ever since.

For each participating country, PISA ensures that the items are thoroughly reviewed, and often revised based on any feedback from personnel from individual countries. Due to the large cultural diversity among countries in the PISA study, before the administration of the items, OECD screens the items for any cultural issues in the different national contexts, and sometimes items are discarded if they do not meet the necessary standards (OECD (2012), p.36). International assessments require a high amount of scrutiny, as they consist of a large number of countries from around the globe with an extremely diverse population. The PISA data collection, sample, and measures are described in detail in the "PISA 2009 technical report" (OECD,2012) and "PISA 2009 Plus Results: Performance of 15 -year-olds in reading, mathematics and science for 10
additional participants" (Walker, 2011). In this chapter, I first discuss the data and measures used to assess the (un) availability of school resources. Then, I discuss and present the descriptive analysis and various histograms to assess the extent to which teacher shortages, student absenteeism, and teacher absenteeism differ between schools within the rural and urban regions of HP and TN.

### 4.1 Data and Measures

PISA uses a two-stage stratified sampling strategy. This means that for each randomly selected school, a random sample of eligible students are selected, who must be enrolled in $7^{\text {th }}$ grade or above, and fall between the ages of 15 years and 3 months to 16 years and 2 months at the time of the assessment. There was a strong recommendation that the school samples be selected by the PISA Consortium rather than the participating countries (OECD, 2012, p.71). For every school that participates in the PISA study, a school coordinator is appointed, who compiles a list of all 15 -year-olds in the school and sends this list to the PISA National Centre in the country, which randomly selects 35 students to participate. To paraticipate in the study, students must have their parents' consent. Schools were randomly selected proportional to their size. Of the schools randomly selected in HP and in TN, over $90 \%$ of the schools in each of these states agreed to participate. The participation rates of the randomly selected schools in HP and TN were over $90 \%$, i.e., $91 \%$ in the case of TN, and $94 \%$ in the case of HP (Walker, 2011, p. 103).

For the set of analyses in this chapter, I make use of the school questionnaire completed by the school principals in each of the states in the study - Tamil Nadu (TN) and Himachal Pradesh (HP). The PISA school questionnaire, which was completed by principals in the TN and HP sample of schools, consisted of items on a wide range of topics encompassing the structure and organization of the school, the teachers and the student body, the school's resources, and the
school's learning environment. The items on the school questionnaire were on a four-point Likert scale from "not at all" to "a lot". In terms of missing responses on the part of the principals, all of the principals of the schools in the HP sample completed the survey, and in the rural region of TN six principals did not complete the survey, and in TN's urban region two principals did not complete the survey. In all the number of principals in TN who did not respond to the survey is relatively small.

I focus on the following variables from the school questionnaire:
(1) School type (SCHTYPE), i.e., public or private school, which is an indicator variable coded 1 for public schools and 0 for private schools.
(2) The student-teacher ratio (STRATIO), which is obtained by dividing the school size by the total number of teachers. The number of part-time teachers is weighted by 0.5 and the number of full-time teachers is weighted by 1.0.
(3) The Index of Teacher Shortage (TCSHORT), which is derived from four items measuring the school principal's perceptions of the potential factors hindering instruction at school. This included (a) a lack of qualified science teachers, (b) a lack of qualified mathematics teachers, (c) a lack of qualified <test language> teachers, and (d) a lack of qualified teachers of other subjects. A Weighted Least squares Estimate (WLE) of TCSHORT is provided by PISA 2009. A higher WLE implies that fewer teachers are available at a school.
(4) Lastly, measures of student absenteeism and teacher absenteeism.

### 4.2 Analysis and Results

The goal of this descriptive analysis is to make use of the school principals' responses to the school questionnaire to examine how different/ similar the distribution of various school
resource factors (e.g., index of teacher shortage) are across the rural and urban regions of HP and TN .

To assess how different or similar the school resource factors discussed above are within the rural and urban regions of HP and TN, I conducted a series of detailed descriptive analyses. In Table 1, I first present descriptions of the samples of participating schools for HP and TN, i.e., the total number of schools, and the means and SDs for the number of participating students in these schools across the four regions - HP rural, HP urban, TN rural, and TN Urban. Recall that these results are for $10^{\text {th }}$ and $11^{\text {th }}$ graders and describes the sample of schools in the current study that were randomly selected and agreed to participate in the study. In the case of the HP rural schools, we see that on average there is a sample size of 16 students in a school, with a minimum of 3 students and a maximum of 35 . In HP urban, there is on average a sample size of 17 students in a school, and the minimum and maximum sample sizes of students are 10 and 27, respectively. In TN's rural region a total of 76 schools participated, and on average there was a sample size of 18 students in a school, with a minimum sample size of two students and a maximum of 25 . In TN's urban region a total of 51 schools participated and there was on average a student sample size of about 19 students, with a minimum and maximum sample size of 3 students and 25 students, respectively. We see that the mean numbers of students per school for HP-rural and HPurban are fairly close, and the same applies to TN -rural and TN -urban.

Table 4.1: Total number of schools in each region (e.g., HP rural, HP urban), and the descriptives for the number of students in a school. The mean represents the average number of students in a particular school, who were randomly selected to participate in the study.

|  |  | Descriptives of the number of students in a school |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | No. of schools <br> in each region <br> $(\mathrm{n})$ | Mean | SD | Min | Max |
| HP-rural | 53 | 16.45 | 8.35 | 3 | 35 |
| HP-urban | 11 | 17.18 | 4.81 | 10 | 27 |
| TN-rural | 76 | 18.44 | 5.70 | 2 | 25 |
| TN-urban | 51 | 19.25 | 4.15 | 3 | 25 |

Next, in Table 4.2, we see a breakdown of the number of public and private schools in rural and urban regions across the two states, HP and TN. Overall, we see that there are large numbers of public schools, which are mostly located in rural areas. For HP, 46 of the 64 HP schools are rural public schools, and we find that there are relatively small numbers of rural private schools (6), urban public schools (6), and urban private schools (5). For TN, there are almost twice as many schools, i.e., 121 schools. While there are more rural public schools (i.e., 49) than in the other categories, there are relatively large numbers of rural private schools (23) and urban public schools (30). There is also an appreciable number of urban private schools (19). Figure 4.1 contains histograms based on principals' perceptions of the shortage of qualified teachers in the test language, and histograms based on their perceptions concerning shortages of qualified teachers. These are a few of the variables that form the composite variable, TCSHORT.

Table 4.2: The number of schools, and descriptive statistics of the number of students across public and private schools in the rural and urban regions across the two states, HP and TN

| State | Regions | Type of school | Number of schools (n) | Descriptives of students in the schools |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Mean | SD | min | max |
| HP |  | Public School | 46 | 16.78 | 8.13 | 3 | 35 |
|  | Rural | Private | 6 | 12.33 | 8.24 | 3 | 23 |
|  |  | Public School | 6 | 18.3 | 2.8 | 15 | 23 |
|  | Urban | Private | 5 | 15.8 | 6.61 | 10 | 27 |
| TN |  | Public School | 49 | 19.27 | 4.7 | 2 | 25 |
|  | Rural | Private | 23 | 17.17 | 7.07 | 3 | 25 |
|  |  | Public School | 30 | 19.57 | 3.77 | 8 | 25 |
|  | Urban | Private | 19 | 18.74 | 4.9 | 3 | 25 |

I now take a closer look at these variables to see what the differences look like across the various regions. Recall that these questionnaires are completed by the school principals of the participating sampled schools, and the response category for these items was on a four-point scale, where $1=$ not at all, $2=$ very little, $3=$ to some extent, and $4=$ a lot. Responding to category 1 (not at all) implies that the principal thought there was no shortage of teachers. As we see in the top plots in Figure 4.1, for HP rural and HP urban nearly $80 \%$ of the principals responded that there was no shortage of teachers in the test language. Thus a large percentage of HP schools did not have shortages of teachers, according to the principals' responses. Note that the majority of the schools in HP's rural region are public schools, and for HP-urban there is a small sample of 11 schools. In the TN rural region we see that almost $50 \%$ of the principals responded "not at all", and $25 \%$ responded "very little". Nearly $12 \%$ indicated "a lot" of shortage of teachers in the test language. On the other hand, in TN urban we see that nearly $78 \%$ of the principals responded not having any shortage of teachers, and a small number (approx. 5\%) responded having "a lot" of shortage of teachers.


Figure 4.1: Shortage of teachers across rural and urban regions of HP and TN. The response categories for these items were on a four-point scale, where $1=$ not at all, $2=$ very little, $3=$ to some extent, and $4=a \operatorname{lot}$

We see similar patterns for the shortage of qualified teachers variable in the set of plots on the bottom of Figure 4.1. In TN rural $48 \%$ of principals responded that there was no shortage of qualified teachers and in TN urban more than $75 \%$ of principals reported having no shortage of qualified teachers. In comparison to TN urban, $9 \%$ of TN rural principals reported having "a lot" of shortage of qualified teachers. For both HP rural and HP urban, we see that nearly $10 \%$ of principals reported that there was "a lot" of shortage of qualified teachers. In HP rural, approximately $65 \%$ indicated that there was no shortage of qualified teachers at all.

Figure 4.2 shows the histograms for the teacher shortage (TCSHORT) scale for rural and urban regions in HP and TN. We see that for the HP and TN urban regions, and the HP rural region, a very large percentage of the scores on the TCSHORT scale for the schools in those regions are negative, implying that for large percentages of schools in those regions, there were no shortages of teachers according to the principals' responses. (Recall that a low score on the scale for TCSHORT implies that there is less shortage of teachers at a school.) In HP rural, we notice that there is a small percentage of schools that had some shortage of teachers - about four schools had a value above 1.0 on the TCSHORT scale indicating a shortage of teachers (see the bottom plot of Figure 4.1). For the rural region of TN (bottom left plot in Figure 4.2), some principals reported that there is a shortage of teachers, as can be seen from the higher positive scores in the TN rural regions histogram. This is also evident from Figure 4.1, where principals reported having "to some extent" and "a lot" of the shortage of teachers in test language as well as of qualified teachers.


Figure 4.2: Percentage of teacher shortage (TCSHORT) in schools across rural and urban regions in HP and TN states. For the TCSHORT variable, a higher score implies that there are fewer teachers available at a particular school.

Figure 4.3 presents the percentages of student absenteeism and teacher absenteeism. Regarding student absenteeism, we notice that across most of the regions it tended to fall into the "very little" (category 2) or "only to some extent" (category 3) categories, with few principals agreeing that it was "not at all" a concern. For example, In HP's rural region $15 \%$ of the principals responded to category 1 , that is student absenteeism was "not at all" a concern, while in HP's urban region we see that nearly $65 \%$ of the principals responded that student absenteeism was not a problem at all. In HP's rural region $30 \%$ of the principals stated that there was student absenteeism "to some extent", and $12 \%$ of the principals stated there was "a lot".


Figure 4.3: Percentage of student absenteeism (top plot) and teacher absenteeism (bottom plot) across rural and urban regions of HP and TN. The response categories for these items were on a four-point scale, where $1=$ not at all, $2=$ very little, $3=$ to some extent, and $4=\mathrm{a}$ lot

In TN's rural and urban region $48 \%$ of the principals said that there was "very little" (category 2) student absenteeism.

Focusing our attention on teacher absenteeism, in the HP region, we see that most of the principals responded that it was not a concern -- nearly $75 \%$ of principals responded that teacher absenteeism was not a problem at all in HP's rural region. In HP Urban $100 \%$ of the principals responded that teacher absenteeism was "not at all" a concern. In TN rural and urban approximately $5 \%$ of principals responded that "to some extent (category 3)" teacher absenteeism was a concern.

### 4.3 Summary of Findings

This research question made use of the school questionnaire completed by school principals.
First, in the Himachal Pradesh (HP) sample, $80 \%$ of schools were located in the rural region and were public (or government-run) schools. In the Tamil Nadu (TN) sample, $68 \%$ of schools were public schools located in rural regions. An important finding from the descriptive analysis was that few principals reported that there were teacher shortages or teacher absenteeism concerns. The teacher shortage variable (TCSHORT) helps us get a good sense of teacher shortages across the two states- HP and TN. In HP, we see that across both rural and urban regions $60 \%$ of the schools reported having no shortage of teachers. In HP urban among the 11 schools in the study, only one school - a public school in a small town reported having a teacher shortage. In TN's urban region we see that nearly $70 \%$ of the school principals reported not having any teacher shortage. In TN's rural region less than $40 \%$ of the school principals reported having no teacher shortage, that is, 30 school principals reported some degree of teacher shortage concerns.

Secondly, across HP's rural region, and TN's rural and urban region most school principals responeded "very little" to "some extent" with respect to student absenteeism. Furthermore, in HP's rural region little over $10 \%$ of principals reported that they see "a lot" of
student absenteeism. Previous literature (Lewin, 2011) suggests that student absenteeism is a concern in the rural regions of India where low-income families often prioritize children going to work instead of their schooling. Related to teacher absenteeism, $75 \%$ of the school principals from HP's rural schools reported that teacher absenteeism was "not at all" a concern, and all of the principals of HP's urban region reported that teacher absenteeism was not a problem. In TN's rural and urban regions only $5 \%$ of principals responded to category 3 ("to some extent") indicating that most school principals' did not face any challenges with teacher absenteeism.

Previous research (e.g., Kingdon, 2007; Lewin, 2011) suggests high rates of teacher shortage and teacher absenteeism, especially across public schools in the rural regions of India, therefore the above results are slightly surprising. We do need to be cautious about the trustworthiness of the PISA data, since the responses are self-reported by school principals. This might be a cause for concern, because it is possible that the responses might be influenced by social desirability; for example, a number of principals may have wanted their schools to "look good", and therefore underreported various school problems. But it seems unlikely that such a large percentage of principals would be motivated to do so. It would be good, however, if there was another dataset that contains these variables for all of the HP and TN schools to corroborate the results.

Educational indicators regarding school resources are often based on principal responses to survey questions about shortages of qualified teachers, the extent to which teachers are absent, and the like. Such factors are likely related to some degree to student learning, but they are poor substitutes for directly measuring the extent to which students experience key instructional practices. Moreover, school principals may not be in a position to provide us with accurate information about the quality of classroom instruction and students' classroom experiences.

In the next chapter of this dissertation, I focus on the importance of assessing key instructional practices directly using students' responses to PISA survey items. In particular, I construct a latent variable measuring students' perceived exposure to key reading practices (i.e., STIMREAD), and using student latent scores as an outcome variable, show how using multilevel models we can investigate differences in exposure to STIMREAD practices within schools, and differences in exposure between schools, what student predictors are related to differences within schools, and what factors are related to differences between schools. Then in chapter 6, I show how this approach can be used to identify schools whose students on average experience relatively high exposure to STIMREAD practices, and schools whose students tend to experience relatively low exposure.

## Chapter 5

## Examining student's exposure to reading strategies across the rural and urban regions

 RQ2a: Does measurement invariance hold for the items that form the teachers' stimulation of reading engagement (STIMREAD) construct across rural and urban regions?RQ2b: What possibilities arise when we employ student STIMREAD values as outcomes in multilevel models in which students are nested within different schools? Are there appreciable differences in teachers' instructional practices across the rural and urban regions? To what extent does accounting for different student and school-level characteristics (e.g., student SES, teacher shortage at a school) explain the differences in the extent of these practices?

To examine RQ2b, I construct a latent variable measure of students' exposure to teachers' stimulation of reading engagement practices (STIMREAD), based on student responses to key items in the student questionnaire. In addition, I use various student-level and school-level predictor variables obtained through the student questionnaire and principal questionnaire, respectively, to investigage factors related to differences in student STIMREAD scores withinschools, and factors related differences across schools in their mean STIMREAD scores. Before examining RQ2b, I assess measurement invariance across the rural and urban regions of HP and TN for STIMREAD (RQ2a), and then this construct is used as the outcome variable in a series of analyses involving various student and school predictors variables.

In this chapter, I first describe the sample and participants used for these analyses. Next, I discuss the measures employed in the analyses and the handling of missing data. I then assess the measurement invariance for STIMREAD across the various HP and TN sub-groups, and then fit three-level models (e.g., item responses nested within students, who in turn are nested in
different schools) to key subgroups (i.e., the rural and urban regions of HP and TN), and finally present the results and a summary of the findings.

### 5.1 Sample and Participants

Before I discuss the specific sample size for this dissertation study, I discuss the sample size requirements set forth by the OECD for PISA data collection. The sample for PISA data includes students attending both educational institutions and vocational training programs, and typically, PISA requires a minimum sample size of 4,500 students from at least 150 schools in each country (OECD, 2012). The PISA assessment excludes few groups of children from its data collection, such as 15-year-old children who are not enrolled in schools, students who were intellectually disabled, students with functional disabilities, and students with limited proficiency in the language of the PISA assessment. Furthermore, students who were not provided with test materials in the language in which they were taught were excluded from the test.

For India, the PISA sample consists of students and schools from two states - Himachal Pradesh (HP) and Tamil Nadu (TN). PISA collected the data independently for these two states. Going forward for this dissertation study, the analysis is conducted separately for HP and TN, and due to the inherent geographic and cultural differences among the students from these states, it is sensible to avoid direct comparisons among these states.

The sample for this analysis was restricted to students who were enrolled in $10^{\text {th }}$ and $11^{\text {th }}$ grades, as these grades had the largest sample size. The total sample size consists of 3,445 students enrolled in 191 schools across the two states. The number of students within these schools varied from a minimum of two students in a school to a maximum of 35 students. In HP, the sample consists of 1,061 students nested in 64 schools, and in TN, the sample is comprised of 2,384 students nested in 127 schools. Furthermore, the data were disaggregated by rural and urban
regions for the two states. In HP, 53 schools (i.e., $82 \%$ of the HP schools) were public schools, and in TN, 75 schools ( $59 \%$ of TN schools) were public schools located in rural areas. The testing language for PISA included English, and the two native languages of the two states, i.e., Hindi and Tamil, which are the native languages of HP and TN, respectively. A total of 876 students took the PISA assessment in Hindi in HP, and 1842 students took the test in Tamil. 185 students took the test in English in HP and 541 students took the test in English in TN.

One concern reported by the PISA coordinators was that they were not provided with some of the data on the HP and TN student populations that were needed for the student sampling process. In particular, "it was established after the testing that these [states] sampled from student lists that were often incomplete: not all 15-year-olds within [a given] school were listed, [and as a result] it was not possible to determine whether any bias existed in the obtained sample" (see Walker (2011), p. 104). As a result, while HP and TN met the PISA standard for the sampling of schools, they did not meet PISA standards for student sampling within schools, thus caution must be exercised regarding the results based on the HP and TN samples of students. For example, if samples of participating students within the TN schools tended to be higher performing students - that is if high performing students were over-represented in a given sample -- this in turn might result in positively biased school-mean exposure scores to STIMREAD practices. This could also result in biased estimates of the amount of variation in student exposure scores within schools. Due to the incomplete lists of students in the sampled schools, it was not possible for PISA personnel to determine if any bias was operating in a given school's sample of participating students, and to what extent ${ }^{2}$.

[^1]In spite of these concerns, these data still provide a valuable opportunity to illustrate the methodological approach that is a key focus of this dissertation. An approach in which a latent variable construct (e.g., STIMREAD) is utilized to measure the perceived amounts of exposure students have to key instructional practices, and to investigate the amount of variation that we see in STIMREAD within-schools and between-schools, and to identify, for example, those schools among the low SES schools in a given region (e.g., TN rural), that have the highest or lowest exposure to key practices.

### 5.2 Measures

The PISA assessments consist of two parts. First, students complete a two-hour test on the cognitive items, which assesses their knowledge and skills in the various domains (e.g., reading, science, and mathematics). In the second session, students complete a background questionnaire and have about 30 minutes to complete it. Note that the development of the PISA tests and the choice of variables in the PISA framework are driven by theory and evidence using the literature on educational effectiveness and related research areas. Test development is a complex aspect of the PISA tests. A detailed description of the test framework, item development, and field trial are presented in the PISA technical report (OECD, 2009, p.32-40).

For the analyses that address RQ2b, I make use of the student questionnaire which consists of a variety of items pertaining to the student's family and home, their experiences in their test language classrooms, their attitudes towards reading, their perceptions of their test-language classroom's climate and their school climate, and their engagement and motivation. I make use of the teachers' stimulation of reading engagement (STIMREAD) construct as the outcome that
over-represented in the within-school samples - would be extremely valuable in interpreting results.
is constructed using items capturing students' perceptions of their test-language teachers' instructional practices. Table 5.1 presents the specific items for the construct of interest; the construct is comprised of seven items. All of these items have four response categories ranging from "never or hardly ever", "in some lessons", "in most lessons", and "all lessons". The psychometric properties of these items are documented in the PISA 2009 technical report. Since reading performance was the major focus of the PISA 2009 assessment, the responses to these items were collected with respect to the students' test language lessons. In India, there were three test languages - Hindi, English, and Tamil. Motivated by previous research, the following student-level variables are used as predictors in the analyses:
(1) A student-level scale index for economic, social, and cultural status (ESCS). This index is derived using three other indicators: The highest occupational status of parents (HISEI), the highest educational level of parents in years of education according to ISCED (PARED), and home possessions (HOMEPOS) (please refer to OECD, 2012, p. 170 for more details). The values on the ESCS index have an OECD mean of zero and a standard deviation of one ${ }^{3}$.
(2) Gender, female is coded as 1 and male as 0 .
(3) Attitude towards school (ATSCHL) is constructed using four items (see Table 5.2 for specific items) on a four-point scale varying from "strongly disagree", "disagree", "agree", to "strongly agree". For the ATSCHL variable, a positive score implies that the student has a better attitude towards school.

[^2](4) The teacher-student relations (STUDREL) variable is comprised of five items (see Table 5.2 for specific items) that pertain to the student's perceptions of whether their teacher is interested in their well-being, listens to what the student has to say, and treats them fairly. A positive score for STUDREL indicates a positive student-teacher relationship in the classroom.

Both variables ATSCHL and STUDREL have an OECD average of 0 and a standard deviation of 1. Variables such as STUDREL and ATSCHL help us better understand what the studentteacher relationship looks like and what students' perceptions are about their school. As will be seen later, this is particularly useful in understanding the within-school variation that we see between students regarding their responses concerning their teachers' instructional practices.

Table 5.1: Item descripotion for the STIMREAD construct of interest. Students respond to the overarching question that asks, "In your <test language lessons>, how often does the following occur?"

| Construct of <br> interest (or <br> Scale Index) | Item description | Response <br> Category |
| :--- | :--- | :--- |
| Teachers' <br> stimulation of <br> reading and <br> teaching <br> strategies <br> (STIMREAD) | 1. The teacher asks students to explain the meaning of a <br> text <br> 2.The teacher asks questions that challenge students to get <br> a better understanding of a text | $1=$ Never or <br> hardly ever <br> $2=$ In some <br> lessons <br> their answers <br> 4. The teacher recommends a book or author to read <br> $3=$ In most <br> lessons <br> $4=$ In all <br> f.The teacher encourages students to express their opinion <br> about a text |
|  | 6. The teacher helps students relate the stories they read to <br> their lives <br> 7. The teacher shows students how the information in texts <br> builds on what they already know |  |

Lastly, two school-level predictors are included in the three-level model, (a) student-teacher ratio (STRATIO), and (b) the Index on teacher shortage (TCSHORT). Student-level variables
such as ESCS, STUDREL, and ATSCHL were aggregated to the school level and included in analyses of differences across schools in students' responses concerning their teachers' instructional practices. However, these aggregated predictors were found to have no relationship to the outcome and hence were not included in the analyses.

Table 5.2: Item descriptions and response categories for the student-level variables - attitude towards school (ATSCHL), and teacher-student relations (STUDREL) scales.

| Scale | Items | Response category |
| :---: | :---: | :---: |
| Attitude towards school <br> (ATSCHL) | Thinking about what you have learned in school: To what extent do you agree or disagree with the following statements? <br> a. School has done little to prepare me for adult life when I leave school <br> b. School has been a waste of time <br> c. School helped give me the confidence to make decisions <br> d. School has taught me things that could be useful in a job | $\begin{aligned} & 1=\text { Strongly disagree } \\ & 2=\text { Disagree } \\ & 3=\text { Agree } \\ & 4=\text { Strongly agree } \end{aligned}$ |
| Teacher-student relations (STUDREL) | How much do you disagree or agree with each of the following statements about teachers at your school? <br> a. I get along well with most of my teachers <br> b. Most of my teachers are interested in my well-being <br> c. Most of my teachers really listen to what I have to say <br> d. If I need extra help, I will receive it from my teachers <br> e. Most of my teachers treat me fairly | $\begin{aligned} & 1=\text { Strongly disagree } \\ & 2=\text { Disagree } \\ & 3=\text { Agree } \\ & 4=\text { Strongly agree } \end{aligned}$ |

### 5.3 Analysis

In this section, I first focus on issues of measurement invariance concerning the STIMREAD outcome variable. I then present a series of analyses conducted to examine if there
are appreciable differences in teachers' instructional practices across the rural and urban regions of HP and TN, and how the student and school predictors might be related to those differences.

### 5.3.1 Measurement Invariance using IRT Models

Before fitting a three-level model with an IRT model at level-1, a Graded Response Model (GRM) is fit to students' responses to the seven items that form the STIMREAD construct, and measurement invariance is assessed across the rural and urban regions of each state. Specifically, a GRM was fit to HP and TN separately, and then to each of the four different sub-groups - HPrural, HP-urban, TN-rural, and TN-urban. For this analysis, the model was fit using the mirt package (Chalmers, 2012) in R , and the resulting overall model fit and item fit statistics were assessed. It is important to assess the fit of the IRT model (GRM in this case) first to ensure that the measurement model is appropriate before building the three-level models to examine RQ2 (ii).

Next, using the multiple group function in the mirt package, I estimated the item parameters across the rural and urban regions of HP and TN. This model will be the common baseline measurement model required to assess measurement invariance. This set of analyses follows a similar approach as described in Reise et.al (2003) and Millsap (2012). For measurement invariance, we would expect the item parameters to be similar across the sub-groups (i.e., similar between HP urban and rural, and similar between TN urban and TN rural). For each item we have four response categories, therefore we obtain estimates for three threshold parameters $\left(\kappa_{k}\right)$, and one slope parameter $\left(a_{k}\right)$. Wald statistics were calculated to test the parameter hypotheses and fit of items across the groups. The Wald test compares multiple groups simultaneously using a contrast matrix (Woods, Cai \& Wang, 2012). Also, since we are conducting multiple group comparisons, we need to control for type I error. At the $\alpha$-level of 0.05,
the Benjamini - Hochburg procedure is employed (Thissen, Steinberg \& Kuang, 2002). Lastly, an equality constraint is placed across the sub-groups, in this case the rural and urban regions of each state, to obtain a common set of item parameters. This common set of item parameters are used in the three-level model analyses for $R Q 2 b$. The model fit for the constrained model with the equality constraint and the baseline model are compared.

### 5.3.2. Three-level Multilevel IRT Model: A Fully Bayesian Approach

Once measurement invariance is established, using MCMC a three-level multilevel IRT model is fit separately to the HP and TN data using JAGS (Plummer, 2011) in R, and then to the rural and urban regions of both HP and TN. Next, for each region, (e.g., HP rural, HP urban) the full three-level model was specified with a GRM measurement model at level-1, and then with the student- and school-level predictors specified at levels 2 and 3, respectively (The JAGS code is presented in Appendix A). The item parameters in the three-level analyses in JAGS were set to the ML estimates of the item parameters obtained from fitting a GRM to the student responses to the items (see Appendix B, Table B. 1 for the item parameter estimates). Such a setup helps us avoid some convergence issues that we may encounter when we are estimating the 40 or so item parameters in our measurement model, plus all of the other parameters in our three-level HMs (e.g., fixed effects and variance components) simultaneously.

## Prior specification

In a Bayesian framework, priors are specified for all the unknowns in one's model. Priors on the ability parameters (i.e., the $\theta_{i j}$ 's) will be assumed normally distributed. In essence, the level-2 (within-school) model can be viewed as the prior for the $\theta_{i j}$ 's, and the level-3 (betweenschool) model can be viewed as the prior for the $\beta_{o j}$ 's. I will make use of diffuse proper priors for the fixed effects and variance components in the multilevel models, which allow the data to
dominate our inferences (Gelman et al., 2014). A normal distribution with a mean equal to zero and a large variance is specified for the fixed effect, $\gamma_{00}$ and a uniform prior $(\operatorname{Unif}(0.1,10))$ is placed on the level-2 and level-3 variance components, $\sigma^{2}$ and $\tau_{00}$, respectively. The starting values for the study were obtained using the maximum likelihood estimates of key parameters obtained via the mixedmirt package in R .

## Monitoring convergence

Once the model, including the priors, was specified, two chains of the Gibbs sampler were run for 10,000 iterations with a burn-in of 1000 , and for efficiency, the parameter values generated every 5 iterations were retained. The convergence diagnostics and estimates of the parameters were saved for every parameter of interest including the item parameters, fixed effects, and the variance components. Convergence was examined using times series plots and autocorrelation plots of the sampled values, and using Gelman-Rubin diagnostic statistics $(\hat{R})$.

### 5.4 Results

### 5.4.1 Descriptive Statistics

In Table 5.3, I present the means and standard deviations of the student responses to the items measuring the two constructs for each of the following four regions - HP rural, HP urban, TN rural, and TN urban. (Recall that the response scale to items that define STIMREAD ranges from 1 to 4: "never or hardly ever", "in some lessons", "in most lessons", "all lessons".) In the case of HP, in Table 5.3, we see that for the STIMREAD construct, item 2 (better understanding) has the largest means across both rural and urban regions, with values of 3.16 and 3.19 , respectively. Item 1 (explain text) has the lowest mean of 2.67 in the HP urban region and a value of 2.88 in the HP rural region. Similarly, in the case of TN, item 2 (better understanding) has the largest means, which takes on values of 2.99 and 3.0 in the rural and urban regions, respectively.

We see that most of the students responded in the higher categories (e.g., category 3 or 4 ; see Figure 5.1) to these items - that is, students perceived that their teachers providing them with opportunities to "ask questions that challenge them to get better understanding" or "encourages them to express their opinion about a text" in most or all lessons.

Table 5.3: Descriptive statistics for the specific items for the construct, teachers' stimulation of reading engagement (STIMREAD) for the rural and urban regions in HP and TN.

| Item (Item description) | HP Rural |  |  | HP Urban |  |  | TN Rural |  |  | TN Urban |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | N | Mean | SD | N | Mean | SD | N | Mean | SD | N | Mean | SD |
| Item1 (Explain text) | 836 | 2.88 | 1.00 | 187 | 2.67 | 0.94 | 1375 | 2.62 | 0.98 | 969 | 2.69 | 0.98 |
| Item2 |  |  |  |  |  |  |  |  |  |  |  |  |
| (Better understanding) Item3 | 830 | 3.16 | 0.87 | 183 | 3.19 | 0.83 | 1367 | 2.99 | 0.92 | 966 | 3.00 | 0.91 |
| (Time to think) | 825 | 3.14 | 0.96 | 183 | 3.08 | 0.96 | 1362 | 2.86 | 0.99 | 968 | 2.88 | 1.01 |
| Item4 <br> (Recommend books) | 821 | 3.10 | 1.01 | 182 | 3.14 | 0.91 | 1357 | 2.75 | 1.01 | 960 | 2.76 | 1.01 |
| Item5 <br> (Express opinion) | 817 | 3.09 | 0.98 | 179 | 3.16 | 0.86 | 1359 | 2.97 | 0.94 | 963 | 2.99 | 0.96 |
| Item6 <br> (Relate to lives) | 828 | 2.98 | 0.97 | 180 | 3.00 | 0.91 | 1362 | 2.92 | 0.99 | 967 | 2.92 | 0.99 |
| Item7 <br> (Build on knowledge) | 826 | 2.98 | 0.98 | 177 | 2.98 | 0.91 | 1369 | 3.04 | 0.96 | 963 | 2.98 | 0.98 |

Across the seven items in Table 5.4, we see that in HP rural, on average approximately $8 \%$ of the students answered "never or hardly ever"; approximately $22 \%$ answered "in some lessons"; approximately $28 \%$ answered "in most lessons"; and approximately $42 \%$ answered, "in all lessons". In HP urban, the pattern in the 4 response categories was roughly similar: approximately $6 \%, 22 \%, 34 \%$, and $37 \%$. For TN rural and TN urban, across the seven items, we see on average a small percentage of students in the "never or hardly" category - approximately 8.5-9\% -- which is similar to the pattern in HP rural; for category 2 we see a jump to approximately $28-29 \%$, which is a little higher than what we see in the HP rural/urban data, and
we see a similar percentage in category 3; and finally the percentages in category 4 are approximately $34 \%$, which is slightly lower than what we see in the HP rural/urban data.

Table 5.4: Percentage of student responses in each of the four categories for all seven items in the rural and urban regions of HP and TN.

| Items | Percentage of student responses in each of the four categories |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | HP rural |  |  |  | HP urban |  |  |  |
|  | Cat 1 | Cat 2 | Cat 3 | Cat 4 | Cat 1 | Cat 2 | Cat 3 | Cat 4 |
| Item 1 | 8.85 | 30.26 | 25.12 | 35.77 | 10.16 | 35.29 | 32.09 | 22.46 |
| Item 2 | 3.98 | 19.16 | 33.49 | 43.37 | 3.28 | 16.94 | 37.71 | 42.08 |
| Item 3 | 7.27 | 18.42 | 27.03 | 47.27 | 8.74 | 15.85 | 34.43 | 40.98 |
| Item 4 | 8.53 | 21.07 | 21.80 | 48.60 | 5.50 | 18.13 | 32.97 | 43.41 |
| Item 5 | 9.55 | 15.42 | 31.09 | 43.94 | 3.35 | 19.55 | 34.64 | 42.46 |
| Item 6 | 8.33 | 23.07 | 31.04 | 37.56 | 6.11 | 22.78 | 36.11 | 35.00 |
| Item 7 | 8.23 | 24.58 | 28.33 | 38.86 | 5.09 | 27.12 | 32.20 | 35.59 |
| Average of the seven items | 7.82 | 21.71 | 28.27 | 42.20 | 6.03 | 22.24 | 34.31 | 37.43 |
| Items | Percentage of student responses in each of the four categories |  |  |  |  |  |  |  |
|  | TN rural |  |  |  | TN urban |  |  |  |
|  | Cat 1 | Cat 2 | Cat 3 | Cat 4 | Cat 1 | Cat 2 | Cat 3 | Cat 4 |
| Item 1 | 10.11 | 43.49 | 20.58 | 25.82 | 9.39 | 39.53 | 23.43 | 27.66 |
| Item 2 | 6.22 | 24.29 | 33.65 | 35.85 | 5.90 | 24.02 | 34.47 | 35.61 |
| Item 3 | 9.40 | 28.34 | 28.86 | 33.41 | 9.92 | 28.31 | 25.93 | 35.85 |
| Item 4 | 11.57 | 32.35 | 25.94 | 30.14 | 11.04 | 32.29 | 26.15 | 30.52 |
| Item 5 | 6.84 | 25.09 | 32.67 | 35.39 | 7.58 | 24.09 | 30.43 | 37.90 |
| Item 6 | 8.66 | 27.09 | 27.97 | 36.27 | 8.79 | 26.58 | 28.65 | 35.99 |
| Item 7 | 7.23 | 22.43 | 29.51 | 40.83 | 9.14 | 21.81 | 31.26 | 37.80 |
| Average of the seven items | 8.58 | 29.01 | 28.45 | 33.96 | 8.82 | 28.09 | 28.61 | 34.48 |

In Table 5.4, we see that across all items for HP rural, category 4 (all lessons) had the highest percentage of responses. In HP urban, we see that for item 1, category 2 (in some lessons) and category 3 (in most lessons) had the highest percentage of student responses (see Figure 5.1). For other items, we see that categories 3 and 4 had higher student response rates in HP urban. In TN's rural and urban region for item 1 (explain text) most students responded to category 2 (see

Figure 5.1 top plot). For other items in TN categories, 3 and 4 had the highest percentage of student responses.

In Figure 5.1 I graphically depict a few of the items' percentage of responses. For item 1 in the case of TN, both in rural and urban regions, most responses were in category 2 ("in some lessons"). For HP, in the rural region, we see that the highest percentage of responses were in category 4 ("in all lessons") (i.e., approximately $35 \%$ ), and for urban areas, the response percentages were approximately $35 \%$ and $32 \%$ in categories 2 and 3, respectively. For item 7, the distributions look fairly similar. In TN rural nearly $40 \%$ of the students responded to category 4 ("in all lessons"), and in HP rural a little less than $40 \%$ of students responded to category 4.

Turning our attention to the student-level predictors, we first look at the distribution of the index for economic, social, and cultural status (ESCS) for students. Recall that the values for the ESCS index have an OECD mean of zero and a standard deviation of one. Figure 5.2 presents the distribution of ESCS scores for the students in the rural and urban regions in HP and TN. In HP rural $90 \%$ of the students in the sample have values that are below zero, and in HP urban $76.5 \%$ of students in the sample have values that are below a value of zero. In TN rural $95.6 \%$ of the students are found to have values below a value of zero, and in TN urban $90.6 \%$ of the students are found to have values below a value of zero. The means and SD's for the ESCS scores are presented in Table 5.5. These numbers indicate that the students from all four regions tend to have low socioeconomic status relative to the OECD average (Walker, 2011).


Figure 5.1: Percent of response cases in each category for items 1 and 7 for the STIMREAD construct across rural and urban regions of HP and TN.


Figure 5.2: Histogram for the index for the economic, social, and cultural status (ESCS) scores for students in rural and urban regions of HP and TN. The ESCS is an OECD scale that has a grand mean of 0 and an SD of 1.

In Table 5.5 I have tabulated the total number of students who completed the student questionnaire, and the total number of schools that participated in the study across the four regions. HP Urban has the smallest sample of schools - 11 schools, with a total of 189 students. Next, Table 5.6 presents the descriptive statistics for the student and school-level predictors for HP and TN across both rural and urban regions. From Table 5.6 we see that $50 \%$ of the students were female, except in HP urban where $65 \%$ were female students. For the student-teacher relations (STUDREL) variable the minimum score was found to be -2.9 and the maximum was
2.45. A positive score for STUDREL indicates a student feels their teacher is interested in their well-being, listens to what the student has to say, and treats them fairly. (The OECD mean and SD for this variable are equal to 0 and 1 , respectively, and the same applies to ATSCHL). The specific items for STUDREL and ATSCHL are tabulated in Table 5.2.

Table 5.5: Total number of students who completed the student questionnaires, and the total number of schools in the sample for the current study.

| Region | Number of students who <br> completed the survey | Number of schools <br> in each region |
| :---: | :---: | :---: |
| HP-rural | 872 | 53 |
| HP-urban | 189 | 11 |
| TN-rural | 1402 | 76 |
| TN-urban | 982 | 51 |

Across the four regions, it is seen that the means for STUDREL are positive, indicating that the students tend to perceive themselves as having a good relationship with their teachers. For TN we see that the mean for the rural region (0.47) is slightly higher than in the urban region (0.38). For HP the means for the students in the rural and urban regions are very similar (i.e., .59 and .62 , respectively). The mean for HP urban is approximately a quarter of the standard deviation larger than the mean for TN urban. The variable student's attitude towards school (ATSCHL) has a minimum value of -2.99 and a maximum value of 2.45 . A score above on this variable implies that the student has a more positive attitude towards school. Given the scale of the ATSCHL variable, we can say that for the ATSCHL variable there is about a third of an SD difference between the mean for HP rural (0.10) and that of the mean for TN rural (-.20). This is a meaningful difference indicating that students' perceptions toward their schools in rural and urban regions of TN were less positive in comparison to students from HP.

Table 5.6: Descriptive statistics for the student and school-level predictors across rural and urban regions of HP and TN

| Variables | HP Rural |  |  | HP Urban |  |  | TN Rural |  |  | TN Urban |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | N | Mean | SD | N | Mean | SD | N | Mean | SD | N | Mean | SD |
| Student-level | 870 | -1.51 | 1.05 | 188 | -0.81 | 1.08 | 1395 | -2.11 | 1.05 | 981 | -1.52 | 1.06 |
| ESCS <br> Gender (female) | 872 | 0.5 | 0.5 | 189 | 0.65 | 0.48 | 1402 | 0.49 | 0.5 | 982 | 0.54 | 0.5 |
| Student-teacher <br> relations | 852 | 0.59 | 0.92 | 184 | 0.62 | 0.95 | 1394 | 0.47 | 1.17 | 975 | 0.38 | 1.11 |
| (STUDREL) | 817 | 0.10 | 1.01 | 174 | 0.10 | 0.91 | 1331 | -0.20 | 0.83 | 934 | -0.17 | 0.82 |
| Attitude towards school <br> (ATSCHL) | 51 | 20.64 | 7.5 | 11 | 22.76 | 9.21 | 71 | 34.7 | 13.04 | 45 | 36.62 | 27.25 |
| School-level <br> Student-teacher Ratio <br> (STRATIO) | 52 | -0.46 | 0.88 | 11 | -0.69 | 1.11 | 72 | 0.06 | 0.98 | 49 | -0.61 | 0.73 |
| Teacher Shortage <br> (TCSHORT) |  |  |  |  |  |  |  |  |  |  |  |  |

Next, for the school-level predictors recall that the student-teacher ratio (STRATIO) is obtained by dividing the school size by the total number of teachers. Schools in TN rural had an average of 99 students, and schools in the TN urban region had an average of 167. Some schools in TN urban are large with approximately 700 students. To that end, we see that the mean studentteacher ratio for TN's urban region is 36.6 with a standard deviation of 27.25 . That is, there is one teacher for approximately 36 students in a classroom, which is much higher than HP's urban region where on average teachers have 22 students in a classroom. Next, for the TCSHORT variable, we see that across the three regions (except TN rural) the scores are on the lower end of the scale, which ranges from -2 to +3 , indicating that teacher shortage was not a concern. This is also graphically depicted in Figure 4.2 in Chapter 4. Lastly, the correlations between the various student- and school-level variables were found to be small. For example, the correlation between STUDREL and ATSCHL was found to be 0.19 , and the correlation between ESCS and gender was found to be 0.05 .

### 5.4.2 RQ2a: Assessing Measurement Invariance using IRT Models Across Different Regions

In this section, I present the results from the measurement invariance analysis for the seven items that are used to construct the teachers' stimulation of reading engagement (STIMREAD) construct for the two states - HP and TN.

First, a graded response model was fit to the student responses to the items used to measure the construct. The estimates of the item parameters were obtained along with the model fit statistics. For each item, the slope parameter $(\alpha)$ indicates how well a particular item can distinguish between students with high and low latent scores. An item with high discrimination provides a relatively large amount of information about differences in the magnitude of a latent variable of interest across students. An item with low discrimination does not provide much information or is considered less relevant in differentiating across students. Estimates for the discrimination parameters for the items ranged from 1.02 to 1.61 on the STIMREAD construct.

The threshold parameters, $\kappa_{k c}$, indicate the latent trait score that is required to respond above the threshold $\kappa_{k}$ with a $50 \%$ probability for item $k$. For example, in Table 5.7 for HP we see that the value of the first threshold $\left(\kappa_{1}\right)$ for item 1 on construct 1 (STIMREAD) is -2.65 , that is those with a latent trait score of -2.65 have a $50 \%$ chance of selecting category 1 or above for that item. The value for the second threshold was found to be -0.51 indicating that those with a latent trait score of -0.51 have a $50 \%$ chance of selecting category 2 or above. Those students with a latent score of a value of 0.77 for the third threshold have a $50 \%$ chance of selecting category 3 or above. A low threshold value (e.g., -2.65 for item 1 vs -2.06 for item 6 on STIMREAD) indicates that fewer people endorsed the first item response category for item 1 compared to item 6 . Furthermore, we can obtain the latent scores for students via the Maximum
a Posteriori (MAP) approach. This approach is usually adopted when some students have the same responses to all items (e.g., all 1's or 4's).

Table 5.7: Item parameters (slope ( $\alpha$ ) and thresholds $(\kappa)$ ) for all items in the STIMREAD construct for Himachal Pradesh (HP) and Tamil Nadu (TN) states. A graded response model was fit to the items.

| Items | HP |  |  |  | TN |  |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\alpha$ | $\kappa_{1}$ | $\kappa_{2}$ | $\kappa_{3}$ | a | $\kappa_{1}$ | $\kappa_{2}$ | $\kappa_{3}$ |
|  | 1.02 | -2.65 | -0.51 | 0.77 | 1.57 | -2.70 | -1.07 | 0.24 |
| 2.Better understanding | 1.57 | -2.70 | -1.07 | 0.24 | 1.41 | -2.45 | -0.81 | 0.53 |
| 3.Time to think | 1.38 | -2.30 | -1.04 | 0.13 | 1.28 | -2.17 | -0.51 | 0.63 |
| 4.Recommend books | 1.42 | -2.21 | -0.87 | 0.07 | 1.05 | -2.29 | -0.33 | 0.92 |
| 5.Express opinion | 1.39 | -2.23 | -1.11 | 0.22 | 1.50 | -2.21 | -0.70 | 0.49 |
| 6. Relate to lives | 1.61 | -2.06 | -0.73 | 0.44 | 1.43 | -2.11 | -0.58 | 0.51 |
| 7.Build on knowledge | 1.57 | -2.11 | -0.67 | 0.40 | 1.45 | -2.15 | -0.77 | 0.39 |

Next, a graded response model was fit to the seven items for the rural and urban groups of HP, and then to the seven items for the rural and urban groups for TN, and the item parameter estimates from these separate analyses were examined. Since the main focus of the analyses is to examine the differences between the rural and urban regions of HP , and the differences between the rural and urban regions of TN with respect to STIMREAD, the overall model fit statistics such as the M2, RMSEA, SRMR, and the Tucker Lewis Index (TLI) were examined in each of these analyses. RMSEA and SRMR were found to be less than 0.05 and TLI was found to be close to 0.95 for all four regions, which are within the recommended limits. Once the overall model fit was assessed, the multiple group function in mirt was employed, which performs a fullinformation maximum-likelihood multiple group analysis for both dichotomous and polytomous data using either the EM algorithm or the MHRM algorithm (Cai, 2010). The item parameter estimates were found to be similar for the rural and urban regions of HP, and in the analysis for TN , the item parameter estimates for the the rural and urban regions were found to be similar.

The adjusted p-values (using the B-H approach) for the Wald statistics were found to be above the 0.05 level for all items. This implies that the baseline model is functioning similarly across the rural and urban regions for HP for the various items, and in the analysis for TN, the baseline model is functioning similarly across the rural and urban regions.

Next, an equality constraint was placed across the slopes using the invariance argument in mirt allowing us to obtain a common set of item parameters for the rural and urban regions of HP, and a common set of item parameters for the rural and urban regions of TN (see Appendix B, Table B.1). This second model where the slopes are constrained is slightly more restrictive than the previous baseline model. Since these models are nested, the Akaike Information Criterion (AIC) statistics were used. The difference in AIC between the two models for the urban and rural regions in HP, and between the urban and rural regions in TN, was found to be more than ten points (the constrained model had a lower AIC value in both states). The likelihood ratio test also indicated a change in moving from the baseline to the constrained model, with a $\chi^{2}$ value of 6.5 . With regard to the model fit statistics, the M2 model fit statistics for the two models were found to be very similar. The SRMSR for the two models across the regions were very similar and found to be less than 0.05 , and TLI and CFI were found to be approximately 0.97 . It can be concluded that the two models are found to be similar in terms of practical fit indices. Moreover, for our substantive interest, the common set of item parameters for HP urban and HP rural, and the common set of item parameters for TN urban and TN rural, allows us to address the next research question (RQ2b) regarding the group differences in means and variances using the latent variable - STIMREAD construct. Lastly, this study did not examine DIF for the specific items, since the primary goal of the current study is to examine students' exposure to teachers' use of instructional practices.

To sum up, as seen from the above results we have established measurement invariance of the items across the rural and urban regions of HP, and across the rural and urban regions of TN, which allows us to compare the students' exposure to STIMREAD construct across rural and urban regions in HP, and across the rural and urban regions in TN. The item parameters are found to be equivalent between regions for each state and none of the items showed DIF.

### 5.4.3 RQ2b: Three-level Multilevel IRT Models: A Fully Bayesian Approach

Once measurement invariance has been established across the rural and urban regions of HP and across the rural and urban regions of TN, to compare the rural and urban regions of HP, three-level models were fit to the items of the STIMREAD construct using the HP data, and to compare the rural and urban regions of TN, three-level models were fit to the items of the STIMREAD construct using the TN data. Note that the measurement model at level-1 assumes that the construct is unidimensional, i.e., the $\theta_{i j}$ 's are capturing a single latent variable. The JAGS (Plummer, 2011) package in R was used to fit a three-level model to the rural and urban regions in HP, and to the rural and urban regions of TN. As noted previously, in this set of analyses rural and urban regions of HP and TN were analyzed separately. The goal of the analyses is not to compare the two states, but to compare the urban and rural regions within HP, and the urban and rural regions within TN .

In this section, I present the results from fitting (i) an unconditional model, and (ii) a model that includes student- and school-level predictors of the STIMREAD construct, to the data for the rural and urban regions of TN , and to the data for the rural and urban regions of HP. The three-level model fit to the data for this analysis makes use of a hybrid approach, where we treat the ML estimates for the item parameters (that is, the slope and threshold parameters) as fixed
values in the fully Bayesian analysis, and the fixed effects (e.g., the grand mean or regression coefficients of the predictors) and variance components are all estimated using MCMC.

## Assessing convergence

Before drawing inferences regarding the various parameters of interest based on their marginal posterior distributions, the convergence of the models was assessed by examining the trace plots and autocorrelation plots.

In addition, Gelman-Rubin diagnostic statistics $(\hat{R})$ were used to assess convergence. This approach focuses on two or more chains of values for key parameters in one's model generated by one's MCMC algorithm; the chains are typically based on different starting values. The Gelman-Rubin diagnostics compare between-chain and within-chain variation. An $\hat{R}$ factor of 1 indicates good convergence, whereas a value larger than 1.1 could imply that there is still a notable difference between chains (for more details refer to Gelman et al., 2014, p.284; Gelman \& Rubin, 1992). $\hat{R}$ values are available in JAGS output summary files along with the posterior means and SD for each parameter.

In the analyses presented below, the $\hat{R}$ values were monitored for the variance components and fixed effects. The values weres found to be around 1.00 in most cases. In Figure B. 1 in Appendix B, I present the trace plots for the grand mean, and for the within-school and betweenschool variance components in HP's rural region. We see that the trace plot is evenly distributed, thereby telling us that there were no convergence issues. Once the model has converged, we save the simulation matrix, which is a matrix of values generated for all of the parameters (the columns of the matrix) in the model over a large number of iterations (the rows of the matrix). This matrix can be used to construct a plot of the marginal posterior distribution for each parameter of interest, and calculate various summaries for each posterior distribution, such as the posterior mean and
median, a 95\% Bayesian interval, and the proportion of mass above values of substantive interest for key parameters.

## Results for the unconditional model (Model 1) for rural and urban regions of HP and TN

The latent trait for this analysis is student's perceptions towards teachers' stimulation of reading engagement (STIMREAD). Since the items are completed by students, this latent variable can be labeled as "students' perception of the extent to which teachers use various techniques and practices for stimulating engagement in reading. First, an unconditional model (i.e., a model with no predictors) is fit to the data to obtain an estimate of the grand mean $\left(\gamma_{00}\right)$, the within-school variance component $\left(\sigma^{2}\right)$, and the between-school variance component ( $\tau_{00}$ ). The level-2 and level-3 model specifications are below (please see equation 13). (The level-1 model (i.e., the measurement model) is the same graded-response model (GRM) as depicted in Equation 2)

$$
\begin{array}{rlr}
\theta_{i j} & =\beta_{0 j}+e_{i j} & e_{i j} \sim N\left(0, \sigma^{2}\right)  \tag{13}\\
\beta_{0 j} & =\gamma_{00}+u_{0 j} & u_{0 j} \sim N\left(0, \tau_{00}\right)
\end{array}
$$

where, $\gamma_{00}$ is the grand mean of students' perceptions of the extent to which teachers are using stimulation of reading engagement practices. The within-school variance component ( $\sigma^{2}$ ) captures the variance in the outcome variable across the students within schools, and $\tau_{00}$ represents the between-school variance.

A three-level model as shown in Equation 13 is fit to the samples of students and schools in the rural and urban regions of HP and in the rural and urban regions of TN. Let's first take a look at Figures 5.3 and 5.4, which present the marginal posterior density plots for the grand mean, within-school variance component, and between-school variance component of the STIMREAD
construct for HP's rural and urban regions. The marginal posterior distribution for a parameter of interest is a probability distribution providing information about how probable it is that the true value of the parameter lies above or below a particular value of substantive interest, and how probable it is that it lies within a certain range of particular values. An important property of marginal posterior distributions is that they take into account uncertainty in all other unknowns in the model. The shape and spread of a marginal posterior distribution depend on whether the parameter of interest is, for example, a fixed effect or variance component. Likelihood functions and marginal posterior distributions of variance components are typically positively skewed since variances can not take on values smaller than 0 .


Figure 5.3: Posterior density plots for the grand mean, within-school variance, and betweenschool variance for HP rural region without any predictors for STIMREAD.
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Figure 5.4: Posterior density plots for the grand mean, within-school variance, and betweenschool variance for HP urban region without any predictors for STIMREAD.

In the case of within-school variance components, as the number of students in one's sample increases, the marginal posterior becomes more tightly distributed around the mode of the distribution, and less skewed. In the case of the marginal posterior distributions of betweenschool variances, as the number of schools increases, the marginal posterior becomes less skewed and more narrow in shape. For fixed effects in models in which the distributional assumptions are normal at the student- and school levels, the marginal posterior distributions will tend to be symmetric (but maybe skewed if there is an outlying school, for example); the number of students in a sample will drive how wide or narrow the marginal posterior distribution of a coefficient for a student-level predictor will be, and the number of schools will drive how wide or narrow the marginal posterior distribution of a coefficient for a school-level predictor will be. For example, in Figures 5.3 and 5.4 we notice that the marginal posterior for the grand mean and the withinschool variance component is much more symmetric in comparison to the between-school
variance component. Note, for example, there are 53 schools in the HP rural region and only 11 in HP urban.

## Results for the grand mean for Model 1

In Tables 5.8 and 5.9, I present results from an unconditional model for the rural and urban regions of HP and TN, respectively. For HP rural, the posterior mean of the grand mean $\left(\gamma_{00}\right)$ was found to be 0.17 , and for HP urban, the posterior mean of the grand mean was found to 0.04. These are estimates of the overall means of the latent scores for students' exposure to STIMREAD in HP rural and HP urban. For HP rural the $95 \%$ interval was found to be 0.04 and 0.30, and for HP's urban region we see that the $95 \%$ interval ranged from -0.20 to 0.31 . The lower boundary of the $95 \%$ credible interval (e.g., a value of 0.04 for HP rural) for a given marginal posterior corresponds to the lower $2.5^{\text {th }}$ percentile of the marginal posterior, and the upper boundary corresponds to the $97.5^{\text {th }}$ percentile. In the Bayesian framework, we can say that there is a $95 \%$ probability that the true value of the grand mean lies between 0.04 and 0.30 for HP rural. HP urban has a small sample size with 11 schools and a total of 189 students. This small sample size can result in wide $95 \%$ intervals. As can be seen, the $95 \%$ interval for the grand mean for HP urban is appreciably wider than the interval for the grand mean for HP rural. For the TN rural and urban regions, the posterior mean of the grand mean for both regions was found to be -0.1 . For TN rural the $95 \%$ interval was found to be ( $-0.19,-0.016$ ), and for TN's urban region we see that the $95 \%$ interval ranged from -0.21 to 0.00 .

An advantage of the multilevel IRT model is that it links the polytomous responses to an item $k$ of a student $i$ in a particular school $j$ to the overall mean $\gamma_{00}$, and the variance components ( $\sigma^{2}$ and $\tau_{00}$ ) (see Equations 2-4). In other words, the IRT model provides us with the thresholds $\kappa_{k c}$ and the slope parameters $\alpha_{k}$, and the level-2 and 3 models described above in Equation 13
capture the multilevel structure of the students nested in different schools. This multilevel model provides us with estimates for $\gamma_{00}, \sigma^{2}$, and $\tau_{00}$.

To further understand the differences in the grand mean estimates across the rural and urban regions let's look at the relationship between the trait level and items responses. This can be described by the (i) expected probabilities of responding to a particular category on an item at a given theta estimate and (ii) expected score on an item at a particular trait level. Recall the GRM formulation from chapter 3 (p.41-42): The probability of a student selecting a score/category at or above each item score category $(c)$ conditional on the trait level $\left(\theta_{i j}\right)$ is given by $P\left(Y_{i j k} \geq c \mid \theta_{i j}\right)=\frac{1}{1+\exp \left(\kappa_{k c}-\alpha_{k} \theta_{i j}\right)}$. In IRT terminology these are referred to as the "operating characteristic curves". For a graded response item with four response categories, we have three probability curves which are further used to compute the probability of responding in each of the four categories as shown below,

$$
P\left(Y_{i j k}=c \mid \theta_{i j}\right)=P\left(Y_{i j k} \geq c \mid \theta_{i j}\right)-P\left(Y_{i j k} \geq c-1 \mid \theta_{i j}\right)
$$

These probability curves are referred to as the "Category Response Curves (CRCs)", and they allow us to describe the probability of a student responding in a particular category conditional on their trait level. Therefore, to further understand the differences across the rural and urban regions we compute the expected probabilities of a student with a particular value for theta (e.g., a theta value equal to the grand mean of that student's region) responding in a particular category (e.g., lowest or highest categories) on a given item.

Table 5.8: Posterior means, SD's, and the $95 \%$ Bayesian intervals for the grand mean and the variance component parameters across HP's rural and urban regions for STIMREAD construct 1. The three-level model was fit separately to each region.

| Parameter of Interest | HP-Rural | HP-Urban |
| :--- | :---: | :---: |
|  | Posterior <br> Mean (SD) | Posterior <br> Mean (SD) |
| Fixed effects | $0.17(0.06)$ | $0.04(0.13)$ |
| Grand mean $\left(\gamma_{00}\right)$ | $[0.04,0.30]$ | $[-.20,0.31]$ |
| Variance components |  |  |
| Within-school | $0.32(0.03)$ | $0.29(0.06)$ |
| variance $\left(\sigma^{2}\right)$ | $[0.26, .39]$ | $[0.18,0.43]$ |
| Between-school | $0.17(0.04)$ | $0.17(.11)$ |
| variance $\left(\tau_{00}\right)$ | $[.10,0.27]$ | $[.10,0.41]$ |

Note: Common IRT item parameters were used for rural and urban regions of HP.
Table 5.9: Posterior means, SD's, and the $95 \%$ Bayesian intervals for the grand mean and the variance component parameters across TN's rural and urban regions for STIMREAD construct

| Parameter of Interest | TN-Rural | TN-Urban |
| :--- | :---: | :---: |
|  | Posterior | Posterior |
|  | Mean (SD) | Mean (SD) |
| Fixed effects | $-0.10(0.044)$ | $-0.10(0.055)$ |
| Grand mean $\left(\gamma_{00}\right)$ | $[-0.19,-0.016]$ | $[-0.21,0.00]$ |

## Variance components

| Within-school | $0.25(0.02)$ | $0.28(0.027)$ |
| :--- | :---: | :---: |
| variance $\left(\sigma^{2}\right)$ | $[0.21,0.30]$ | $[0.23,0.33]$ |
|  |  |  |
| Between-school | $0.11(0.014)$ | $0.12(0.01)$ |
| variance $\left(\tau_{00}\right)$ | $[0.10,0.15]$ | $[0.10,0.14]$ |

For example, for HP across rural and urban regions item 6 (relate to lives) was found to have the steepest slope (1.94). Recall, that the steeper the slope, the narrower and peaked the CRCs are, which indicates that the response categories differentiate among trait levels fairly well. In HP's rural region, for a student with a latent score of 0.17 -- the grand mean for HP rural -- the probability of responding to category 4 was found to be $48 \%$. Next, the expected probability of
responding to category 4 for a student who is in a school whose mean outcome score is $2 \mathrm{SD}_{\text {between }}{ }^{4}$ above the grand mean (i.e., a latent score of 0.99 ) was found to be $82 \%$, and the expected probability for a student who is in a school $2 \mathrm{SD}_{\text {between }}$ below the grand mean (a latent score of 0.65 ) was found to be $16 \%$. In HP's urban region, for a student in a school whose, mean outcome score is equal to the grand mean (i.e., a latent score of 0.04 ), the probability of responding to category 4 was found to be $42 \%$. The expected probability for a student who is in a school whose mean outcome score is $2 \mathrm{SD}_{\text {between }}$ above the grand mean in HP urban (i.e., a latent score of 0.86 ) was found to be $78 \%$, and the expected probability for a student who is in a school whose mean is $2 \mathrm{SD}_{\text {between }}$ below the grand mean (a latent score of -0.78 ) was found to be $13 \%$.

For TN across rural and urban regions for item 6 (relate to lives) the slope was found to be 1.46. In TN's rural and urban region, the grand mean was found to be -0.1 ; for a student with a latent score of -0.1 the expected probability of responding to category 4 on item 6 was found to be $34 \%$. The posterior means for the between-school variance component for TN rural and TN urban was found to be 0.11 and 0.12 , respectively. Next, for TN rural, for example, the expected probability of responding to category 4 on item 6 for a student who is in a school whose mean outcome score is $2 \mathrm{SD}_{\text {between }}$ bove the grand mean (i.e., a latent score of 0.56 ) was found to be $57 \%$, and the expected probability for a student who is in a school $2 \mathrm{SD}_{\text {between }}$ below the grand mean (a latent score of -0.76 ) is $16 \%$. In TN's urban region the values only change slightly; The the expected probability for a student who is in a school whose mean outcome score is $2 \mathrm{SD}_{\text {between }}$ above the grand mean in TN urban (i.e., a latent score of 0.59 ) was found to be $58 \%$, and the

[^3]expected probability for a student who is in a school whose mean is $2 \mathrm{SD}_{\text {between }}$ below the grand mean (a latent score of -0.79 ) is $15 \%$.

Another approach to describing the relationship between the item responses and the student's trait level is to graph the expected score on a scale of 1 to 4 versusa range of values for the theta estimates, i.e., latent trait values. Figure 7 shows how the item responses change as a function of the trait level. Since each of the seven items has different slopes, an average expected score was obtained across the individual expected item scores for the seven items. This is of substantive use to us since the value of each of the categories has a particular meaning (i.e., $1=$ "never or hardly ever", 2 = "in some lessons", and so on). In Figure 7 we see that students with a latent trait value around zero have an expected score of around 2 ; for students with a latent trait value of 2 , the expected score is slightly below a value of 4 , and for students with a latent trait value of -2 , the expected score is approximately equal to an expected score of 1

To sum up, we see that the expected probabilities for each item based on a range of latent scores, as well as the expected item score plots, can be useful ways of investigating and interpreting the relationship between different latent trait scores and students' expected item responses.


Figure 5.5: Average of the expected score across the seven items under the graded response model.

## Results for the variance components for Model 1

The schools in HP rural and urban look similar in terms of their grand means and their variance components, and the TN rural and urban schools look similar in their grand means and variance components as well. As described in the previous section, we see that the between-school variance components indicate that there is appreciable variation across schools, and provides us information about the extent to which TN rural and urban schools vary in their school-mean STIMREAD values. The expected probabilities of a student in a school responding to category 4, for example, on an item helps us in interpreting these variance components.

From Tables 5.8 and 5.9, we see that the posterior means for the within-school variance $\left(\sigma^{2}\right)$ for HP rural and HP urban is found to be 0.32 and 0.29 , respectively. As can be seen, for both HP rural and urban, there appears to be substantially more variation among students within
schools, than variation in school-mean outcome scores across schools. The square root of the estimate of the within-school variance component for HP rural is 0.56 and for HP urban is 0.53 which provides us with an estimate of the standard deviation of outcome scores within schools in HP. Let's consider a student in a school in HP rural whose mean outcome score is equal to the grand mean (i.e., 0.17). A student in this school whose STIMREAD score is 1 SD above a value of 0.17 would have a latent outcome score of $0.17+.56=.73$; for a student 2 SDs above a value of .17 , their outcome score would be 1.29 . Similarly, a student who is 1 SD below the mean would have an outcome score of -0.39 , and a student 2 SDs below would have a score of -0.95 . For HP urban, consider students in a school whose mean is equal to the grand mean estimate of .04. The square root of the within-school variance for HP urban is .53. For students 2 SDs below, 1 SD below, 1 SD above, and 2 SDs above the mean of 0.04 , the corresponding outcome scores would be $-1.02,-0.49,0.57$, and 1.1 , respectively. This helps us see that there is substantially more variation within schools than between schools in terms of STIMREAD outcome scores in HP rural as well as urban regions.

Next, the posterior means for the within-school variance $\left(\sigma^{2}\right)$ for TN rural and TN urban is found to be 0.25 and 0.28 , respectively. The square root of the estimate of the within-school variance component for TN rural is 0.50 and for TN urban is 0.53 which provides us with an estimate of the standard deviation of outcome scores within schools in TN. Let's consider a student in a school in TN rural whose mean outcome score is equal to the grand mean (i.e., -0.1). A student in this school whose STIMREAD score is 1 SD above a value of -0.1 would have a latent outcome score of $-0.1+.50=.40$; for a student 2 SDs above a value of -0.1 , their outcome score would be 0.9 . Similarly, a student who is 1 SD below the mean would have an outcome score of -0.60 , and a student 2 SDs below would have a score of -1.1 . For TN urban, the grand
mean is found to be similar as TN rural, a value of -0.1 . The square root of the within-school variance for HP urban is . 53 . For students 2 SDs below, 1 SD below, 1 SD above, and 2 SDs above the mean of -0.1 , the corresponding outcome scores would be $-1.16,-0.63,0.43$, and 0.96 , respectively. This helps us see that there is substantially more variation within schools than between schools in terms of STIMREAD outcome scores in TN rural as well as urban regions. In the next section, we explore student factors that might be related to differences in student outcome scores within schools and investigate various school-level factors that might be related to differences in STIMREAD scores across schools.

## Results from incorporating predictors (Model 2)

The student-level predictors such as ESCS, gender, teacher-student relations (STUDREL), and student's attitude towards school (ATSCHL) were added to the model. The student-level predictors were group-mean centered. School-level predictors included in the model were student-teacher ratio (STRATIO), and teacher shortage (TCSHORT). These variables were grand mean-centered. The student and school-level characteristics were added to level-2 and 3, respectively,

$$
\begin{gather*}
\theta_{i j}=\beta_{0 j}+\beta_{1 j} * \text { ESCS }-\overline{E_{S C S}^{. j}}+\beta_{2 j} * \text { Gender }-\overline{\text { Gender }_{. j}} \\
+\beta_{3 j} * \text { STUDREL }-\overline{\text { STUDREL. }}+\beta_{4 j} * \text { ATSCHL }-\overline{\text { ATSCHL }_{. j}}+e_{i j}  \tag{14}\\
\beta_{0 j}=\gamma_{00}+\gamma_{01} * \operatorname{STRATIO}-\overline{\text { STRATIO }}+\gamma_{02} * \text { TCSHORT }-\overline{\text { TCSHORT }}+u_{0 j} \\
\beta_{1 j}=\gamma_{10} \\
\beta_{2 j}=\gamma_{20} \\
\beta_{3 j}=\gamma_{30} \\
\beta_{4 j}=\gamma_{40}
\end{gather*}
$$

where gender $=1$ for females and 0 for males, $e_{i j}$ is level- 2 residual, and the variance component $\sigma^{2}$ captures the amount of variation that remains in the $\theta_{i j}$ 's within schools after accounting for ESCS, gender, STUDREL, and ATSCHL.The regression coefficients can be interpreted as follows:
$\beta_{0 j}$ is the mean latent variable capturing students' perceptions towards STIMREAD in school $j$ (by virtue of group mean centering the predictors)
$\beta_{1 j}=\gamma_{10}$ is the expected change in a student's STIMREAD score when ESCS increases 1 unit, holding constant all other student-level predictors.
$\beta_{2 j}=\gamma_{20}$ is the expected change in the difference between male and female students in their STIMREAD scores holding constant all other student-level predictors.
$\beta_{3 j}=\gamma_{30}$ is the expected change in a student's STIMREAD score when STUDREL increases one unit, holding constant all other student-level variables.
$\beta_{4 j}=\gamma_{40}$ is the expected change in a student's STIMREAD score when ATSCHL increases one unit, holding constant all other student-level variables.
$\gamma_{00}$ is, by virtue of grand-mean centering of the school-level predictors, the expected school mean STIMREAD score when STRATIO and TCSHORT values are equal to their respective grand mean values.
$\gamma_{01}$ is the expected change in a school's mean STIMREAD score when student/teacher ratio (STRATIO) increases 1 unit, holding constant TCSHORT.
$\gamma_{01}$ is the expected increase in a school's mean STIMREAD score when teacher shortage (TCSHORT) increases one unit holding constant STRATIO.
and $\tau_{00}$ represents the between-school variance that remains after taking into account the schoollevel predictors.

The within-school and between-school sample sizes across the various groups (see Table 5.5) the number of predictors we can add at each level. For example, in HP urban there were only 11 schools and 189 students. Therefore, only one predictor was added at a time at level-2. For other regions such as HP-rural, TN-rural, and TN-urban no more than 3 predictors were added to level-2 at a time. The means and SDs for all predictors are included in Table 5.6.

As mentioned previously, the PISA report found no significant relationship between ESCS and the PISA reading achievement score. To that end, in Table 5.10 we see that the posterior means of the coefficient for ESCS (i.e., the relationship between ESCS and exposure to STIMREAD within schools) in all but one region were approximately equal to 0 ; in HP urban the estimate of the coefficient was equal to -.16. ESCS was also not related to differences in school mean STIMREAD scores in the HP and TN's rural and urban schools. In an exploratory analysis I found that school mean ESCS is not related to $\beta_{0 j}$ differences among the rural and urban schools, and so was not included as a predictor in the school-level mdoel. I also found that the school mean STUDREL and school mean ATSCHL variables were were not related to school mean STIMREAD scores, and so I did not include them in the school-level model.

The posterior means for the coefficients for gender $\left(\beta_{20}\right)$ were also found to be small across all groups except for the HP urban region. For HP urban the posterior mean of the coefficient for gender is equal to -0.20 , and the $95 \%$ Bayesian interval ranges from -0.43 to 0.03 . Thus female students in HP urban tend to have a 0.20 point lower STIMREAD score compared to male students, holding constant the other predictors in the student-level model

Table 5.10: Posterior means, SD, and 95\% intervals for the fixed effects and variance components parameters across the four regions for the STIMREAD construct. The student and school-level characteristics are added to this model. The three-level model was fit separately to the rural and urban regions of HP (e.g., HP rural, HP urban) and separately to each region in TN.

| Parameter of Interest | HP -Rural | HP- Urban* | TN -Rural | TN- Urban |
| :--- | :---: | :---: | :---: | :---: |
|  | Posterior Mean <br> $($ SD $)$ | Posterior <br> Mean (SD) | Posterior <br> Mean (SD) | Posterior <br> Mean (SD) |
| Fixed effects |  |  |  |  |
| Grand mean $\left(\gamma_{00}\right)$ | $0.24(0.10)$ | $0.03(0.14)$ | $-0.09(0.04)$ | $-0.25(0.13)$ |
|  | $[0.03,0.45]$ | $[-0.21,0.29]$ | $[-0.18,-0.007]$ | $[-0.52,0.17]$ |
| Student variables |  |  |  |  |
| ESCS $\left(\beta_{10}\right)$ | $-0.01(.03)$ | $-0.16(.06)$ | $-0.003(0.02)$ | $-0.004(.03)$ |
|  | $[-0.07,0.05]$ | $[-0.28,-0.04]$ | $[-0.05,0.04]$ | $[-0.07,0.06]$ |
| Gender_female $\left(\beta_{20}\right)$ | $-0.026(0.06)$ | $-0.20(0.12)$ | $0.003(0.04)$ | $0.02(0.09)$ |
|  | $[-0.13,0.07]$ | $[-0.43,0.03]$ | $[-0.09,0.09]$ | $[-0.15,0.21]$ |
| STUDREL $\left(\beta_{30}\right)$ | $0.25(0.03)$ | $0.29(0.06)$ | $0.24(0.02)$ | $0.24(0.02)$ |
|  | $[0.17,0.31]$ | $[0.17,0.42]$ | $[0.21,0.28]$ | $[0.20,0.29]$ |
| ATSCHL $\left(\beta_{40}\right)$ | $0.05(0.038)$ | $0.11(0.06)$ | $0.10(0.02)$ | $0.03(0.04)$ |
|  | $[-0.004,0.11]$ | $[-0.004,0.23]$ | $[0.05,0.14]$ | $[-0.05,0.11]$ |
| School variables |  |  |  |  |
| STRATIO $\left(\gamma_{01}\right)$ | $0.001(0.02)$ |  | $0.0009(0.02)$ | $-0.01(0.01)$ |
|  | $[-0.03,0.03]$ |  | $[-0.03,0.03]$ | $[-0.03,0.006]$ |
| TCSHORT $\left(\gamma_{02}\right)$ | $-0.09(0.07)$ |  | $0.05(0.14)$ | $0.12(0.10)$ |
|  | $[-0.25,0.06]$ |  |  |  |
| Variance components |  |  |  |  |
| Within-school $\left(\sigma^{2}\right)$ | $0.27(0.03)$ | $0.18(0.04)$ | $0.17(0.02)$ | $0.21(0.02)$ |
| Between-school $\left(\tau_{00}^{2}\right)$ | $[0.21,0.33]$ | $[0.11,0.29]$ | $[0.15,0.21]$ | $[0.17,0.26]$ |
|  | $0.18(0.05)$ | $0.16(0.07)$ | $0.11(.010)$ | $0.12(.02)$ |
| $[0.11,0.30]$ | $[0.10,0.35]$ | $[0.10,0.14]$ | $[0.10,0.14]$ |  |

Note:
1.For HP Urban school-level predictors were not included in the three-level model. There were identification issues when the school-level predictors were added to the model.
2. Common IRT parameters of the slope and thresholds were used for HP rural and urban, and another common set of IRT parameters were used for TN's rural and urban regions

With the lack of previous studies in this area of study, where the outcome variable is instructional practices, it is hard to establish why the ratings of exposure to STIMREAD practices were lower for females than males. However, there is abundant research in rural regions in India where girl students are primarily made to stay home while a male student attends school.

The posterior mean for the coefficient of STUDREL $\left(\beta_{30}\right)$ was found to have a positive magnitude across all four regions. For HP rural the posterior mean for the coefficient of STUDREL was found to be 0.25 , and the $95 \%$ interval ranged from 0.17 to 0.31 . That is, for every one-unit increase in the STUDREL variable while controlling for all other level-1 variables we expect a 0.25 increase in students' perceptions of their exposure to STIMREAD practices. For HP urban we find the posterior mean for the STUDREL coefficient is 0.29 and the $95 \%$ interval ranged from 0.17 to 0.42 . Similar values for the coefficients were noticed for TN . A possible reason for this pattern of results is that students who have higher scores on the STUDREL variable may feel more engaged in class, and more willing to answer questions compared to students with lower STUDREL scores, and as a result, may report having more exposure to STIMREAD practices than students with lower STUDREL scores.

Next, the variable student's attitude towards school (ATSCHL) was found to have a small posterior mean across the four regions. In particular, for TN rural we find that the posterior mean for the ATSCHL coefficient was found to be 0.10 and the lower $2.5 \%$ interval was found to be 0.05 and the $97.5 \%$ upper boundary was 0.14 . This interval is narrow, and the positive coefficient indicates that when a student's attitude increases by one unit, their perception of the amount of exposure to STIMREAD practices increases by 0.10 points, holding constant all other withinschool predictors. This variable is found to have a weaker positive relationship with the outcome variable in comparison to the STUDREL variable. (Recall that both STUDREL and ATSHCL have an OECD mean of zero and an SD of 1 , and so an increase of 1 unit in these variables corresponds to a 1 SD increase, which is a sizable increase).

Similar to STUDREL, students who have higher scores on the ATSCHL variable perhaps are more engaged, may volunteer to answer teachers' questions, and participate in classroom
activities. As noted by Schweig (2016), students in a given classroom who differ in key background characteristics may have very different educational experiences in the classroom, and thus may have very different perceptions of their amount of exposure to STIMREAD practices.

For HP rural, let's calculate what the expected latent score would be for a typical student $i$ in school $j$ when predictors are included in the model. We make use of the level- 2 model in Equation 14. The $\beta_{0 j}$ for an average school is 0.17 . The regression coefficients for $\beta_{30}$ and $\beta_{40}$ are 0.25 and 0.05 , respectively, and the mean for STUDREL and ATSCHL is 0.59 and 0.10 , respectively. Therefore, for a student in a typical school with average values for STUDREL and ATSCHL (that is, when we set the STUDREL value equal to the mean STUDREL score and the ATSCHL value equal to the mean ATSCHL score), we find the expected STIMREAD score ( $\theta_{i j}$ ) to be 0.17 . Interpreting this in terms of the latent trait variable (theta), we find that the expected probability of a student with this latent score responding to category 4 for item 6 ("in all lessons") - an item with a relatively large slope parameter - is $48 \%$. Next, let's consider a one-unit increase in the STUDREL and ATSCHL variables. This results in an expected $\theta_{i j}$ value of 0.47. The expected probability of a student with a latent score of 0.47 responding to category 4 on item 6 is found to be $63 \%$. For HP's urban region, the latent score would be just lightly smaller, a value of 0.44 ; the expected probability of a student with a latent score of 0.44 responding to category 4 on item 6 is found to be $61 \%$.

In terms of the school-level variables, we find that the posterior means of the coefficients for both student-teacher ratio (STRATIO) and teacher shortage (TCSHORT) variables have small magnitudes across all regions. Note that in Figure 4.2 we saw that the TCSHORT for both HP rural and TN rural have some variation, however, we see that most principals reported that there is no shortage of teachers.

Next, we see that the posterior means of the within-school variance components decrease across all four regions when we add predictors to the model (see Tables 5.8 to 5.10). That is the student-level predictors in the level-2 model accounts for some of the differences in the students' perceptions towards the STIMREAD construct. For HP rural, the posterior mean for the withinschool variance reduces to a value of 0.27 from 0.32 , and for HP urban it reduces to 0.18 from 0.29 , that is, a $37 \%$ reduction in the within-school variance component for HP urban. For TN rural and urban we see that the within-school variance reduces to a value of 0.17 and 0.21 , from 0.25 and 0.28 , respectively. Lastly, we did not see any change in the between-school variance after the addition of the school-level predictors.

### 5.5 Additional analysis

One question that may arise from the above three-level analysis is whether a "multilevel IRT" approach seems to be required. Would a summed score approach - a less-complex approach -- produce similar patterns of results? To this end, I analyzed the data for the STIMREAD construct using the summed score approach. For construct 1 (STIMREAD) the summed score outcome variable consisted of seven items (see Table 1 for the specific items). Two-level models were then specified and run using the HLM software program, in which the summed scores for the construct were treated as outcomes in a student-level model, and differences across schools in their mean summed score values were investigated via a school-level model. The student- and school-level predictors included in this model are similar to the ones in the three-level models discussed earlier.

The results for this set of analyses are presented in Appendix B, Tables B. 2 to B.6. The tables present complete descriptive statistics for HP and TN, along with results from fitting a twolevel HLM model to the STIMREAD outcome scores in each of the four regions. Tables B. 5 and
B. 6 describe the unconditional model (i.e., the model with no predictors), and the model with student- and school-level predictors, respectively. The results tabulated in Tables B. 2 to B. 6 have similar patterns to the results obtained from fitting a three-level model to the data (see Tables 5.8 to 5.10).

Using the summed scores as outcomes in the multilevel analyses allows us to assess the amount of variation within schools and across schools and investigate various relationships while "staying close to the data". However, the multilevel IRT approach has a few advantages.

First, a latent variable model (e.g., IRT models) provides a statistical framework for relating the observed responses to test items to the students' standing on unobserved (latent) variables. For example, in this study, students responded to seven items which together form the STIMREAD construct. A key point is that working with latent scores obtained via an IRT model (e.g., a graded-response model) allows us to make meaningful interpretations of these scores, as illustrated earlier in this chapter. For example, for a given latent score, we can obtain an expected probability of a person with that score experiencing exposure to a particular instructional practice (e.g., "The teacher helps students relate the stories they read to their lives") during all lessons (or during most lessons, or during some lessons, or never or hardly). These probabilities provide useful information about students' exposure to instructional practices of interest; they provide valuable, accessible, fairly concrete interpretations of the latent scores. In comparison, summed scores do not appear to provide information as interpretable and concerete.

Secondly, the responses on a particular test item can be explained (or modeled) using the information from the respondent and the item, allowing us to make inferences about item properties, for example, the item discrimination parameter providing information concerning how differences in student responses to a given item (e.g., 1, 2, 3 or 4) relate to differences in the
magnitudes of students' probabilities of experiencing the practice of interest never or hardly, during some lessons, during most lessons, or during all lessons.

Third, assessing the item properties is particularly important in large-scale assessments, such as in ECLS, PISA, or TIMSS, which are administered across multiple countries, since the construct might be used in subsequent years for testing. Theoretically, the latent scores are independent of the test as opposed to the observed scores, and sothe latent scores would allow the possibility of using the results across different tests in an analysis.

Fourth, when working with summed scores, the estimate of within-school variance $\left(\sigma^{2}\right)$ would reflect both true score variance and error variance in the summed scores within schools. This, in turn, could also result in underestimates of the amount of between-school variance. However, in a comprehensive latent variable framework, the estimate of $\sigma^{2}$ provides us with an estimate of true score variance in STIMREAD within schools.

### 5.6 Summary of Findings

First, measurement invariance was established for the STIMREAD construct across the rural and urban regions of HP, and across the rural and urban regions of TN. Using the Wald statistics and the associated p-values from both sets of analyses, it was seen that no item had a pvalue below 0.05 . This indicates that the items appeared to be interpreted in the same manner by the students of the rural and urban regions of HP, and by the rural and urban regions of TN. This is vital when we want to compare students' latent traits across different regions and answer key substantive research questions. Furthermore, this set of analyses also helps us assess the fit of the graded response model before we build the three-level hierarchical model for comparisons of the sub-groups of interest. This phase of my dissertation yielded a set of common item parameter estimates that could be used in comparing students and schools in the rural and urban regions of

HP, and a common set of item parameter estimates that could be used in comparing students and schools in the rural and urban regions of TN

Moreover, in contrast to principals' responses to questions regarding various items including the possible shortages of qualified teachers, and rates of teacher absenteeism, the STIMREAD scale that was constructed using student responses provides a latent variable measure of students' exposure to key instructional practices, in this case, teachers' stimulation of reading engagement practices. An important point is that working with latent scores obtained via an IRT model (e.g., a graded-response model), makes possible meaningful, useful interpretations of these scores, as illustrated earlier in this chapter. For example, for a given latent score, we can obtain an expected probability of a person with that score experiencing exposure to a particular instructional practice (e.g., "The teacher helps students relate the stories they read to their lives") during all lessons (or during most lessons, or some lessons, or never or hardly).

Working with a latent variable measure of students' exposure to stimulation of reading engagement practices opens up an array of possibilities. In particular, we can use student latent variable exposure scores as outcomes in multilevel models. In TN rural, for example, we can estimate a grand mean exposure score, and estimate how much variation there is in STIMREAD exposure scores across schools (i.e., how much schools vary in their mean STIMREAD scores), and how much variation there is in student STMIREAD scores within schools. Moreover, we can investigate how differences in various school-level predictors relate to differences in school-mean STIMREAD scores, and how differences in various student-level predictors relate to differences in student STIMREAD scores within schools. Such analyses can be conducted in each region of interest (i.e., HP rural, HP urban and TN rural, TN urban).

Next, a three-level model was fit across the rural and urban regions of HP and the rural and urban regions of TN . The posterior mean for the grand mean $\left(\gamma_{00}\right)$ for the STIMREAD construct represents the overall average latent score for students' exposure to the STIMREAD construct $\left(\theta_{\mathrm{ij}}\right)$. The grand means values for the HP rural and urban regions were found to be 0.17 and 0.04 , respectively. To relate these trait level estimates to the item response categories, we can calculate the expected probability of students to individual items and/or plot the expected item scores for an individual item. For item 6 (relate to lives), for example, a student with a latent score of 0.17 has a $48 \%$ probability of responding to category 4 , and a student with a latent score of 0.04 has a $42 \%$ probability of responding to category 4 . Calculating the average of the expected scores across all seven items, we can find, for example, the predicted category that a student with a latent trait of zero, that is an average student, would respond to. (Please see Figure 5.5 above that shows the relationship between different latent trait scores for STIMREAD and students' expected item responses.)

The within-school variance for rural and urban regions of HP was found to be 0.32 and 0.29 , respectively. The within-school variance of rural and urban regions of TN was also found to be close, a value of 0.25 and 0.28 , respectively. Converting these variances to standard deviations, the standard deviations indicate that there is an appreciable amount of variation within schools, and we do not see much difference in this when comparing rural and urban regions. Similarly, we do not find large differences in the between-school variance while comparing the rural and urban regions of HP and the rural and urban regions of TN. Due to the lack of additional datasets on rural and urban regions in India on instructional practices, it is hard to elaborate on why we see no differences. One possibility is that the student responses on the items are unable to provide the necessary information to capture the differences among the rural and urban regions

- that is, we may require more than four categories for these items or we could use another latent construct capturing instructional practices to capture the similarities or differences among the regions.

We notice that the amount of variations between schools is smaller in comparison to the within-school variance. The schools across the rural and urban regions of both states are primarily in the low-socioeconomic areas, which could be one of the reasons for less variations between schools. We may see teachers with similar experiences or qualifications teaching students in these regions.

Third, student-level predictors such as ESCS, gender, students' attitude towards school (ATSCHL), and teacher-student relations (STUDREL) were added to the student level model, and student-teacher ratio (STRATIO) and teacher shortage (TCSHORT) variables were added at the school level model. The addition of the student- and school-level characteristics explained only a small amount of variation in the within-school and between-school variances in these instructional practices, and the school-level variables were found to have no relationship with the outcome variables outcomes for HP and TN (Walker, 2011). Two variables capturing students' attitudes towards school and classroom environments (ATSCHL and STUDREL) were found to have a positive relationship with the STIMREAD construct. Recall, STUDREL and ATSCHL help us better understand what the student-teacher relationship looks like and what students' perceptions are about their school. For HP rural, the coefficient for STUDREL $^{5}$ is found to have a posterior mean of 0.25 (nearly a quarter of an SD ) and the $95 \%$ interval ranged from 0.17 to 0.31. For HP urban, the posterior mean is found to be 0.29 and the $95 \%$ interval ranged from 0.17

[^4]to 0.42 . Note that these intervals lie above a value of 0 . Similarly, for both TN rural and TN urban, the posterior means for the STUDREL coefficients were found to be 0.24 with $95 \%$ intervals ranging from 0.20 to 0.28 . The coefficient for the ATSCHL variable was found to have a small posterior mean across the rural and urban regions of HP and TN

For a one-unit increase in the STUDREL and ATSCHL variables, for HP rural we find the expected probability of a student with a latent score of 0.47 responding to category 4 is found to be $63 \%$. For HP urban for a one-unit increase in the STUDREL and ATSCHL variables the latent score is just slightly smaller, a value of 0.44 , and the expected probability of responding to category 4 is found to be $61 \%$.

Lastly, as noted previously, we need to be cautious while making inferences about the results comparing the rural and urban regions of HP and the rural and urban regions of TN. Since students within schools were sampled randomly from lists of students that were incomplete, it was not possible to assess the representativeness of the resulting samples.

Multiple studies (e.g., MET study, TALIS) have tried to fill the gap in connecting instructional practices to student learning by making use of various tools (e.g., student and teacher surveys, teacher portfolios) to capture classroom practices and analyzing these data to study the impact of instructional practices on student learning - often used as predictors in the model. However, it can be challenging to conduct large-scale studies such as these in countries like India, where there is a fear of accountability and most schools are often public schools (run by the governement of India). More data sources and research is needed to understand the quality of school resources and teaching in various regions of India.

## Chapter 6

## Examining school-specific estimates of students' exposure to STIMREAD practices across public and private schools in rural regions

RQ3: What do the school-specific estimates of students' exposure to STIMREAD practices look like across public and private schools in TN's rural region?

In this chapter, I examine the school-specific estimates of students' exposure to STIMREAD practices across public and private schools in TN's rural region. The large sample size of students and schools in TN allows us to better understand what might be going on in the public and private schools in the rural region. Moreover, since the majority of the schools across India are located in rural regions, and are run by the government, this analysis might be helpful for taking a closer look at the data and showing how this approach can help in the identifying schools that may be thriving and those that may need assistance. Private schools are often rare in rural regions; however, parents prefer private schooling for their children due to better facilities and resources in comparison to public schools (Lewin, 2011).

In this chapter I first lay out the data and measures, then I fit a three-level model to the public and private schools, and assess and plot the school-specific estimates of exposure to STIMREAD practices with respect to students' socio-economic status, and lastly, present the results.

### 6.1 Data and Measures

For this set of analyses, the data are restricted to the public and private schools of TN's rural region. The sample size for this study consists of 944 students across 49 public schools and 395 students across 23 private schools in TN's rural region. That is, approximately on average there are 19 students per school in public schools in the TN rural region, and there are 17 students per school on average in the private schools in the TN rural region. In Table 6.1 I have tabulated
the sample size, means, and SDs for the items for the STIMREAD construct, and various studentand school-level variables for TN's public and private schools in the rural region. Recall, we need to be cautious while making inferences regarding the results for various schools in the sample since we lack information on how representative the students within a given school are of the population of children in that school.

Table 6.1: Descriptive statistics for the items for STIMREAD, and the student- and school-level predictors for TN rural regions' public and private schools.

| Variables | TN rural public school |  |  | TN rural private school |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | N | Mean | SD | N | Mean | SD |
| 1.Explain Expectations | 922 | 2.61 | 0.98 | 391 | 2.64 | 0.96 |
| 2.Check Concentrating | 919 | 2.97 | 0.94 | 390 | 3.05 | 0.89 |
| 3.Discuss work | 915 | 2.87 | 1.00 | 390 | 2.85 | 0.96 |
| 4.Explain judgements | 911 | 2.75 | 1.02 | 389 | 2.7 | 1.01 |
| 5.Ask if understood | 910 | 2.96 | 0.94 | 391 | 3.02 | 0.92 |
| 6. Mark work | 915 | 2.94 | 0.98 | 390 | 2.87 | 1.00 |
| 7.Student questions | 920 | 3.07 | 0.96 | 391 | 2.95 | 0.96 |
| 8.Motivating questions | 922 | 2.61 | 0.98 | 391 | 2.64 | 0.96 |
| 9.Immediate feedback | 919 | 2.97 | 0.94 | 390 | 3.05 | 0.89 |
| Student-level |  |  |  |  |  |  |
| ESCS | 939 | -2.28 | 0.94 | 395 | -1.67 | 1.16 |
| Gender (female) | 944 | 0.51 | 0.5 | 395 | 0.44 | 0.5 |
| Student-teacher relations (STUDREL) | 937 | 0.49 | 1.19 | 395 | 0.42 | 1.11 |
| Attitude towards school (ATSCHL) | 893 | -0.23 | 0.82 | 381 | -0.12 | 0.85 |
| School-level |  |  |  |  |  |  |
| $\begin{aligned} & \text { Student-teacher Ratio } \\ & \text { (STRATIO) } \end{aligned}$ | 49 | 35.29 | 13.27 | 22 | 33.4 | 12.71 |
| Teacher (TCSHORT) Shortage | 49 | 0.24 | 1.03 | 23 | -0.32 | 0.76 |

### 6.2 Analysis and Model Specification

Using the data for the public and private schools for TN's rural region, a three-level model was fit in JAGS using MCMC. As before, for this analysis, the item parameters in the three-level
analysis in JAGS were set to the ML estimates of the item parameters obtained from fitting a GRM to the items. The model specification for this analysis is similar to the model described in Equations 13, i.e., an unconditional model is fit to the data to obtain an estimate of the grand mean $\left(\gamma_{00}\right)$, the within-school variance component $\left(\sigma^{2}\right)$, and the between-school variance component $\left(\tau_{00}\right)$.

Recall that the STIMREAD latent values for the individuals in a given school are treated as outcome values in a within-school model. A key parameter in the within-school model is $\beta_{0 j}$ which represents the mean STIMREAD value for the students in school $j$. In a level-3 (betweenschool) model, the $\beta_{0 j}$ 's are viewed as outcomes and are modeled as a function of a grand mean STIMREAD value for the schools in a given region and sector (e.g., TN rural public schools). (The within-school and between-school models can be expanded to include predictors.)

As noted in chapter 3, the estimate of $\beta_{0 j}$ for a given school based on the data for the sample of students in that school, will be shrunk a certain amount toward the grand-mean STIMREAD score for the schools in that region (e.g., TN rural public schools). The amount of shrinkage depends upon the amount of error variance connected with the estimate of $\beta_{0 j}$ based on the data for school $j$ 's students (i.e., $\sigma^{2} / n_{j}$ ) and upon the amount of between-school variance in the $\beta_{0 j}{ }^{\prime}$ 's across the schools in that region (i.e., $\tau_{00}$ ). When $\tau_{00}$ is very large relative to the error variance in the estimate of $\beta_{0 j}$, the estimate of $\beta_{0 j}$ will be shrunk only slightly toward the grand mean. When $\tau_{00}$ is very small relative to the error variance in the estimate of $\beta_{0 j}$ - when the school mean STIMREAD scores for the schools in that region are clustered tightly together the estimate of $\beta_{0 j}$ will be shrunk markedly toward the grand mean. Thus for each school we obtain what is referred to as a shrinkage estimator of $\beta_{0 j}$. More specifically the analyses I conduct for this chapter yield a posterior distribution of the shrinkage estimator for each school. In the

Bayesian framework, this sort of shrinkage process is referred to as borrowing strength - or borrowing information - from other similar schools.

### 6.3 Results for public and private schools in TN's rural region

In Table 6.2 I have tabulated the posterior means along with the $95 \%$ intervals for the grand mean and the variance component parameters for the teachers' stimulation of reading engagement (STIMREAD) construct across the public and private schools of TN's rural region. The posterior mean for the grand mean $\left(\gamma_{00}\right)$ parameter for public schools in TN and the posterior mean for the grand mean for private schools in TN were found to be 0.074 and 0.11 , respectively. For the public schools, the lower boundary of the $95 \%$ credible interval was found to be -0.03 and the upper boundary was found to be 0.18 . In the Bayesian framework, we can say that there is a $95 \%$ probability that the true value of the grand mean lies between -0.03 and 0.318 . The lower boundary of the $95 \%$ interval for the private schools in TN's rural region, was found to be -0.14 and the upper boundary is 0.36 , which is slightly wider than the interval for the public schools. The posterior means for the within-school variance $\left(\sigma^{2}\right)$ for the public and private schools were found to be 0.41 and 0.35 , respectively, and the posterior means of the between-school variances are 0.11 and 0.32 , respectively.

## Caterpillar plots for school-specific estimates for public and private schools

We take a closer look at the caterpillar plots (see Figure 6.1) that display the posterior means for the school mean exposure scores (i.e., the $\beta_{0 j}$ 's) and their corresponding $95 \%$ intervals, for the public and private schools in the rural region of TN . The $\beta_{0 j}$ 's can be viewed as schoolspecific latent variables capturing the extent to which students in each school report experiencing the STIMREAD teaching strategies. The caterpillar plots in Figure 6.1 help us see which schools
have the lowest posterior mean values of mean exposure to STIMREAD and those that have high posterior means on the STIMREAD outcome.

Table 6.2: Posterior means, SD's, and the $95 \%$ intervals for the grand mean and the variance component parameters for the STIMREAD construct across the public and private schools of TN's rural region. The three-level model was fit separately to each set of data using a common set of IRT parameters.

| Parameter of Interest | TN-rural <br> public school | TN-rural <br> private school |
| :--- | :--- | :--- |
|  | Posterior Mean <br> $($ SD $)$ | Posterior Mean <br> $($ SD $)$ |
| Fixed effects | $0.074(0.05)$ | $0.11(0.13)$ |
| Grand mean $\left(\gamma_{00}\right)$ | $[-0.03,0.18]$ | $[-0.14,0.36]$ |
| Variance Components | $0.41(0.03)$ | $0.35(0.02)$ |
| Within-school variance <br> $\left(\sigma^{2}\right)$ | $[0.35,0.49]$ | $[0.26,0.46]$ |
| Between-school |  |  |
| variance $\left(\tau_{00}\right)$ | $0.11(0.01)$ | $0.32(0.14)$ |
|  | $[0.10,0.14]$ | $[0.12,0.69]$ |

The minimum value of the school-mean exposure for public schools was found to be 0.53 , and the maximum value of the school-mean exposure was found to be 0.40 . The expected probabilities of students in public schools with the minimum and maximum school-mean exposure values responding to category 4 on item 7 are found to be $23 \%$, and $61 \%$, respectively. For students in private schools, the expected probabilities of students with a minimum schoolmean exposure value ( -0.37 ) and maximum school-mean exposure value ( 0.52 ) responding to category 4 of item 7 are found to be $28 \%$ and $66 \%$, respectively. The "outlying" provate school in Figure 6.1 is found to have a school-mean exposure value of 1.75, and the expected probability of a student with this latent trait is reponding to category 4 on item 7 is found to be $94 \%$.


Posterior means for private schools in rural region of TN


Figure 6.1: Caterpillar plots for the public schools (top plot) and private schools (bottom plot) in TN's rural regions for the STIMREAD construct.

Plots depicting the relationship between public schools and private schools and socio-economic status

Lastly, the posterior means for the school-specific variables ( $\beta_{0 j}$ 's) for the public and private schools in the rural region of TN were plotted with respect to their school mean ESCS values in Figure 6.2. Both plots for public and private schools are on the same scale for the school mean ESCS (x-axis), thereby depicting the differences in the socio-economic status between the private and public schools in a rural region. These plots enable us to see if there are any systematic patterns between school mean ESCS and the magnitude of the posterior means of the $\beta_{0 j}$ values. We see that the public schools (see Figure 6.2 top plot) are largely concentrated in the lowest end of the socio-economic scale in the range of -3 to -1.6 . This difference in the socio-economic status (ESCS) between the public and private schools in TN's rural region is also evident from the low mean of the ESCS variable for the public schools (e.g., a value of -2.28 ) in comparison to the ESCS mean for private schools (i.e., -1.67).

It is worth noting that school id 1, a private school that had a high posterior mean for exposure to teachers' stimulation of reading engagement in comparison to other schools is situated in a low socio-economic area (see Figure 6.2 bottom plot). Such schools are schools that we might want to take a closer look at via interviews with their principal and teachers. 8 students from this school participated in the study (students are 15year olds) and the school size is 246 . However, we do not have data on whether the school is only a secondary school or a school with primary and secondary grades. The majority of the public schools seem to be concentrated in the lowest end of the socio-economic scale, whereas the private schools are more spread out, but still in low-income areas. Furthermore, in both the plot for the public schools and the plot for the
private schools, we do not see a systematic relationship between the posterior means and school ESCS values.


Figure 6.2: Posterior means of the school latent variable $\left(\beta_{00}{ }^{\prime} s\right)$ for public and private schools in the rural region of TN, by their school mean ESCS values. The two plots have the same scale for school mean ESCS (x-axis), thereby bringing to light the differences in socioeconomic status between the private and public schools in the rural region.

### 6.4 Summary of Findings

A three-level model was fit to the TN rural-public schools and TN-rural private schools, where the STIMREAD construct was the outcome variable.

First, we see that the posterior means for school-mean STIMREAD scores for the public schools vary tightly around the grand mean STIMREAD score of the public sector, and this is especially the case for private schools, with the exception of an outlying private school with a large school mean STIMREAD score (see Figure 6.2). As noted previously, within a givcen school, students were randomly selected from incomplete lists of students, and as such it was not possible to assess the representativeness of the within-school samples. Thus caution needs to be exercised regarding the results, since they could be biased to some degree. The methodology employed to examine school-specific estimates of students' exposure to key instructional practices across public and private schools when using large-scale assessments can be valuable to other researchers, or officials in school districts to assess school's quality by identifying schools that need additional assistance and suppor.

To make these latent scores more interpretable, and to capture the differences between the schools in terms of students' exposure to the STIMREAD practices I calculated the expected probability of a student responding to, for example, category 4 across the seven items. The expected probability values allow us to interpret the relationship between the student latent trait (i.e., students' perceptions of exposure to STIMREAD in a school) and the students' responses. We can capture how probable they are to respond to a higher category based on their latent trait. For example, we notice that students across the public schools had a minimum $23 \%$ probability
of responding to category 4 on item 7 and a maximum of $61 \%$, and students in private schools had a minimum expected probability of $28 \%$ of responding to category 4 of item 7 and a maximum of $94 \%$ in the case of the outlying school.. This implies that in some schools students' perception about the amount of exposure they had to STIMREAD teaching practices was as low as $23 \%$ of responding to the highest category, that is category 4 ("in all lessons").

Next, the between-school variance component for public schools and private schools suggests that there is considerable variation in students' perceptions towards their exposure to STIMREAD practices across both public schools and private schools. We see that there is appreciably more variation within schools than between schools based on the expeced probabilities for students in public and private schools.

Lastly, plotting the posterior means for the school-specific variable ( $\beta_{0 j}$ 's) for the public and private schools in the rural region of TN with respect to their school mean ESCS revealed a private school with an estimated mean STIMREAD score that was much higher than the estimated mean STIMREAD scores for all other schools in the analysis. In addition, the majority of the public schools were found to be concentrated in the lowest end of the socio-economic scale, whereas the private schools were found to be more spread out, but still in low-socioeconomic areas. These plots allow us to, for example, take a closer look at the school resources for one school in comparison to other schools. We can pinpoint schools that might be in low socioeconomic areas that tend to have low exposure to instructional practices or school resources, for example, school \#6 among the public schools in a rural region, which has the lowest ESCS value among the public or private schools, and schools in low socioeconomic areas that tend to have high levels of exposure to key instructional practices, i.e., school \#1 among the private schools,
which has a posterior mean of 1.75. In particular, schools such as school \#1 among the private schools would be of special interest.

## Chapter 7

## Discussion

Access to quality instruction and the equal distribution of educational opportunities is fundamental for every child irrespective of their background. This dissertation study brings together substantive questions around access to instructional practices and school resources, and multilevel IRT models to illustrate how latent variables capturing students' perceptions towards instructional practices can be used as outcome variables to examine the extent of variation in exposure to such practices within and between schools. To my knowledge, this study is the first in the context of India to investigate access using items focusing on instructional practices as the outcome, instead of students' cognitive test scores or other school-level indicators such as enrollment numbers or teacher shortage variables. One of the motivations for this work, apart from India's poor performance in PISA 2009, is the lack of research on students' access or exposure to key instructional practices and other school resourcesusing large-scale assessments and employing these measures as the outcome variables in a study.

Improved access to various classroom instructional practices and school resources can not only generate greater interest in schooling but also encourage students to remain in schools and complete their primary education. Increasingly, families, particularly low-income families are hesitant to send their children to government schools while questioning the value of education and the quality of education (Kingdon, 2007; Maclean \& Vine, 2003). Investments (e.g., monetary) made towards school resources, hiring of qualified teachers, and providing instructional materials, for example, can greatly improve access to educational opportunities for students, and will have a positive impact on student learning and retention of students in schools.

### 7.1 Main Takeaways from this dissertation study

For this study, I make use of the items from PISA 2009's non-cognitive background questionnaires completed by students and school principals. In particular, I take a closer look at various school resources (e.g., the percentage of qualified teachers in a school) and student's exposure to teachers' use of stimulation of reading engagement (STIMREAD) practices. The rural/urban divide in India has been discussed by many authors (e.g., Das \& Zajonc, 2010a; Govinda \& Bandyopadhyay, 2008), and access to educational opportunities and quality instruction has been a concern for students who live in remote areas of India with lack of access to schooling. This study illustrates how large-scale assessments can be utilized to study these various issues.

For RQ 1, based on previous literature across the rural and urban regions of India I looked at a few key school-level indicators such as teacher shortage, teacher absenteeism, and student absenteeism. The results in chapter 4 indicated a lack of teacher shortage and teacher absenteeism rates across schools, however, one question that arises is why students performed poorly in the PISA 2009 tests. There are at least two possibilities. (1) First, PISA rankings are based on test items in reading, mathematics, and science, and the teaching practices across the sample schools may not provide students enough knowledge to answer these high-level cognitive items. This issue may be particularly salient because nearly $80 \%$ of HP schools were in rural regions, and $68 \%$ in TN , and there are well known concerns about teaching quality in rural schools in india (e.g., Agrawal, 2014; Maclean \& Vine, 2003). (2) Second the data reported by the school principals in the school questionnaires may not be entirely trustworthy- responses may be influenced by social desirability, where principals report in a manner they think makes their school look good.

For RQ2, first, I investigated measurement invariance for non-cognitive items from the student background questionnaire using an IRT approach across rural and urban regions of HP and rural and urban regions of TN. It was established that measurement invariance holds for the items that form the teachers' stimulation of reading engagement (STIMREAD) construct across rural and urban regions of HP and across the rural and urban regions of TN (see section 5.4.2 RQ2a: Assessing Measurement Invariance using IRT Models Across Different Regions). Measurement invariance allow us to make sensible inferences in comparing rural and urban regions in HP and TN in RQ2b.

Most previous research studies have examined measurement invariance for cognitive test items since they are the outcome variable(s); the current work, however, illustrates the use of an IRT approach to examine measurement invariance using non-cognitive items from a large-scale international assessment across regions within a country. This allows researchers to examine psychometric properties of the items, including equating test scales, and exploring differential item functioning to refine the items in the study for future research work.

Next, to examine RQ2b a three-level multilevel IRT model was fit to the student responses to the items that capture students' perceptions regarding teachers' use of stimulation of reading engagement (STIMREAD) construct. This section also brings to light the importance of working with latent scores obtained via an IRT model (e.g., a graded-response model), which allows us to make meaningful interpretations of these scores - e.g., for a given latent score, we can obtain an expected probability of a student with such a score experiencing a particular instructional practice (e.g., "The teacher helps students relate the stories they read to their lives") in all lessons (category 4) or most lessons (category 3), or never or hardly (category 1). These probabilities provide valuable information about students' exposure to instructional practices of interest and are
accessible interpretations of the latent scores in comparison to information provided by the summed scores, which might not be as meaningful. The latent score values can be related to the item responses via two approaches. First, we can calculate the expected probability of students endorsing particular categories for individual items. For example, in HP's rural region a student with a latent score of 0.17 (the grand mean) has a $48 \%$ probability of responding to category 4 on item 6 (relate to lives) and in HP's urban region a student with a latent score of 0.04 (the grand mean) has a $42 \%$ probability of responding to category 4 (see section 5.4.3 RQ2b: Three-level Multilevel IRT Models: A Fully Bayesian Approach). Another approach is to plot the expected item score on a scale of 1 to 4 for each of the items for a range of different theta estimates, or one could plot an average expected score across the seven items (please see Figure 5.5 for an example).

As noted earlier, because within schools students were randomly sampled from incomplete lists, it was not possible to assess how representative the sample of students within a given school were of the population of children in that school. As such we need to be cautious about drawing conclusions based on the data for HP and TN (see Walker, 2011, p.104).

Lastly, for RQ3 I examined the school-specific estimates of students' exposure to STIMREAD practices across public and private schools in TN's rural region. We see that a student in a public school with a school-mean exposure value of 0.075 (the grand mean) has an expected probability of $47 \%$ of responding to category 4 on item 7 (Build on Knowledge). For private schools, an outlying school with a large posterior mean of 1.75 has an expected probability of $94 \%$ of responding to category 4 on item 7 .

The expected probabilities of the minimum and maximum values of the school-mean exposure values for students in public schools ranged from $23 \%$ to $61 \%$ and for students in private
schools it ranged from $28 \%$ and $66 \%$. These results suggest that students experience similar STIMREAD practices across public and private schools in TN's rural region. One may see these results if the students and schools participating in the study are from similar regions or have similar background characteristics, or are working with similar curricula. A key finding of this set of analyses suggests that a majority of the public and private schools were concentrated in the lowest end of the socio-economic scale, and private schools were found to be slightly more spread out.

Further clarification from principals and/ or teachers is needed to evaluate the results in Chapter 6. However, these analyses can be helpful to identify schools where exposure to key practices is particularly high or low. Low exposure schools would require close attention in terms of additional school resources, instructional materials, or assistance with quality teachers to teach various courses. These results also indicate the need for a smaller and more focused follow-up qualitative study. Targeted interviews with students, principals, and key school officials could be the next step to understanding the similarities and differences we see across public and private schools, and shedding light on the outlying school with the large posterior mean exposure value.

One could make use of another data source, for example, either from India or another country to illustrate this methodology, where instructional practices are directly used as outcomes to capture what students are experiencing in classrooms instead of focusing on indicators such as teacher shortages or test scores, and to illustrate how equitably (or inequitably) students perceived exposure to key practices are distributed within schools and between schools.

## Takeaways from the Methodological Approach and limitations of the study

The focus of this dissertation study has been on school resources and non-cognitive outcomes that have primarily been used as predictors in various studies. There are a few key
points that this dissertation brings forward on the methodological front. First, this study makes use of an MCMC approach to estimate a three-level multilevel model. While maximum likelihood provides us with estimates of parameters of interest and standard errors, MCMC yields the marginal posterior distributions of parameters of interest - a probability distribution for each parameter that provides us with various point estimates (e.g., a posterior mode, mean and median) for that parameter, as well as probabilities that the parameter of interest exceeds or lies below certain values, or lies within a particular range of values, and a $95 \%$ interval based on the lower . 025 quantile of the posterior distribution and the upper .975 quantile. In this study, students' responses to the Likert-scale items are nested within students, and students are nested within schools. Using a multilevel-IRT framework allowed us to model these student responses, and student-level and school-level information simultaneously. Additionally, multiple software packages (e.g., Stata, Mplus, MLWin) enable us to implement MCMC in a broad variety of modeling settings, in particular high-dimensional settings. However, one needs to be cautious while using these approaches by using sensible priors, and appropriate starting values.

Secondly, in the case of multilevel models using MCMC, results can be sensitive to the choice of priors for the variance components, especially between-school variance components. That is, certain priors for variance components can potentially cause MCMC algorithms to derail, i.e., fail to converge. Specifically, caution must also be taken while specifying the lower bound of a prior for variance components, for example, a uniform prior as in this study. It was observed initially that a lower bound of 0.5 on the uniform prior for a between-school variance component, was too large and resulted in truncating the lower portion of the marginal posterior distributions of the between-school variance components at a value of .5. This was remedied by setting the lower bound to 0.1 .

Third, care should be taken in assessing the convergence of these complex models and appropriate checks must be conducted to ensure that the model has converged (e.g., examining trace line plot, marginal posterior for each parameter). In some scenarios even though an MCMC algorithm seems to have converged, the posterior means and/ or standard deviations for certain parameters may be nonsensical. This may be due to the priors one is specifying, or the need to place some constraints among the model parameters to avoid identification issues, or perhaps large correlations between certain parameters may be causing problems. Therefore, even if a complex model (e.g., three-level models as in the current study) seems to have converged, it is crucial to inspect the marginal posteriors of each parameter before making inferences.

There are few limitations of this study. First, the addition of binary predictors to the school-level model (e.g., whether a school was a public school or private school) raised some potential problems in estimating key parameters in the three-level model when the level-1 model (i.e., the measurement model) is a graded-response model. Adding binary predictors to the model (e.g., private vs. public schools) results in a fully specified multiple group model, that is, all the group-specific item parameters fully capture the differences between the two groups (e.g., private and public schools), and so it is not possible to estimate regression coefficients capturing differences between private and public schools, for example, in their mean outcome scores, in analyzing the data for, say, TN Rural. This results in identification issues, as the fully specified multiple group model is not identified. The standard deviations associated with the posterior means of the regression coefficients for the level-three indicator variables in such situations were found to be extremely high, which serves as an indicator of the problem discussed in this section. This problem was one of the motivations to examine each of the sub-groups separately (e.g., TN rural and TN urban, and public schools and private schools in a particular region).

Second, is the concern about the PISA data and the kind of conclusions we can draw based on the available data for the various regions and countries. In the case of India, as stated in the previous chapters, there were some concerns about the information supplied by the school or district officials. Another factor to consider is that the lack of information regarding the actual number of schools across the rural and urban regions of HP and TN at the time of the study makes it difficult to assess if the samples of schools in those regions were representative of the populations of schools in the rural and urban regions of HP and TN. Thus it's a possibility that there might be schools that are performing better than the sample of schools available in this study. PISA does provide sample weights for various regions, however, few studies have incorporated these in a multilevel-IRT framework. But, this line of work can be explored in the future.

Lastly, more work is needed to better understand how these models can be used in applications where the outcome variables are Likert-scale items of instructional practices and what modeling considerations one needs to be mindful of. Furthermore, the methodology developed in connection with this work - the ideas presented in this research can be extended to other large-scale assessments (e.g., TIMSS, TALIS) to examine key research questions in a particular country and to conduct comparisons across countries to help us improve our understanding of school systems and key factors that impact students' academic growth and schooling experiences.

### 7.2 Future Directions

This study makes use of non-cognitive survey items modeled via multilevel IRT models. Future work is required to better understand the application of these models in various education settings using large-scale assessments. Three avenues of future research are described below.

First, variance components play a crucial in many studies. In this study both the withinschool (level-2) and between-school (level-3) variance components are of particular substantive interest, and also often influence the estimation of other parameters of interest, including schoolmean exposure scores, and the magnitude of $95 \%$ intervals for the coefficients of school-level predictors. A future direction for this work includes allowing the magnitude of the within-school variance component (which captures variation in students' perceptions of exposure to practices of interest in a given school) to vary across schools; that is we can allow $\sigma^{2}$ to vary. This can be accomplished using MCMC. (This would be an extension of work carried out by Kasim \& Raudenbush (1998) where they allow the within-school variance components to vary across schools in two-level models.) Thus we might view an effective school as one in which the school's mean STIMREAD exposure score is high, and the amount of variation across the students in their STIMREAD scores is low.

Another possibility to explore is that we might view an effective school as one in which the mean outcome latent score for a school is fairly high, and in which the slope capturing the relationship between, for example, SES (or STUDREL or ATSCHL), and the outcome construct (e.g., STIMREAD) is flat (i.e., close to a value of 0 ). This would tell us that not only do the STIMREAD values for the students in the school tend to be high, but they are equitably distributed with respect to student SES. We could also focus on the distribution of STIMREAD values with respect to differences across students in their STUDREL values or ATSCHL values.

Second, it is vital to make use of another data source that captures some of the key student and school variables used in this dissertation. In the Indian context, there are two possible data sources. First, there is ASER, which primarily collects information on rural children and schools, and the second is the National Assessment Study (NAS), which is conducted by the government
of India. In addition to these quantitative indicators, a focused qualitative analysis including classroom observations, document analysis of teacher logs and teaching materials, and student interviews could allow us to get a complete picture of what the situation in schools for a particular region in India looks like.

Third, on the methodological front, we can examine if the estimates of the parameters of interest obtained via fitting a three-level multilevel IRT model to the items provide us with similar estimates to those obtained by fitting a two-level model where the outcome variable is the scaled score available via PISA 2009 (e.g., the composite index of STIMREAD). These scaled scores provided by PISA are obtained via a Partial Credit Model (PCM), which can then be used as an outcome in a two-level model. Note that if we work with estimates of the student latent variables of interest created in a separate analysis-that is, the scaled scores constructed via PCM we would then be using a two-level model in which the $\widehat{\theta_{l j}}$ 's are treated as outcomes in the student-level model. For example, the STIMREAD scale is created using the seven items (see Table 5.1), which is a continuous scale with an estimate for every student ranging from a minimum of -3 to a maximum of +2 . This variable can be employed as the outcome variable in a 2 -level model instead of working with the items directly. However, if standard errors of measurement are not available for these estimates, then the estimate we obtain for $\sigma^{2}$ - the within-school variance component would reflect both measurement error connected with the estimates and actual differences across students within schools in the extent to which they report experiencing certain instructional practices of interest. The estimate we obtain for $\sigma^{2}$ maybe fairly large, but a substantial portion of that estimate may reflect error. The results of analyses in this disserrtation can guide secondary analysts, who make use of scaled scores as the outcome.

## Appendix A

```
###################################################################
# JAGS code for the full model including the student- and school-level predictors.
# N total students ; J total Schools; K total items ; C_k is highest category #with C_k -1) thresholds
#
# Note: In this model specification the values for "kappa" and "alpha" are fixed to the ML
# estimates.
###################################################################
model{
# Level-1 Measurement Model
    for (i in 1:N){
    for (k in 1:K){
        Y[i, k] ~ dcat(p[i, k, 1:C])
    }
    ## Cumulative probabilities for item categories
    for (k in 1:K){
        for (c in 1:(C-1)){
        logit(P[i, k, c]) <- kappa[k, c] - alpha[k]*theta[i]
        }
        P[i, k, C] <- 1.0
    }
        theta[i] ~ dnorm(mu[i], sigma2inv)
    # P: category response probabilities
    # p: cumulative response probabilities
    # Item category probabilities
    for (k in 1:K){
        p[i,k,1]<- P[i,k, 1]
        for (c in 2:C){
            p[i,k, c]<- P[i,k,c] - P[i,k,c-1]
        }
    }
}
# group mean Centering the student-level predictors
for(i in 1:N){
cESCS[i] <- (ESCS[i] - ESCS.grp.mean[i])
cGender[i]<-(Gender_Female[i] - Gender.grp.mean[i])
cSTUDREL[i] <- (STUDREL[i] - STUDREL.grp.mean[i])
cATSCHL[i]<- (ATSCHL[i] - ATSCHL.grp.mean[i])
}
```

```
#Level-2 Model: Student level
    for (i in 1:N) {
mu[i] <- beta00[SchoolID[i]] +beta10*cESCS[i]+ beta20*cGender[i]
    + beta30*cSTUDREL[i] + beta40*cATSCHL[i]
        }
# Level-3 Model: School level (the school-level predictors are grand-mean centered)
    for (j in 1:J) {
        beta00[j] ~ dnorm(expbeta0[j],tau00inv)
    expbeta0[j] <- gamma00 + gamma01*(STRATIO[j] - mean (STRATIO[]))
                                    + gamma02*(TCSHORT[j] - meanTCSHORT[]))
                            + gamma03*ESCS.grp.mean[j]
    }
# Prior for fixed effects:
    gamma00 ~ dnorm(0,1.0E-5)
    gamma01 ~ dnorm(0,1.0E-5)
    gamma02 ~ dnorm(0,1.0E-5)
    gamma03 ~ dnorm(0,1.0E-5)
    beta10 ~ dnorm(0, 1.0E-5)
    beta20 ~ dnorm(0, 1.0E-5)
    beta30 ~ dnorm(0, 1.0E-5)
    beta40 ~ dnorm(0, 1.0E-5)
    # Prior specification for L2 and L3 variances
    sigma2 ~ dunif(0.1, 10)
    tau00 ~ dunif(0.1, 10)
# Creating variances from precisions
    sigma2inv <- 1/sigma2
    tau00inv <- 1/tau00
}
```


## Appendix B

Table B.1: Item parameter estimates (slope and thresholds) for the STIMREAD construct (teachers' stimulation of reading engagement) across rural and urban regions of HP and TN. A graded response model was fit to the seven items for HP and TN data separately.

| Items | Parameter | Estimates for <br> HP Rural \& Urban | Estimates for <br> TN Rural \& Urban |
| :---: | :---: | :---: | :---: |
| Item 1 | a1 | 1.07 | 1.13 |
|  | k1 | -2.59 | -2.23 |
|  | k2 | -0.54 | 0.13 |
|  | k3 | 0.63 | 1.08 |
| Item 2 | a2 | 1.69 | 1.49 |
|  | k1 | -2.58 | -2.35 |
|  | k2 | -1.01 | -0.75 |
|  | k3 | 0.22 | 0.53 |
|  | a3 | 1.51 | 1.38 |
|  | k1 | -2.22 | -2.11 |
|  | k2 | -0.98 | -0.48 |
|  | k3 | 0.08 | 0.64 |
|  | a4 | 1.62 | 1.11 |
| Item 5 | k1 | -1.94 | -2.15 |
|  | k2 | -0.75 | -0.30 |
|  | k3 | 0.03 | 0.89 |
|  | a5 | 1.55 | 1.63 |
|  | k1 | -1.98 | -2.15 |
| Item 6 | k2 | -1.03 | -0.65 |
|  | k3 | 0.19 | 0.52 |
|  | a6 | 1.94 | 1.46 |
|  | k1 | -1.84 | -2.05 |
|  | k2 | -0.66 | -0.53 |
|  | k3 | 0.38 | 0.51 |
|  | a7 | 1.71 | 1.63 |
|  | k1 | -1.98 | -2.03 |
|  | k2 | -0.63 | -0.71 |
|  | k3 | 0.36 | 0.32 |

Table B.2: Descriptive statistics for the outcome variable (STIMREAD construct), and student and school-level predictors for HP

| Variable | N | Mean | SD | Minimum | Maximum |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Outcome | 728 | 21.58 | 4.36 | 7 | 28 |
| Score_STIMREAD <br> Student level | 728 | -1.41 | 1.02 | -3.8 | 1.35 |
| ESCS | 728 | 0.52 | 0.5 | 0 | 1 |
| Gender | 728 | 0.66 | 0.89 | -2.9 | 2.45 |
| STUDREL | 728 | 0.1 | 0.97 | -2.99 | 2.01 |
| ATSCHL | 58 | 0.84 | 0.37 | 0 | 1 |
| School-level <br> PublicSchool | 58 | 20.97 | 7.94 | 2.3 | 47.6 |
| Student-teacher <br> Ratio (STRATIO) <br> Teacher Shortage <br> (TCSHORT) | 58 | -0.51 | 0.89 | -1.02 | 2.65 |

Table B.3: Descriptive statistics for the outcome variable (STIMREAD construct), and student and school-level predictors for TN

| Variable | N | Mean | SD | Minimum | Maximum |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Outcome | 1761 | 20.39 | 4.18 | 7 | 28 |
| Score_STIMREAD | 1761 | -1.89 | 1.1 | -4.66 | 1.73 |
| Student level <br> ESCS | 1761 | 0.54 | 0.5 | 0 | 1 |
| Gender | 1761 | 0.51 | 1.1 | -2.9 | 2.45 |
| STUDREL <br> ATSCHL | 1761 | -0.16 | 0.81 | -2.99 | 2.01 |
| School-level <br> PublicSchool | 110 | 0.69 | 0.46 | 0 | 1 |
| Student-teacher <br> Ratio (STRATIO) <br> Teacher Shortage <br> (TCSHORT) | 110 | 35.53 | 20.08 | 3.26 | 197.6 |

Table B.4: Descriptive statistics for the outcome variable, and student and school-level predictors for the rural and urban regions across HP and TN.

|  | HP-rural |  | HP-urban |  | TN-rural |  | TN-urban |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Variable Name | Mean | SD | Mean | SD | Mean | SD | Mean | SD |
| ScoreSTIMREAD | 21.62 | 4.48 | 20.73 | 4.68 | 19.93 | 4.81 | 19.95 | 4.57 |
| Student-level | -1.59 | 0.94 | -0.69 | 1.02 | -2.09 | 1.06 | -1.57 | 1.07 |
| ESCS |  |  |  |  |  |  |  |  |
| Gender | 0.5 | 0.5 | 0.64 | 0.48 | 0.49 | 0.5 | 0.58 | 0.49 |
| STUDREL | 0.67 | 0.88 | 0.58 | 0.94 | 0.54 | 1.13 | 0.4 | 1.08 |
| ATSCHL | 0.09 | 0.99 | 0.09 | 0.92 | -0.19 | 0.83 | -0.17 | 0.82 |
| School-level |  |  |  |  |  |  |  |  |
| PublicSchool <br> Student-teacher <br> Ratio (STRATIO) <br> Teacher Shortage | 0.91 | 0.28 | 0.58 | 0.94 | 0.7 | 0.46 | 0.67 | 0.47 |
| (TCSHORT) |  |  |  |  |  |  |  |  |

Table B.5: Estimates and standard errors for grand mean and the variance components for the rural and urban regions across HP and TN for the STIMREAD construct.

| Parameters of <br> interest | HP-rural | HP-urban | TN-rural | TN-urban |
| :--- | :---: | :---: | :---: | :---: |
|  | Mean (SE) | Mean (SE) | Mean (SE) | Mean (SE) |
| Fixed effects |  |  |  |  |
| Grand mean $\left(\gamma_{00}\right)$ | $21.94(0.39)$ | $20.79(0.51)$ | $19.93(0.19)$ | $19.97(0.22)$ |
|  |  |  |  |  |
| Variance components |  |  |  |  |
| Within-school $\left(\sigma^{2}\right)$ | 13.79 | 20.51 | 21.79 | 19.80 |
| Between-school $\left(\tau_{00}^{2}\right)$ | 5.64 | 1.70 | 1.38 | 1.10 |

Table B.6: Means, and standard errors of the coefficient for the fixed effects and the variance components for the model with the student and school-level predictors for rural and urban regions across HP and TN for the STIMREAD construct.

| Parameters of interest | HP-rural | HP-urban | TN-rural | TN-urban |
| :--- | :---: | :---: | :---: | :---: |
|  | Estimate (SE) | Estimate (SE) | Estimate (SE) | Estimate (SE) |
| Fixed effects |  |  |  |  |
| Grand mean $\left(\gamma_{00}\right)$ | 21.95 | 20.76 | 19.93 | 19.98 |
| Student variables | $(0.39)^{* *}$ | $(0.33)^{* *}$ | $(0.19)^{* *}$ | $(0.21)^{* *}$ |
| ESCS $\left(\beta_{10}\right)$ |  |  |  |  |
| Gender $($ Female $)\left(\beta_{20}\right)$ | $-0.028(0.34)$ | $-1.28(0.75)$ | $-0.05(0.31)$ | $0.51(0.52)$ |
| STUDREL $\left(\beta_{30}\right)$ | $1.07(0.23)^{* *}$ | $1.67(0.39)^{* *}$ | $1.58(0.17)^{* *}$ | $1.50(0.16)^{* *}$ |
| ATSCHL $\left(\beta_{40}\right)$ | $0.39(0.27)$ | $1.09(0.39)^{* *}$ | $0.85(0.19)^{* *}$ | $0.077(0.25)$ |
| School variables |  |  |  |  |
| STRATIO $\left(\gamma_{01}\right)$ | $0.36(0.39)$ | $-0.08(0.038)$ | $0.008(0.014)$ | $-0.007(0.007)$ |
| TCSHORT $\left(\gamma_{02}\right)$ | $-0.007(0.04)$ | $-1.12(0.33)^{* *}$ | $0.17(0.18)$ | $-0.42(0.33)$ |
| Variance components |  |  |  |  |
| Within-school $\left(\sigma^{2}\right)$ | 12.79 | 15.39 | 18.03 | 17.23 |
| Between-school $\left(\tau_{00}^{2}\right)$ | 5.98 | 0.17 | 1.70 | 1.21 |

Note: **p<0.01, * p<0.05



Figure B.1: Trace plots for the grand mean, within-school, and between-school variance components for HP's rural region.
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[^0]:    ${ }^{1}$ Launched in March, 2009, this scheme's objective was to enhance access to secondary education and to improve its quality. One of the main goals of this scheme was to provide a secondary school within reach for residents. Other objectives included improving quality of education imparted at the secondary level, reducing gender inequalities to name few.

[^1]:    ${ }^{2}$ Information provided by researchers familiar with the student sampling processes in HP and TN schools - for example, information concerning the kinds of students who may tend to be

[^2]:    ${ }^{3}$ Using the international item parameters obtained from the calibration sample, weighted likelihood estimation (WLE) is used to obtain the individual student scores.These WLEs were transformed to an international metric with an OECD average of 0 and an OECD standard deviation of 1 . Sample size for this analysis is noted in pg. 47 of this dissertation. For more details, please see OECD technical report (OECD, 2012, p.285).

[^3]:    ${ }^{4} \mathrm{SD}_{\text {between }}$ represents the standard deviation of the between-school variance component for a region. It is the square root of the posterior mean of the between-school variance component. Therefore, for HP rural, the grand mean $+/-2 *\left(\mathrm{SD}_{\text {between }}\right)$ is found to be 0.99 and -0.65 , respectively. This provides information about the extent to which HP rural schools vary in their school-mean STIMREAD values

[^4]:    ${ }^{5}$ Recall that both the STUDREL and ATSHCL scales follow an OECD standard normal distribution with a mean of zero and SD of 1 .

