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ABSTRACT OF THE DISSERTATION 

 

 

Development and Application of Optical Coherence Tomography for Detection of 
Cerebral Edema in Vivo 

 

by 

Carissa Lynne Rodriguez 

Doctor of Philosophy, Graduate Program in Bioengineering 
University of California, Riverside, August 2015 

Dr. B. Hyle Park, Chairperson 
 

 

Cerebral edema is a condition characterized by a net increase in brain water content.  

Typically water content is tightly regulated in the brain.  However this balance can be 

disrupted by a number of conditions including traumatic brain injury (TBI), tumor and 

ischemia and lead to brain swelling, raised intracranial pressure (ICP) and secondary 

damage that greatly increases the morbidity and mortality associated with these 

conditions.  Intracranial pressure is the most common method for detecting and 

monitoring cerebral edema in vivo.  However, this technique is only capable of providing 

a global assessment of brain water content and is unable to detect cerebral edema early in 

its development.  The goal of the work presented here is to develop optical coherence 

tomography (OCT) as a tool for detecting cerebral edema in vivo.  OCT is an optical 

imaging modality capable of producing cross-sectional images of biological samples with 

micrometer resolution.  This work begins by studying an in vivo global edema model 
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with OCT and analyzing the change in the depth-resolved attenuation coefficient.  

Results demonstrated that the attenuation coefficient decreases due to edema.  

Additionally, decreased blood flow caused by severe brain swelling was also observed.  

Next, a focal model of edema is explored in a TBI mouse model.  Scattering changes 

correlated with bleeding and edema formation were observed around the impact site.  

Lastly, OCT system modifications are described for creating a differential absorption-

OCT system designed to increase the OCT signal sensitivity to water in particular, by 

using the absorption properties of water to determine local water content in the tissue.  

Preliminary results are presented.  Overall the results of this work demonstrate that OCT 

is sensitive to changes in scattering and absorption caused by cerebral edema and 

highlight the potential of OCT for in vivo cerebral edema detection and monitoring in a 

spatially resolved manner. 
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Chapter 1. Background 

1.1. Optical coherence tomography 

Optical coherence tomography (OCT) is an optical imaging modality capable of 

producing cross-sectional images of biological tissue that was first demonstrated in 1991 

by Huang et al. for imaging the retina in vitro [1].  Since then OCT has become an 

important tool for biomedical imaging in numerous fields because of its ability to 

perform “optical biopsy” on intact biological samples in a depth-resolved manner [2–4].  

The micrometer resolution of OCT combined with its ability to achieve two-dimensional 

(2D) and 3D imaging of biological tissue in real time using only the inherent optical 

contrast of the sample allows OCT to form histology-like images without the need to 

excise and stain the sample, making it an ideal technique for in vivo imaging.  OCT can 

achieve a resolution of 1-10μm and imaging depths of 1-3 mm in biological samples.  

This combination of resolution and penetration depth allows OCT to fill a void left by 

other conventional imaging techniques such as confocal microscopy, which has better 

resolution but much smaller penetration depth, and ultrasound, which is able to image 

deeper with lower resolution (Figure 1.1).  With this unique combination of resolution 

and imaging depth, OCT has found widespread clinical and research applications in fields 

including ophthalmology [3,5–7], cardiology [8–10], dermatology [11,12] and 

neuroscience [13]. 
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Figure 1.1  Comparison of image depth and resolution for OCT and other 
conventional imaging technologies. 

1.1.1. Principle of OCT 

The basic principle of OCT is analogous to ultrasound.  Ultrasonic imaging creates depth-

resolved structural images of a sample by sending a sound pulse into the sample and 

measuring the amplitude and time delay of that sound wave reflecting back from the 

sample and returning to the detector.  Shallow reflectors within the sample yield shorter 

delay times while deeper reflectors produce longer delays.  OCT achieves depth-resolved 

imaging in the same manner using light pulses rather than sound pulses.  However, since 

light travels much faster than sound (vlight = 2.998 x 108m/s compared to vsound = 343 m/s) 

the time delay cannot be directly measured but rather must be determined using low 

coherence interferometry.  

Low coherence interferometry is typically implemented with a Michelson 

interferometer setup and a low coherence light source (Figure 1.2  ).  Light from the 

source is split between sample and reference arms.  Each arm reflects part of the light 

back along the incident path.  The reflected light from each arm then recombines and 
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travels toward the detector.  The interference formed by recombining the light from each 

arm encodes the depth-resolved reflectance information of the sample.  By utilizing a low 

coherence light source, constructive interference is only observed when the pathlength 

mismatch between the sample and reference arms is within the coherence length of the 

light source, allowing for precise depth-resolved imaging.  In contrast, if a highly 

coherent light source is used, the interference pattern would be observed over a number 

of pathlength differences between the two arms. 

 
Figure 1.2  Low coherence interferometry setup using a Michelson 
interferometer. 

 
 

In time-domain (first-generation) OCT, the intensity of the interferogram is 

detected by a single-channel photoreceiver [1].  Scanning the reference arm over a given 

length allows the sample reflectivity to be probed as a function of depth.  The measured 

intensity then provides a depth-profile, also known as an A-line, which describes the 

sample reflectivity as a function of depth.   A 2D cross-sectional image is formed by 

acquiring sequential A-lines and is achieved by scanning the optical beam across the 
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sample in a given direction and arranging each A-line side by side to form a 2D matrix.  

The intensity values in this matrix are then represented by a color as designated by the 

chosen colormap.  Similarly taking consecutive 2D scans at different lateral positions 

builds a 3D representation of the sample (Figure 1.3). 

 

Figure 1.3  A depth profile (top left) represents the intensity as a function of 
depth.  Scanning the optical beam across the sample creates a series of depth 
profiles that can be represented as a cross-sectional image.  Scanning a series 
of 2D images creates a 3D volume.  Images shown were taken of an in vivo 
murine brain over the right cerebral cortex in a sagittal orientation. 

 

1.2. Spectral-domain OCT 

Spectral domain OCT (SD-OCT) is the second-generation of OCT technology and was 

first demonstrated in 1995 [14], but the advantages of spectral domain detection were not 

recognized until 2003 [15–17].  While SD-OCT systems are very similar to that of TD-

OCT, there are two important differences: (1) the reference arm remains stationary and 

(2) the interfered light in the detection arm is dispersed through a grating and detected in 
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a spectrally resolved manner on a line scan camera.  A typical SD-OCT system 

implemented using fiber optics is shown in Figure 1.4.  The light is sent into a circulator 

and then to an optical splitter to split the light between the reference arm and sample arm.  

The reflected light from each arm travels back through the same optical fiber and through 

the splitter.  The interfered light then is redirected by the circulator to the detection arm 

where the light is collimated, dispersed by a grating, and focused onto a line scan camera.  

Raster scanning of the optical beam to achieve 2D and 3D imaging is performed by 

galvanometer mounted mirrors in the sample arm that are controlled by the image 

acquisition program. 

 

Figure 1.4.  Schematic of SD-OCT system.  SLD: 
superluminescent diode, cir: circulator, spl: splitter, m: mirror, 
gm: galvanometer mounted mirror, gr: grating, lsc: line scan 
camera. 

 

The intensity, Id, at the detector can be expressed as [18], 

  𝐼𝐼𝑑𝑑(𝑘𝑘,𝜔𝜔) = 𝜌𝜌
2
〈𝐸𝐸𝑟𝑟 + 𝐸𝐸𝑠𝑠〉2  (Eq. 1-1) 
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where ρ represents the detector sensitivity, and Er and Es represent the electric field from 

the reference arm and sample arm, respectively.  Assuming a polychromatic light source, 

the incident field can be written as 𝐸𝐸𝑖𝑖 = 𝑠𝑠(𝑘𝑘,𝜔𝜔)𝑒𝑒𝑖𝑖(𝑘𝑘𝑘𝑘−𝜔𝜔𝜔𝜔), where s(k,ω) represents the 

amplitude as a function of wavenumber, k, and angular frequency, ω.  Hence, when this 

light is split between the sample arm and reference arm (in this case we will assume equal 

splitting of power) the reference and sample fields can be written in terms of the incident 

field as, 

   𝐸𝐸𝑟𝑟 = 𝑠𝑠(𝑘𝑘,𝜔𝜔)
√2 √𝑎𝑎𝑟𝑟𝑒𝑒𝑒𝑒𝑒𝑒 [𝑖𝑖(2𝑘𝑘𝑧𝑧𝑟𝑟 − 𝜔𝜔𝜔𝜔)]  (Eq. 1-2) 

  𝐸𝐸𝑠𝑠 = 𝑠𝑠(𝑘𝑘,𝜔𝜔)
√2 �𝑎𝑎𝑠𝑠𝑒𝑒𝑒𝑒𝑒𝑒 [𝑖𝑖(2𝑘𝑘𝑧𝑧𝑠𝑠 − 𝜔𝜔𝜔𝜔)]  (Eq. 1-3) 

assuming a single reflector in each arm, with reflectance of ar and as, at an optical 

pathlength of zr and zs respectively.   Note the factor of two in the exponential argument 

accounts for the round trip pathlength the light experiences traveling to the reflector and 

back.  Imaging of biological samples is better described by a series of reflectors at 

various depths within the sample, rather than a single reflector, the sum of which make 

up the total signal detected.  Therefore, a more realistic electric field expression for the 

sample arm can be written as, 

 𝐸𝐸𝑠𝑠 = 𝑠𝑠(𝑘𝑘,𝜔𝜔)
√2

∑ �𝑎𝑎𝑠𝑠𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒�𝑖𝑖(2𝑘𝑘𝑧𝑧𝑠𝑠𝑛𝑛 − 𝜔𝜔𝜔𝜔)�𝑁𝑁
𝑛𝑛=1   (Eq. 1-4) 

Upon substitution of Eq. 1-2 and Eq. 1-4 into Eq. 1-1 the intensity at the detector can be 

expressed as [18,19],  
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𝐼𝐼𝑑𝑑(𝑘𝑘) = 𝜌𝜌 
4
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𝑛𝑛=1  +

∑ ∑ �𝑎𝑎𝑠𝑠𝑛𝑛𝑎𝑎𝑠𝑠𝑚𝑚�𝑒𝑒𝑒𝑒𝑒𝑒�𝑖𝑖2𝑘𝑘(𝑧𝑧𝑟𝑟 − 𝑧𝑧𝑠𝑠𝑛𝑛)� 𝑒𝑒𝑒𝑒𝑒𝑒�−𝑖𝑖2𝑘𝑘(𝑧𝑧𝑟𝑟 −𝑁𝑁
𝑚𝑚=1

𝑁𝑁
𝑛𝑛=1

𝑧𝑧𝑠𝑠𝑚𝑚)���  (Eq. 1-5) 

The final expression consists of three terms.  The first term is simply an offset.  The 

second term is the interferometric term and provides the depth information of the sample 

where the amplitude of the backscattering is proportional to the as factor and the 

frequency of the cosine encodes the axial position.  The third term contains 

autocorrelation information of the interference between all the scatterers within the 

sample and is only observed near z = 0 [19,20].  The intensity of the sample as a function 

of depth is retrieved from this interference signal by performing a Fourier transform from 

the k (wavenumber) domain to the z (spatial) domain [14,19,21].  

  𝐹𝐹𝐹𝐹−1{𝐼𝐼𝑑𝑑(𝑘𝑘)} = 𝐼𝐼(∆𝑧𝑧)  

= 𝐹𝐹𝐹𝐹−1 �𝜌𝜌 
4

 𝑠𝑠(𝑘𝑘)2𝑎𝑎𝑟𝑟� +

𝐹𝐹𝐹𝐹−1 �𝜌𝜌 
2
𝑠𝑠(𝑘𝑘)2 ∑ 2 �𝑎𝑎𝑟𝑟𝑎𝑎𝑠𝑠  𝑐𝑐𝑐𝑐𝑐𝑐�2𝑘𝑘(𝑧𝑧𝑟𝑟 − 𝑧𝑧𝑠𝑠𝑛𝑛)�𝑁𝑁

𝑛𝑛=1  � +

𝐹𝐹𝐹𝐹−1 �𝜌𝜌 
4
𝑠𝑠(𝑘𝑘)2 ∑ ∑ �𝑎𝑎𝑠𝑠𝑛𝑛𝑎𝑎𝑠𝑠𝑚𝑚�𝑒𝑒𝑒𝑒𝑒𝑒�𝑖𝑖2𝑘𝑘(𝑧𝑧𝑟𝑟 −𝑁𝑁

𝑚𝑚=1
𝑁𝑁
𝑛𝑛=1

𝑧𝑧𝑠𝑠𝑛𝑛)� 𝑒𝑒𝑒𝑒𝑒𝑒�−𝑖𝑖2𝑘𝑘(𝑧𝑧𝑟𝑟 − 𝑧𝑧𝑠𝑠𝑚𝑚)�� �   (Eq. 1-6) 

𝐼𝐼(∆𝑧𝑧) =
𝜌𝜌 
8
�𝛾𝛾(𝑧𝑧) �ar + as1 + as2 + ⋯�� + 

𝜌𝜌 
4

 �𝛾𝛾(𝑧𝑧) ⊗∑ �aras  δ�z ± 2(zr − zsn)�𝑁𝑁
𝑛𝑛=1 � +

𝜌𝜌 
8
�𝛾𝛾(𝑧𝑧) ⊗∑ �asnasm  δ(z ± 2(𝑁𝑁

𝑛𝑛≠𝑚𝑚=1 zsn − zsm))�  (Eq. 1-7) 
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where ɣ(z) represents the Fourier transform of the power spectral dependence term 

s(k,ω)2 and ⊗ denotes convolution. 

The theoretical axial resolution of a SD-OCT system can be determined from Eq. 

1-7.  Assuming the light source has a Gaussian shape (i.e. |𝑠𝑠(𝑘𝑘)|2 =

 1
∆𝑘𝑘 √𝜋𝜋

 exp �−𝑖𝑖 �𝑘𝑘−𝑘𝑘𝑜𝑜
∆𝑘𝑘

�
2
�  ), for a single reflector in the sample arm (N=1) the 

interferometric term in Eq. 1-5 will contain a single frequency and thus a single delta 

function convolved with the Gaussian will be obtained from the interference term of the 

final intensity depth profile expression (Eq. 1-7).  This directly dictates the full width half 

max (FWHM) axial resolution, δz, of the OCT system: 

 𝛿𝛿𝛿𝛿 =  2 𝑙𝑙𝑙𝑙2
𝜋𝜋

𝜆𝜆𝑜𝑜2

∆𝜆𝜆
  (Eq. 1-8) 

As is clear from Eq. 1-5, imaging a complex biological sample rather than a single 

reflector produces a spectrum that is simultaneously modulated by a multitude of 

frequencies of varying amplitudes.  A Fourier transform of this signal produces a 

complete depth profile from data obtained during a single camera acquisition.  Hence, 

detection in the spectral-domain removes the need to scan the reference arm and make 

multiple measurements during acquisition of each depth profile.  This not only increases 

the speed at which OCT images can be taken but also increases the signal to noise ratio 

(SNR) of the system compared to conventional TD-OCT [15–17]. 
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1.2.1. Wavelength mapping to k-space 

As described in the previous section, the depth resolved information of the sample is 

obtained through a Fourier transform of the spectral intensity function in the k domain to 

the z domain, which requires the data to be evenly sampled in k-space.  The correct 

wavelength assignment for each pixel on the camera can be achieved through calibration  

of the system by starting with an approximate wavelength assignment generated from the 

grating equation and then iteratively applying corrections [22]. Each wavelength can then 

be converted to a wavenumber (k = 2π/λ) and then resampled at regular intervals in k-

space by using interpolation, prior to the Fourier transform. 

1.2.2. Spectrometer design considerations for imaging range and 

sensitivity fall-off 

The design of the spectrometer within an SD-OCT system has far reaching effects on the 

final image quality.  It determines the maximum imaging range and the amount of 

sensitivity fall-off and can also diminish the axial resolution if not carefully designed.  

The main components of a spectrometer include the grating, focusing lens and camera 

used to measure the spectrum (Figure 1.5) 
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Figure 1.5 Basic spectrometer setup for SD-OCT system. 
 

The imaging range defines the maximum imaging depth that can be achieved by 

the OCT system.  For SD-OCT systems, the axial position of the reflector in the sample 

arm is directly related to the frequency of the modulation on the measured spectrum.  

Low frequency modulations correspond to shallow reflectors while high frequency 

modulations are produced by deep reflectors.  Therefore, the maximum depth at which a 

reflection can be measured is limited by the maximum frequency that can be measured on 

the line scan camera.  This occurs when the sampling rate is equal to twice the maximum 

frequency (known as the Nyquist criterion).  The spectrum is sampled with a wavelength 

resolution or wavelength bin size, ∆Λ, on the spectrometer.  When a continuous signal is 

sampled discretely, the wavelength resolution is related to the spatial resolution (pixel 

size), ∆z, by [19], 

  ∆𝑧𝑧 = 𝜆𝜆2

2 𝑁𝑁 ∆𝛬𝛬
  (Eq. 1-9) 

Therefore, the wavelength spacing on the spectrometer should be chosen such that the 

pixel size in the spatial domain is smaller than the theoretical axial resolution, as 
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determined by the light source (Eq. 1-8).  Otherwise, the axial resolution of the system 

will be reduced.  Choosing a pixel size of one half of the axial resolution will allow for 

two reflections separated by δz to be resolved.  Substituting δz/2 into Eq. 1-9 determines 

the ideal wavelength spacing to maximize the imaging range while preserving the axial 

resolution: 

   ∆𝛬𝛬 = 𝜋𝜋 ∆𝜆𝜆
2 𝑙𝑙𝑙𝑙2 𝑁𝑁

   (Eq. 1-10) 

With the wavelength spacing given by the above equation, the maximum imaging range 

is [19,20,23]: 

  ∆𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚 = ∆𝑧𝑧
2

 𝑁𝑁
2

= 𝑙𝑙𝑙𝑙2 𝜆𝜆𝑜𝑜2𝑁𝑁
2𝜋𝜋 ∆𝜆𝜆

  (Eq. 1-11) 

Note the factor of two in the denominator is included because of the complex conjugate 

symmetry around z=0 following the Fourier transform. 

 In addition to design consideration for imaging range, the spectrometer 

specifications affect the sensitivity fall off inherent to all SD-OCT images [21,24].  

Reflections of the same magnitude positioned deeper in the imaging range register a 

lower SNR compared to the same reflector positioned at a shorter pathlength difference 

after processing the A-line (Figure 1.6). 
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Figure 1.6  Reflections off of a mirror positioned at various heights 
show the sensitivity fall off as a function of depth from SD-OCT 
system centered at 1300nm. 

 

The decrease in system sensitivity as a function of depth is due to “cross-talk” between 

pixels on the line scan camera caused by imperfect focusing of the final lens in the 

spectrometer and also the finite size of each pixel [20,25].  Light entering the 

spectrometer is first collimated and then passes through a grating which disperses the 

light, sending different wavelengths out at different angles. The focusing lens focuses 

each wavelength to a pixel on the camera. The focus spot size or point spread function 

(PSF) of each wavelength can be reasonably well described by a 2D Gaussian.  While the 

Gaussian PSF is centered on a single pixel, the tails of the Gaussian extend over 

neighboring pixels and contribute to the power read by each of those neighboring pixels.  

This “cross-talk” becomes increasingly significant as the modulation frequency increases.  

As depicted in Figure 1.7A, at low frequency modulations, the cross-talk between 

neighboring pixels does not significantly change the overall power read by each pixel 
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since the tails of the Gaussian PSF on each pixel have similar overlap from one pixel to 

the next.  However, for higher frequency modulation, the cross-talk between neighboring 

pixels varies greatly and works to reduce the measured amplitude (Figure 1.7B).  

Additionally, because each pixel on the camera has a finite size and therefore cannot 

collect all of light contained in each PSF, this also contributes to decreased sensitivity as 

a function of depth. 

 

Figure 1.7  (A)  The PSFs shown on a per pixel basis for (left) low frequency modulation 
(right) and high frequency modulation illustrate the varying degrees of pixel cross-talk.  (B)  
Schematic of the decreased amplitude measured due to pixel cross talk and its effect on the 
resulting amplitude in the intensity depth profile. 
  

By assuming a Gaussian PSF for the focused spectrum and a square pixel shape on over 

which the intensity is integrated by the camera, the sensitivity drop off as a function of 

depth can be described by [21], 
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   𝑅𝑅(𝑧𝑧) = 𝑠𝑠𝑠𝑠𝑠𝑠2(𝜋𝜋𝜋𝜋 2𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚⁄ )
(𝜋𝜋𝜋𝜋 2𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚⁄ )2

𝑒𝑒𝑒𝑒𝑒𝑒 �− 𝜋𝜋2𝜔𝜔2

8 𝑙𝑙𝑙𝑙2
� 𝑧𝑧
𝑧𝑧𝑚𝑚𝑚𝑚𝑚𝑚

�
2
�  (Eq. 1-12) 

where ω represents the ratio of the spectral resolution to the wavelength sampling 

interval. 

1.3. Functional extensions of OCT 

In addition to depth resolved intensity (reflectance) information that identifies structural 

information in the sample, OCT can provide other information about the sample 

including location and magnitude of fluid flow as well as the birefringence of the sample.  

Flow is identified by Doppler OCT, a post-processing technique applied to the same data 

acquired during normal OCT acquisition that compares the phase of adjacent A-lines to 

identify the Doppler shift encoded when light reflects off of a moving particle [26–28].  

Using this technique in combination with conventional OCT enables simultaneous 

visualization of tissue structure and blood flow at high resolution (Figure 1.8 A,B  [29]). 

Measuring the birefringence of a sample offers another mode of contrast.  A 

birefringent material is one in which the refractive index depends on the polarization state 

and is typically exhibited by biological material that is highly organized, such as fibrous 

muscle or tendon and the myelin sheath that surrounds nerve axons.  In order to measure 

the birefringence of a sample with SD-OCT, additional components must be included in 

the system.  The incident light must be sent through a polarization modulator that 

alternates the light between two orthogonal polarization states between adjacent A-lines.  

The detection arm must also be modified to include a polarizing beam splitter and a 
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second camera to detect the orthogonal polarization states separately.  With this 

information, polarization sensitive OCT (PS-OCT) can calculate the phase retardation as 

a function of depth between the two orthogonal polarization states to provide a measure 

of the sample’s birefringence [30–32].  In PS-OCT images, the phase retardation value 

ranges between 0, (represented in black) and ,π (represented in white), causing highly 

birefringent materials to exhibit a banding pattern, going through multiple black-to-white 

transitions (Figure 1.8 C [29]). 

 
Figure 1.8 OCT image of mouse hind leg muscle with femoral artery, vein and nerve indicated by arrows 
in the (A) intensity image, (B) Doppler OCT phase variance image and (C) accumulated phase 
retardation image  [29]. 
 

1.4. Current OCT applications to neuroimaging 

In recent years OCT has found increasing application in the areas of neuroscience and 

neuroimaging.  Structural imaging by OCT has been used in developmental biology to 

further the understanding of the developing central nervous system and brain 

development in vivo in Xenopus, Zebrafish and mouse models [33–35].  Additionally the 

feasibility of using OCT for identifying various brain structures and markers in adult 

mammalian animal models has been explored in various mouse and rat models [36–39].  
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Such structural imaging is highly advantageous over standard microscopy techniques and 

histomorphological analysis for studying tissue structure and microstructure because no 

exogenous contrast agents are needed.  Additionally, repeated imaging of the same in 

vivo sample can be performed, which reduces the need to sacrifice the animals and allows 

for the same sample to be probed at multiple time points.  Optical detection of neuronal 

activity using OCT has also found increasing interest in recent years.  Scattering changes 

correlated with neuronal activity as well as analysis of hemodynamic changes from in 

vivo and in vitro experiments have been reported  [40–43]. 

1.5. Cerebral edema 

The focus of this dissertation is the development and application of OCT for cerebral 

edema detection.  Cerebral edema is a condition characterized by a net increase in brain 

water content.  It is caused by traumatic injury, tumor and ischemia and leads to brain 

swelling and raised intracranial pressure (ICP).  The secondary damage caused by brain 

swelling greatly increases the morbidity and mortality associated with these conditions.   

Nearly 1.7 million people experience traumatic brain injury (TBI) each year in the United 

States and it is considered a contributing factor in one-third of all injury-related 

deaths [44].  Early and precise detection and monitoring of cerebral edema is crucial for 

understanding edema development and dynamics, evaluating the effectiveness of new 

treatment strategies as well as guiding clinical treatment decisions. 

 Cerebral edema can be classified as either vasogenic or cytotoxic edema [45].  

Vasogenic edema occurs due to increased permeability of the blood brain barrier (BBB), 
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allowing for a large influx of fluid into the surrounding tissue.  Cytotoxic edema refers to 

an increase in intracellular fluid, characterized by cell swelling.  Cells swell due to 

changes in intracellular and extracellular ion concentrations resulting from failure of 

active transport mechanisms.  The intracellular volume increases at the expense of the 

extracellular space (ECS) and therefore, cytotoxic edema does not cause a rise in ICP by 

itself.  However, the shift in ECS ion concentrations increases the driving force for ions 

and water crossing the BBB which causes a net increase in volume and ICP [46].  

Cellular swelling also leads to cellular dysfunction through alterations to intracellular ion 

and metabolite concentrations [47]. 

1.5.1. Detection and monitoring of cerebral edema 

Cerebral edema is most commonly assessed indirectly using intracranially placed 

pressure transducers.  This method allows for continuous monitoring and is used to make 

therapeutic decisions about hyperosmolar treatment and surgical decompression.  

However, there are several drawbacks to this method.  First, due to the nonlinear 

compliance (pressure-volume relationship) of brain tissue, ICP cannot provide an 

accurate measure of early edema development  [48–50].  The volume of the brain 

increases at the onset of edema due to the increase in water content, but this increase is 

offset by a compensatory decrease in other components, such as blood or cerebral spinal 

fluid volume (Monro-Kellie doctrine) [48].  ICP increases only after a significant amount 

of water has collected in the brain and the compensatory volume reserve is exhausted.  

This makes detection of cerebral edema especially difficult in the early stages when 
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treatment could be administered to prevent secondary injuries. Secondly, the noise within 

the ICP measurement increases as ICP increases, leading to less precise measurements.  

Lastly, a number of physiological parameters, such as head position, blood pressure and 

respiration affect ICP [49,51] and this circumstantial variability makes it difficult to 

define a precise ICP value for edema detection.  Consequently, an ICP threshold erring 

on the large side at about 20 mmHg has been classified as abnormal (normal ICP in a 

healthy adult range 7-15 mmHg) [49].  This threshold is typically used to trigger clinical 

intervention, by which time significant edema has developed.  It should also be noted that 

CT or MRI serial scans may also be used to diagnose edema.  However, these methods 

require patient movement, significant time and labor resources, and they do not allow for 

continuous, real-time monitoring. 

Optical methods show promise for improved detection of cerebral edema 

compared to the current state of the art.  In particular, an increase in light transmittance 

was observed from in vitro brain slices after perfusion with hypotonic solution to induce 

cerebral edema [52].  Also, previous work done in Dr. Devin Binder’s laboratory 

demonstrated a decrease in reflectance of near-infrared light from brain tissue of an in 

vivo cytotoxic cerebral edema mouse model and this intensity decrease occurred a 

significant amount of time before the ICP detection of edema was achieved [53].  During 

cerebral edema, the water flux into the brain increases and causes cell swelling [54] and 

this change in tissue composition alters the light scattering pattern of the tissue.  The 

primary advantage of optical detection is the direct relationship between tissue 
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composition and light scattering, in contrast to the indirect, complex relationship between 

ICP and brain volume. 

1.6. Conclusion 

While the previous studies provide proof-of-principle for optical detection of cerebral 

edema, their usefulness is limited by the micrometer level light penetration depth in 

tissue, the lack of spatially-resolved information and the invasive nature of the 

intracranially placed fiber optic probe.  The goal of this work is to develop a minimally 

invasive, spatially resolved early optical detection method for cerebral edema using OCT.  

The unique combination of resolution and imaging depth offered by OCT is ideal for 

characterizing the spatiotemporal progression of cerebral edema in a small animal model. 
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Chapter 2. Detection of global cytotoxic cerebral edema in vivo 

using OCT 

2.1. Introduction 

Cerebral edema, an increase in brain water content, occurs due to a variety of conditions 

and injuries and can be classified as either cytotoxic or vasogenic edema.  Cytotoxic 

cerebral edema occurs when cells in the brain swell with excess water while the BBB 

remains uninterrupted.  In contrast, vasogenic edema occurs due to increased 

permeability of the BBB and leads to excess water accumulation in the extracellular 

space.  A number of different animal models have been developed to study cerebral 

edema development and the effects of possible treatments.  These models range from 

simplistic models with well characterized results, such as water intoxication, to more 

clinically relevant models of stroke or blunt force trauma that exhibit more varied results.  

In order to first detect optical changes measured with OCT that are associated with 

cerebral edema onset and progression, we began with a water intoxication mouse model, 

which causes cytotoxic cerebral edema globally throughout the brain.  This model has 

been well characterized and proven to increase in brain water content.  In this study, we 

used OCT to analyze how the light backscattered from the brain changes during cerebral 

edema progression in a water intoxication mouse model. 
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2.2. Experimental methods 

This section describes the use of OCT for in vivo murine brain imaging and as well as the 

methods used during the water intoxication experiments.  It begins with a description of 

the thinned skull cortical window (TSCW) used to increase imaging depth without 

removing the skull.  Then, registration of OCT images with histology for brain structure 

identification is described.  Lastly, the details of the water intoxication animal model, 

experimental imaging parameters and data analysis used to for the characterizing the 

optical changes that occurred during edema progression are explained.   

2.2.1. Preparation of thinned skull cortical window 

Female CD1 wild-type mice, 6-14 weeks old, were anesthetized with an intraperitoneal 

(IP) injection of ketamine and xylazine (10 mg/kg xylazine, 80 mg/kg ketamine) and 

prepared with a TSCW, approximately 4x4 mm2 wide, centered over the right cerebral 

cortex, by using a round carbide bur to slowly thin the bone to approximately 55 μm [55].  

The thinned skull allowed for increased light penetration depth while preserving the 

natural physiological conditions of the brain (Figure 2.1) [55].  The mouse can then be 

secured in a stereotactic frame for stable OCT imaging over a select region of interest 

within the cortical window. 
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Figure 2.1 (Inset) Thinned skull cortical window over right cerebral cortex, outlined 
by dotted square box, (A) OCT image in vivo mouse brain in sagittal orientation 
through normal skull thickness and (B) thinned skull cortical window, providing 
greater imaging depth.  Scale bar = 1 mm. [55] 

 

2.2.2. Identification of brain structures in OCT images 

Separate OCT imaging of an in vivo murine brain was conducted to register the OCT 

images with histology and identify the brain structures visible in the OCT image taken 

through the TSCW.  OCT images were collected in a sagittal plane approximately 1 mm 

lateral from midline.  The imaging plane was identified by marking the skull with two 

small ink marks to indicate the boundaries of the imaging plane.  The mouse was then 

removed from the imaging system and two burr holes were made at these sites, 

approximately 1 mm caudal to the coronal suture and 1 mm rostral to the lambdoid 

suture.  Five 50 nL India ink injections (250 nL total volume) were given at each burr 

hole site using a nano injector at a depth of 1.9 mm.  The microinjection pipet was 

slightly retracted after each successive injection to ensure an ink tract was made.  OCT 
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images were acquired once more in this plane in order to register the India ink markers 

with the same markers on histology. 

After OCT data acquisition was complete, the mouse was deeply anesthetized and 

transcardially perfused with 5 mL of phosphate buffered saline (PBS) followed by 5 mL 

of 10% buffered formalin.  The brain was then dissected and cryoprotected in 30% 

sucrose in PBS for at least 48 hours.  It was cryosectioned into 50 μm thick slices and 

mounted on glass slides for Nissl staining.  The resulting histology was imaged using a 

Nikon stereoscopic microscope with a 10X magnification. 

Brain structure identification was achieved by registering the images with 

histology (Figure 2.2).  The India ink tracts visible under the burr holes in the OCT 

images (Figure 2.2 A) frame light and dark contrast areas of the brain. These tracts were 

largely preserved throughout histological processing, although some of the ink on the 

brain surface was removed during the dissection and cryosection procedures (Figure 

2.2 B). Comparison of the histology to the OCT image revealed the lower intensity region 

directly underneath the skull is the cerebral cortex (gray matter) and the higher intensity 

region below the cortex is the corpus callosum (white matter).  This was also confirmed 

by overlaying the histology with the control OCT image taken before the India ink was 

injected (Figure 2.2 C).  The corpus callosum in the OCT image aligned well with the 

histology. 
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Figure 2.2  (A)  OCT image of murine brain in sagittal orientation 
with India ink markers made through two burr holes in the skull, (B) 
corresponding histology image showing the same India ink markers 
and (C) histology overlaid on OCT image identifying the cerebral 
cortex and corpus callosum.  Scale bar = 0.5 mm 

 

2.2.3. Water intoxication animal model 

An acute water intoxication model of cytotoxic cerebral edema, in which water is driven 

from the vascular system into the brain by an osmotic gradient, was used  [56,57].  

Twenty minutes of baseline OCT imaging was performed after which an IP injection of 

water was given (dosage 40% of the animal’s body weight).  OCT imaging continued for 

60 minutes.  One OCT volume was collected every 3 minutes and spanned a volume of 4 

x 4 x 2 mm3.  Three water intoxication experiments and 3 control experiments (including 

thin-skull preparation, without IP injection) were performed.  All experimental 
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procedures and protocols were approved by the University of California Riverside 

Institutional Animal Care and Use Committee (protocol 2010-0018). 

2.2.4. Brain water content analysis 

Presence of cerebral edema was verified by analyzing brain water content (BWC) via the 

wet-dry method.  After OCT data collection was completed animals were sacrificed and 

the brains were dissected out post-mortem and cut into four pieces (right-left cerebral 

hemispheres, right-left cerebellum).  Brains were weighed to obtain wet weight and dried 

for 48h to determine dry weight.  Percent water content was calculated with the following 

formula: BWC = [(wet weight - dry weight)/wet weight] x 100. 

2.2.5. OCT image acquisition 

A spectral-domain OCT system centered at 1300 nm was used to image the in vivo mouse 

brain (shown previously in Figure 1.4).  The light source consisted of two 

superluminescent diodes (SLD) with a combined center wavelength of 1298 nm and a 

120 nm full-width half-maximum bandwidth (FWHM).  The source light was sent 

through a fiber optic circulator and an 80/20 splitter, which divided the light between the 

sample arm and reference arm.  The light that reflected from a mirror in the reference arm 

and from the brain tissue in the sample arm was then recombined at the splitter, dispersed 

by a grating and detected on the line scan camera.  Each spectrum acquired by the camera 

contained depth information from a single x-y location in the sample (A-line).  Three 

dimensional imaging was achieved by raster scanning the optical beam across the sample 
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using two galvanometer mounted mirrors.  The system has an axial imaging range of 

approximately 2 mm in biological tissue, an axial resolution of 8 μm, and a lateral 

resolution of 20 μm. 

Each image contained 2048 A-lines, acquired at a rate of 15 kHz, and 250 images 

were used to render a single volume.  Real-time visualization of the sample was achieved 

using in-house developed software, which utilized a graphics processing unit (GPU) to 

process and display the OCT structure and blood flow images in real time [58].  The real-

time display of OCT images allowed for structural markers within the imaging location to 

be rapidly identified and ensured that the same region of the brain was consistently 

imaged during and across all experiments.  Depth-resolved structural information was 

retrieved from each A-line by applying a Fourier transform to the spectrum collected on 

the camera after linearly remapping to k-space, as described in Chapter 1.  The images 

were displayed on an inverse log scale. 

Images of the cerebral vascular network were generated by utilizing the phase 

information contained in the OCT signal, a method known as Doppler OCT 

(DOCT)  [27,59,60].  This technique enables high resolution imaging of motion within 

the sample by calculating the Doppler frequency shift caused from reflection off of a 

moving sample.  The depth resolved phase difference between consecutive A-lines was 

determined and this phase difference is directly proportional to the axial component of 

the velocity of the scattering particle.  Static tissue introduces minimal phase shifts and is 

represented by low intensity in DOCT images while blood flow induces a large phase 

difference, represented by high intensity. 
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2.2.6. Analysis of attenuation coefficient and cerebral blood flow 

In this study, the change in the tissue’s average attenuation coefficient was used to 

quantify the effects of cerebral edema in the cerebral cortex.  The attenuation coefficient 

is an optical property of a material that describes how strongly the sample scatters and 

absorbs light.  The intensity decay in depth can be described by the Beer-Lambert law: 

  𝑰𝑰(𝒛𝒛)
𝑰𝑰𝒐𝒐

= 𝒆𝒆∫ 𝝁𝝁(𝒛𝒛)𝒅𝒅𝒅𝒅𝒛𝒛
𝟎𝟎     (Eq. 2-1) 

 where Io is the incident intensity, I(z) is the intensity at depth z and μ(z) is the attenuation 

coefficient of the sample as a function of z.  The attenuation coefficient was determined 

on a pixel-by-pixel basis using a recently developed model for depth-resolved attenuation 

coefficient determination in OCT data  [61].  This method makes it possible to create an 

attenuation image, in which contrast is indicated by the local attenuation coefficient, from 

an OCT intensity image with known pixel size.  The tissue was assumed to have an index 

of refraction of 1.4. 

 
Figure 2.3.  (Left) OCT intensity image of in vivo mouse brain in a sagittal orientation and (right) 
the corresponding attenuation image.  Scale bar = 0.5 mm 

 
 

The average attenuation coefficient of the cortex was determined over time as 

edema progressed in the animal model.  All pixels contained in the regions of interest 



28 

 

(ROI) and within 0.6 mm of the surface (gray matter region) were included in the average 

calculation.  The average attenuation coefficient during baseline was determined from all 

data acquired during the first twenty minutes and the percent change in the average 

attenuation coefficient was calculated at all points in subsequent volumes. 

Cerebral blood flow was analyzed by calculating the percent change in flow 

density using the DOCT image information.  A threshold was set to distinguish pixels 

that represent flow from background pixels in the DOCT data, within the same ROIs that 

were used for attenuation analysis.  The total DOCT intensity was calculated as the sum 

of all intensities in pixels identified as flow regions and divided by the number of pixels 

in the ROI to determine the flow density.  The percent change in flow density was then 

calculated for each time point in order to determine how the cerebral blood flow was 

changing over time.  Maximum intensity projection (MIP) images of the cerebral blood 

flow were displayed in an en face orientation and filtered using a Gabor filter [62]. 

 

2.3. Results of water intoxication model 

2.3.1. Attenuation changes from in vivo cerebral edema model 

The percent change in attenuation coefficient was determined from the OCT attenuation 

data within a 3x3 mm2 ROI over the cerebral cortex.  The areas close to the cortical 

window boundaries were excluded from the calculation because of uneven bone 

thickness in these regions.  The average value of the attenuation coefficient in the 
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cerebral cortex remained steady during baseline and then decreased soon after the IP 

injection was administered at twenty minutes (Figure 2.4).  The decrease continued 

approximately linearly in time as cerebral edema progressed.  A maximum decrease of 

8% was observed by the end of the experiment (at which time standard error of the mean 

was 1.93).  Over the same amount of time, the average attenuation coefficient from the 

control experiments remained relatively constant (Figure 2.4).  The BWC measurements 

confirmed that the cerebral edema group exhibited higher brain water content compared 

to the control group (Figure 2.5). 

 
 

 
Figure 2.4.  Percent change of average attenuation coefficient in the 
cerebral cortex over time from in vivo water intoxication mouse model.  
Arrow indicates IP water injection for water intoxication group.  Error 
bars represent standard error for n=3. 
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Figure 2.5.  BWC measurements of right 
cerebral cortex quadrant.  Error bars 
represent standard error. 

 
The attenuation coefficient within the cerebral cortex exhibited some variation as 

a function of depth.  As an example, an average depth profile from an area of 

approximately 200 μm by 200 μm within the cerebral cortex is shown in Figure 2.6.  

During baseline the attenuation coefficient had a median value of 1.2 mm-1.  After water 

intoxication this value decreased to approximately 1.1 mm-1.   The percent difference 

between these two profiles as a function of depth is shown of the right y-axis and resulted 

in an average percent difference of -12%. 
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Figure 2.6  Attenuation depth profile from a small region of 
cerebral cortex.  The gray line represents the values during 
baseline and the black line represents the same depth profile 
after water intoxication.  The percent difference between the 
two profiles is shown by the red dotted line on the right y-axis.  
The average percent difference over the entire depth profile 
was -12% 

 

The rate of change of the attenuation coefficient was calculated for the baseline 

(defined as the first twenty minutes of the edema experiment) and for edema (post IP 

injection) by fitting the data using linear regression (Figure 2.7).  These rates of change 

were also compared with the control experiments.  A t-distribution test was performed to 

compare the rates of change.  Statistical analysis identified that the rate of change during 

edema was statistically significant (p < 0.05) from both the control (p = 0.0148) and the 

baseline (p = 0.0135).  As expected, the rate of the change in attenuation coefficient 

during the control was not statistically different from baseline. These results indicate that 

the progression of edema can be identified by measuring a rate of change in attenuation 

coefficient. 
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Figure 2.7.  Rate of change in average attenuation 
coefficient during baseline, edema (post IP injection) and 
control experiments. 
 

Consistent with previous reports using this mouse model, the severity of cerebral 

edema monotonically increased over time  [53].  Analysis of the cerebral blood flow 

confirmed that flow decreased near the end of the experiment before the animal expired 

(Figure 2.8).  The flow initially increased quickly after the IP injection was administered, 

presumably due to the injection itself increasing circulating blood volume, and small 

capillaries became increasingly visible.  After approximately 45 minutes post IP 

injection, the flow began to slow; at the end of the experiment minimal flow was visible 

in the MIP images (Figure 2.8).  The decrease in flow is consistent with the Monro-Kellie 

doctrine, which states that the cerebral blood volume decreases to compensate for an 

increase in brain volume  [48].  Using DOCT we are able to detect when this volume 

compensation process is occurring. 
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Figure 2.8 (A) MIP en face images of the cerebral vascular network 
created from DAOCT data.  Orientation is specified by (R) rostral and 
(M) midline arrows.  Time points are labeled in the bottom left corners.  
The red arrow indicates an area where capillaries became increasingly 
visible after IP injection compared to baseline.  (B) Percent change in 
flow density as a function of time. 

2.3.2. Local attenuation coefficient trends 

The spatial specificity afforded by volumetric OCT data allowed for the optical properties 

of local regions to be interrogated.  The imaging volume was divided into smaller ROIs 

to investigate the attenuation coefficient trends as (1) a function of distance from midline, 

(2) from rostral to caudal and (3) axial location.  The water intoxication model used in 

these experiments is a global model of cerebral edema, causing the entire brain to become 

edematous.  The attenuation trends within these localized regions confirmed the global 
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nature of this model, as each of the ROIs demonstrated the same decrease in attenuation 

following water intoxication with no statistical difference at various sagittal, coronal or 

axial positions (Figure 2.9).  The ability to interrogate local regions and assess how 

specific areas within the brain are affected by edema with OCT illustrates the value of 

optical detection over standard methods of ICP and BWC measurements, which only 

offer a global assessment. 
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Figure 2.9  Percent change of average attenuation coefficient in the 
cerebral cortex from three regions spanning (A) medial-lateral, (B) 
rostral-caudal and (C) axial positions (ROIs shown in inset).  Arrow 
indicates IP injection. 
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2.4. Conclusion 

We demonstrated the ability of OCT to detect cerebral edema based on changes in optical 

attenuation and cerebral blood flow.  During late-stage edema when the cerebral blood 

flow had considerably slowed due blood vessel compression, the average attenuation 

coefficient of the cerebral cortex had decreased by 8%.  Furthermore, the attenuation 

began to decrease within minutes of the IP injection and became significant (p < 0.0001) 

from baseline 7 minutes after injection.  It is important to note that ICP measurements do 

not indicate the presence of cerebral edema until more than 20 minutes after the IP 

injection in the same animal model  [53].  Optical detection of cerebral edema with OCT, 

therefore, can offer an earlier detection time compared with the current practice of using 

ICP. 

The major advantage of OCT detection of cerebral edema is the extremely high 

spatial resolution it can offer compared to other available techniques.  ICP and bulk BWC 

measurements can only offer a global assessment of edema.   Additionally, using diffuse 

reflectance measurements to detect edema [52,53], which has improved specificity 

compared to ICP and BWC, has a lower resolution than OCT and lacks any depth 

discrimination.  This technique could therefore be used for detection in a global model of 

edema, but would be much more difficult to apply to focal models of edema since the 

optical properties would vary heterogeneously throughout the tissue relative to the site of 

injury.  OCT imaging of a focal edema model would be capable of providing 

measurements of spatially-resolved optical properties of the brain and make it possible to 
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build a 4D representation of how the optical properties vary in space and time.   Further 

studies could include OCT-based edema detection in focal models of cerebral edema, 

such as following controlled cortical impact (CCI) injury in a model of mild traumatic 

brain injury.  In such focal models, not only the spatial but also the temporal resolution of 

OCT may allow for more precise and early diagnosis of localized brain tissue injury, as 

well as offer insight into water movement. 

We have demonstrated the ability of OCT to detect optical changes correlated 

with cerebral edema in an in vivo water intoxication model.  The optical properties of the 

cerebral cortex were altered as cerebral edema progressed, resulting in a decrease in 

average attenuation coefficient.  DOCT also detected a decrease in cerebral blood flow 

due to blood vessel compression during severe brain swelling.  Localized analysis of 

attenuation trends determined that detection can be achieved from small regions of brain 

tissue, highlighting the potential of OCT for 3D spatial monitoring of cerebral edema 

over time. 
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Chapter 3. Using optical coherence tomography for detecting 

optical changes following mild traumatic brain injury 

3.1. Introduction 

Traumatic brain injury (TBI) is described as any jolt or impact to the head that disrupts 

normal brain function [63].  Causes of TBI vary widely and include events of rapid 

acceleration/deceleration, which are commonly experienced during motor vehicle 

accidents and sports related injuries, as well as contusion and explosive blast injuries, 

which have become a signature wound of modern warfare  [44,64].  The Centers for 

Disease Control and Prevention (CDC) estimated in their 2010 report to Congress that 2.5 

million people visit the emergency department for TBI related injuries each year.  Nearly 

87% of these cases were treated and released from an emergency department while 11% 

were hospitalized before being discharged and 52,000 cases led to death [63].  With these 

staggering statistics, TBI has gained the reputation as being a “silent epidemic” because 

while a large proportion of people will sustain a TBI, the public awareness of the long-

term neurological consequences is largely limited and only recently started gaining more 

wide spread attention, especially in the context of sports related injuries. 

Immediately following a TBI temporary loss of consciousness, memory loss and 

impaired sensory function (i.e. blurred vision, or change in hearing) are fairly common 

occurrences.  Long term functional changes typically accompany moderate and severe 

TBIs and include a wide variety of symptoms such as fatigue, long term decrease in 



39 

 

sensory function, impaired attention and concentration, decreased memory and learning 

ability, and seizures [65].  Behavior and emotional changes such as increased irritability, 

anxiety and depression are also observed, but such symptoms are not often linked to the 

TBI (either by the individual or the physician) since these changes are more subtle and 

difficult to identify and diagnosis [65].  These symptoms have also been increasingly 

linked to mild TBIs (mTBI) which contrasts the previously held view by doctors and 

patients alike that complete recovery from a mild injury occurs within a few weeks.  

Although the injury is classified as “mild” based on initial injury characteristics such as 

duration of loss of consciousness, the neurobehavioral sequelae that can results from 

mTBIs are anything but mild.  While a majority of those experiencing a mTBI will fully 

recover 3-6 weeks after the injury, a significant minority of that population will have 

prolonged cognitive and behavioral dysfunction that affects their quality of life [65–67].  

3.1.1. Diagnosis and pathophysiology of TBI 

A TBI diagnosis is made if the patient has experienced any loss or decrease of 

consciousness, any memory loss immediately before or after the injury, and any signs of 

other neurological effects such as change in vision or speech or loss of balance [63].  The 

severity of the injury can be classified as mild, moderate or severe as determined by 

neurological symptoms assessed using the Glasgow Coma Scale (GCS), a scoring system 

used by physicians to assess the level of consciousness post TBI.  In moderate or severe 

TBI, computed tomography (CT) or magnetic resonance imaging (MRI) can be used to 
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confirm structural damage and determine the extent of injury  [68].  However, structural 

damage acquired from mTBI cannot be detected by current imaging techniques [69]. 

Damage to the brain following a TBI is typically classified as primary or 

secondary.  Primary injury describes the direct structural damage sustained immediately 

after the injury occurred due to the mechanical forces applied to the cranium that results 

in axonal injury and cell death.  Secondary damage is caused by the cascade of 

biochemical events triggered by the initial injury that lead to further damage in the peri-

contusional site that surrounds the initial site of injury.  The secondary injury is caused by 

a combination of many factors including increased BBB permeability, altered ionic 

balance, oxidative stress, mitochondria dysfunction and decreased tissue perfusion which 

in turn lead to edema formation, ischemia, raised ICP and further neuronal death [70,71].  

In the case of mTBI (defined as having a GCS score > 12 and loss of consciousness less 

than 30 minutes) the injury is often diffuse in nature rather than at a focal site of injury.  

As such, diffuse axonal injury, edema formation and changes in blood perfusion all occur 

on a microscopic scale and go undetected by neuroimaging techniques such as MRI and 

CT, which can only detect these symptoms on a gross level [67].  Therefore, while mTBI 

accounts for the majority of TBI injuries (upwards of 75% of all TBIs annually [67,72] ), 

the diagnostic measures used to classify TBI, namely GCS, duration of lack of 

consciousness and neuroimaging, are geared toward moderate to severe injuries, with 

mild injuries represented by minimal presence of clinical symptoms and lack of 

neuroimaging markers.  Hence while these tools and symptom checklists can be used to 

diagnosis mTBI, they lack the necessary details about the structural damage sustained 
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that would allow a physician to make an informed prognosis about brain function 

recovery and risk for development of long-term neurocognitive dysfunction [67]. 

3.1.2. Role of edema in TBI 

Edema is one of the major contributing factors to the morbidity and mortality rates for 

TBI, with some studies reporting that it may account for up to half of deaths occurring 

after TBI [47,73,74].  Cellular swelling (resulting from cytotoxic edema) changes the 

intracellular ion and metabolite concentrations which has detrimental effects on cellular 

function.  Additionally, the increased permeability of the BBB after injury results in 

vasogenic edema, which leads to increased ICP, compression of blood vessels, decreased 

tissue oxygenation and in severe cases brain shift and herniation. The respective 

contributions of vasogenic edema and cytotoxic edema to brain swelling following TBI 

has been a long standing question in TBI research aimed at curbing the effects of edema.  

Early reports cited vasogenic edema as the main contributor to edema formation.  

However, more recent studies utilizing clinically relevant TBI models have revealed that 

both vasogenic and cytotoxic modes contribute to edema, with vasogenic edema 

occurring over the first minutes and hours after injury while cytotoxic edema forms 

slowly over the next few days to weeks [75].  The closure of the BBB occurs slowly over 

the course of days, resulting in a mixed vasogenic/cytotoxic phase occurring during a few 

days after injury [47]. 
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3.1.3. Imaging of mTBI 

Despite the presence of structural damage and increasing evidence of long-term 

cognitive, functional and emotional symptoms caused by mTBI, CT and MRI are only 

able to detect abnormalities in a small minority of cases [76].  The vast majority go 

undetected, leaving physicians without any radiological evidence of structural damage 

with which to guide diagnosis and treatment.  The standard imaging techniques lack the 

sensitivity and resolution for detecting structural changes following mTBI. 

New experimental neuroimaging methods are continuously being explored in an 

effort to develop techniques sensitive to characteristic factors of mTBI including diffuse 

axonal injury (DAI), functional changes, and other chemical biomarkers associated with 

mTBI.  Diffusion tensor imaging (DTI) is an extension of MRI that has shown potential 

for mTBI detection.  DTI measures water diffusion in multiple directions at each voxel, 

which allows for a directional measurement of water diffusion, quantified by the 

fractional anisotropy, to be made.  Typically water diffusion occurs in a defined direction 

correlated with the direction of fiber tracts.  A decrease in the fractional anisotropy 

implies that water diffusion lacks a strong directionality and is interpreted as a loss of 

white matter integrity.  Numerous studies have been done using DTI for mTBI detection 

(see Shenton et al. for a thorough review [77]).  While many have observed differences in 

mTBI patients, there has been a large amount of variability in the methods used for 

analysis, the brain regions analyzed and the specific changes observed (i.e. decrease or 

increase in fractional anisotropy).  These results taken together seem to suggest that DTI 

may be able to achieve the increased sensitivity necessary to detect subtle changes in the 
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brain caused by mTBI.  However, further work is needed to understand the biological 

implications of the changes observed and longitudinal studies are necessary to correlate 

DTI findings to neurocognitive outcome. 

Functional MRI (fMRI) has also been used to study mTBI and assess brain 

function and connectivity.  This technique measures the ratio of oxy- and 

deoxyhemoglobin, which is affected by neuronal activity and metabolic demand.  Reports 

from working memory tests and higher-order cognitive functioning tests conducted on 

human subjects have found areas of hypoactivation following mTBI as well as areas 

showing hyperactivation, suggesting a possible compensatory mechanism [78].  

However, more studies are needed to account for the heterogeneity among the results as 

well as assess the effects of pharmaceuticals commonly used to treat mTBI, on the fMRI 

signal [78].  Other imaging modalities including positron emission tomography (PET), 

magnetic resonance spectroscopy (MRS) and single photon emission computed 

tomography (SPECT) are also being explored in mTBI imaging [76].  However, while 

some studies have shown that these techniques can detect potential correlates to injury, 

all have found difficulty with interpretation of the signal as it relates to the underlying 

physiology and sensitivity across the wide spectrum of mTBI-type injuries  [76,79]. 

A higher resolution imaging technique can potentially improve mTBI detection, 

since these injuries characteristically occur on the microscopic scale and current clinical 

imaging techniques of CT and MRI can only detect changes on a gross anatomical scale.  

OCT has resolution on the order of 10 μm and could be sensitive to small structural 
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changes.  The work presented in this chapter explores the use of OCT for imaging mTBI 

in vivo. 

3.2. Experimental methods 

3.2.1. In vivo model of mTBI 

A controlled cortical impact (CCI) injury model was used to induce mTBI for in vivo 

mouse studies.  The CCI device uses an electromagnetic force to drive a piston into the 

brain at a precise velocity and penetration depth.  Neuropathological evaluations of CCI 

models have determined that axonal injury, loss of BBB integrity, subdural hematoma 

formation and cortical tissue loss occur following CCI [80].  The severity of these 

injuries can be regulated by the user defined mechanical parameters for impact velocity, 

depth of impact and the dwell time of the impactor tip. 

 Female CD1 wild type mice 8-10 weeks old were anesthetized with an IP 

injection of a mixture of ketamine/xyalzine mixture (80 mg/kg ketamine, 10mg/kg 

xylazine).  A 4 x 4 mm craniectomy was performed over the left and right cerebral cortex 

leaving the dura intact (the borders of which were formed by the coronal suture and 

lambdoid suture in the anterior-posterior direction and midline and temporalis attachment 

in the medial-lateral direction).  After securing the mouse onto a stereotaxic frame, the 

animal was subjected to a mTBI via CCI (Leica Impact One Stereotaxic Impactor) with a 

1.5 mm diameter impactor tip that was discharged at a velocity of 4 m/s with a contact 

time of 200 ms at an impact depth of 0.3 mm (Figure 3.1).  The depth was controlled by 

using a contact sensor to indicate the exact point of contact while the impactor tip was in 
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the extended position.  The impactor tip was then retracted and the device was lowered 

by 0.3 mm before impact to achieve the desired depth.  The angle of the impactor tip 

relative to the surface of the brain was varied to compare two distinct injury groups, one 

of which exhibited subdural hemorrhage (achieved with an angle of 22⁰) and a second 

group that had minimal visible bleeding at the site of injury (angle 26-28⁰) (Figure 3.2).  

The impact parameters are summarized in Table 3.1.  Three animals were used for each 

impact group.  Additionally, two sham control experiments were performed. 

 

 

Figure 3.1  Schematic of CCI setup.  The mouse is secured in 
stereotaxic frame with the impactor tip centered over the right 
cerebral cortex.  The impactor is connected to the CCI device 
controlling the velocity and impact depth.  The contact sensor is 
pressed to hind limb to indicate when impactor tip makes 
contact with the dura. 
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Figure 3.2  Representative images of postmortem dissected brain (A) 
following CCI with shallow impact angle, (B) following CCI with 
greater impact angle and (C) sham animal. 
 
 
 

Table 3.1  CCI Parameters for two groups of 
impacted animals, the first of which showed more 
bleeding (MB group) and the second which had 
considerably less bleeding (LB Group). 

 MB Group  LB Group 
Velocity (m/s) 4 4 

Dwell time (ms) 200 200 
Depth of impact (mm) 0.3 0.3 

Angle of impactor 22⁰ 26-28⁰ 
 

3.2.2. OCT image acquisition 

After the mouse was prepared for CCI and secured in a stereotaxic frame as described 

above the animal was positioned in the sample arm of the SD-OCT setup (described 

previously in section 2.2.5).  The imaging volume spanned 4 mm rostral-caudal and 

7 mm laterally covering both the ipsilateral and contralateral sides, approximately 

centered on midline.  Each B-scan contained 2048 A-lines, acquired at a rate of 15 kHz, 

and was oriented in the sagittal direction.  Each volume consisted of 250 B-scans and 

volumes were acquired at an interval of five minutes.  Thirty minutes of baseline 

recordings were collected.  The animal, which was sitting on a vertical translation stage, 
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was then lowered away from the optics of the OCT sample arm to allow for the CCI 

device to be positioned over the right cerebral cortex.  The impact was applied and the 

stage was then translated back to its original height for continued imaging.  OCT data 

was collected for 1.5 hours after impact. 

3.2.3. Histological analysis 

Following OCT imaging, the animals were deeply anesthetized with an IP injection of 

ketamine xylazine combination and transcardially perfused with ice-cold PBS followed 

by 4% paraformaldehyde (PFA).  The brains were rapidly dissected, post-fixed overnight 

in 4% PFA in 4⁰ C and followed by cryoprotection in 30% sucrose in PBS at 4⁰ C.  

Coronal sections, 50 μm thick, were cut with a cryostat (Leica CM1950, Leica 

Microsystems) and stored in PBS at 4⁰ C.  Sections were blocked with 5% normal goat 

serum in 0.1M PBS and incubated with primary antibody to Albumin (1:100, Abcam), in 

0.3% Triton X-100 at 4⁰ C overnight.  The sections were then washed with PBS, 

incubated with species-specific secondary antibody conjugated with Alexa 594 for 

visualization and counterstained with Neurotrace Fluorescent Nissl Stains (1:10, Life 

Technologies) for 5 minutes followed by PBS wash.  Sections were then mounted in 

Vectorshield (Vector Laboratories).  Images of the ipsilateral and contralateral cortex 

were taken using a fluorescence microscope. 
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3.2.4. OCT optical attenuation analysis 

The depth resolved optical attenuation coefficient was calculated (described previously in 

section 2.2.6) at each pixel in order to quantify the attenuation and how it changes 

following mTBI both spatially and temporally.  The imaging volume spanned the 

ipsilateral and contralateral hemispheres of the brain and the image data from each side 

was analyzed separately by dividing the imaging volume based on visual analysis of the 

post-processed OCT images.  The average attenuation coefficient within the tissue 

contained in the top 600 um (containing only gray matter) was calculated at every time 

point.  Areas exhibiting blood flow in the DOCT images were excluded from the analysis 

by using a threshold to identify pixels that contained blood flow and subsequently 

removing these pixels from the average attenuation calculation.  Blood exhibits higher 

optical attenuation compared to tissue.  Therefore, removing areas exhibiting flow 

reduced the contribution of vascular changes to the overall average attenuation value 

calculated and ensured that this number was primarily reflecting scattering changes 

occurring in the brain parenchyma. 

3.3. Results of mTBI model 

3.3.1. Average optical changes detected in the cerebral cortex 

The percent change from the average baseline attenuation coefficient value was 

calculated as a function of time for the group with more bleeding (MB Group), with less 

bleeding (LB Group) and the sham group.  The sham group, which underwent a bilateral 
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craniectomy but received no impact, demonstrated a monotonically increasing trend in 

the attenuation coefficient over the course of the two hour experiment.  This change 

seemed to be related to the craniotomy, as they were not observed for thinned-skull 

preparations.  In order to assess the differences caused specifically by the impact, the 

average trend observed in the sham group was subtracted from the percent change values 

calculated for the impact groups.  Both the MB group and LB group demonstrated 

changes in the average attenuation coefficient that were different from the changes 

observed in the sham animals.  On the ipsilateral side, each group demonstrated an initial 

increase directly after impact, with the MB group exhibiting a larger increase compared 

to the LB group.  A decreasing trend was then observed within 20-30 minutes after 

impact, which continued through the end of the experiment (Figure 3.3).  The 

contralateral side also showed a small increase after impact and showed larger variability 

among grouped animals compared to the variability observed on the ipsilateral side, but 

these changes are not statistically different from baseline values (Figure 3.4). 
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Figure 3.3 Percent change in average attenuation coefficient on the 
ipsilateral side, shown with the sham trend subtracted, for the LB and 
MB impact groups.  The vertical dotted line indicates the time of 
impact. 
 
 

 

 
Figure 3.4 Percent change in average attenuation coefficient on the 
contralateral side, shown with the sham trend subtracted, for the LB and 
MB impact groups.  The vertical dotted line indicates the time of impact. 
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3.3.2. Local sites of injury 

Local areas in the cortex that showed a change in optical attenuation were observed in 

volume renders of the depth-resolved attenuation data.  Comparison of time-lapse volume 

renders from both the MB group (Figure 3.5) and LB group (Figure 3.6) demonstrated 

areas of increased attenuation around the impact site.  The areas showing increased 

attenuation occur diffusely rather than exhibiting strong edges or boundaries, similar to 

that observed in the albumin histology images (see section below).  No such changes are 

observed in the contralateral sides or on either side on the sham volumes (Figure 3.7).  

These results indicate that OCT can provide visual confirmation of injury following 

mTBI in addition to the quantitative changes shown in the previous section. 

 

Figure 3.5  Representative volume renders in a coronal orientation from MB group animal for 
(A) pre-injury state, (B) 10 minutes, (C) 45 minutes and (D) 90 minutes after injury.  Ipsilateral 
side is shown on the left.  Arrow points to area showing increase in attenuation following 
injury. 
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Figure 3.6  Representative volume renders in a coronal orientation from LB group animal for 
(A) pre-injury state, (B) 10 minutes, (C) 45 minutes and (D) 90 minutes after injury.  Ipsilateral 
side is shown on the left.  Arrow points to area showing increase in attenuation following injury. 

 

 

 

Figure 3.7 Representative volume renders in a coronal orientation from a sham animal for (A) 
0 minutes, (B) 10 minutes, (C) 45 minutes and (D) 90 minutes of imaging. 



53 

 

3.3.3. Histology 

Histological staining of the brain tissue after impact revealed loss of BBB integrity in 

both the MB and LB groups.  Albumin extravasation was observed in the ipsilateral 

cortex of both impact groups, as indicated by the presence of the albumin stain shown in 

red in Figure 3.8.  These results show that vasogenic edema was present following 

impact.  The Nissl stain confirms that wide spread cell death did not occur during the first 

hours after injury, consistent with typical mTBI. 

 

Figure 3.8  Immunohistochemical staining for albumin (red) and Nissl counterstain (blue) in the 
ipsilateral cortex after impact for MB group (a-c), LB group (d-f) and control (g-i).  Images (a-i) were 
taken at 10x.  Zoom image was taken at 20x. 
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3.4. Discussion and conclusion 

In this study we examined the changes in the optical attenuation of the cerebral cortex 

following mTBI using OCT.  Using a CCI model of mTBI, the ipsilateral side 

demonstrated changes in attenuation in animals that experienced subdural bleeding as 

well as those that displayed very little bleeding.  These changes were quantified by 

calculating the average attenuation coefficient in the cortex.  Additionally local changes 

were visually evident through volume renders of the data.  Histological analysis revealed 

that the BBB integrity had been compromised, leading to the formation of vasogenic 

edema. 

The initial increase and subsequent decrease observed in the average cortical 

attenuation on the ipsilateral side may be the result of a combination of blood seeping 

into the tissue as well as the formation of edema.  The initial increase was larger in the 

MB group compared to the LB group.  Blood is highly attenuating and therefore this may 

account for the initial increase/offset observed directly after impact.  The slow decreasing 

attenuation trend observed starting 20-30 minutes after impact, consistent with our data 

from global edema experiments presented in Chapter 2, may indicate that vasogenic 

edema formation.  The contralateral side did show a large amount of variability in the 

average cortical attenuation value across experiments, but these changes were not 

statistically different from baseline.  It is not yet known how much the contralateral side 

of the brain is affected by mTBI.  Our results indicate that it may be subtly affected.  

However more experiments would be necessary for statistical analysis. 
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Mild TBI is very difficult to detect using current clinical imaging techniques, 

which seem to lack the sensitivity and resolution for detecting mild structural changes.  

The results presented in this chapter demonstrate that OCT has the ability to detect 

optical changes in the cortex following mTBI.  Visual comparison of OCT volumetric 

data taken after impact compared to uninjured samples demonstrate noticeable 

differences.  Additionally, quantification of the change in optical attenuation throughout 

the ipsilateral cortex was statistically different from baseline values and demonstrated 

interesting dynamics related to loss of BBB integrity and edema formation.   These 

results highlight the potential for OCT to detect mTBI and monitor focal edema 

progression. 



56 

 

Chapter 4. Development of differential-absorption OCT system 

for local brain water content analysis 

4.1. Introduction 

In complex models of edema, such as TBI discussed in the previous chapter, it can be 

difficult to interpret the exact cause of the optical attenuation changes observed because 

there are many biological processes happening simultaneously.  In order to more 

precisely isolate changes correlated to fluctuations in local water content, additional 

information is needed.  The optical attenuation measured from our SD-OCT system 

centered at 1300 nm is primarily dominated by scattering, as absorption by biological 

constituents in this wavelength range is relatively small.  However, the scattering and 

absorption properties of a sample each provide unique information about the chemical 

composition of the material and these properties can be leveraged to increase the 

sensitivity of our OCT to water. 

 When light enters a sample, it can be scattered, absorbed or pass directly through 

the material.  The likelihood of a scattering or absorption event happening depends on the 

wavelength of the light, the shape and size of the scatterer relative to the wavelength, and 

the chemical composition.  The attenuation coefficient, μ, of the material provides a 

macroscopic measure of scattering and absorption, and is the sum of the scattering 

coefficient (μs) and absorption coefficient (μs ) of the material.  This is described as a 

function of distance traveled through the material, z, by the Beer-Lambert law: 
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   𝑰𝑰(𝒛𝒛)
𝑰𝑰𝒐𝒐

= 𝒆𝒆∫ 𝝁𝝁(𝒛𝒛)𝒅𝒅𝒅𝒅𝒛𝒛
𝟎𝟎   (Eq. 4-1) 

 where  𝜇𝜇(𝑧𝑧) =  𝜇𝜇𝑎𝑎(𝑧𝑧) + 𝜇𝜇𝑠𝑠(𝑧𝑧)   (Eq. 4-2) 

Scattering and absorption are both wavelength-dependent phenomena.  The scattering 

coefficient of a material tends to be a slowly varying function of wavelength while the 

absorption coefficient typically contains peaks over narrow wavelength bands.  These 

narrow bands are centered on wavelengths that either carry energy equal to the energy 

difference between ground and excited states of outer orbital electrons or equal to the 

energy of a vibration state of the molecule.  Since the wavelengths absorbed by a material 

are directly related to the chemical composition, measuring the absorption provides a way 

to measure the concentration of specific molecules, such as water, contained in a sample.   

In this way, the work presented in this chapter is aimed at using OCT to measure the 

absorption properties of a sample in the wavelength range near the 1450 nm absorption 

band of the water molecule in order to more precisely measure edema formation. 

4.2. Principle of DA-OCT 

The idea of using OCT to interrogate the absorption properties and chemical composition 

of a material was first proposed in 1998 [81].  This technique, known as differential 

absorption OCT (DA-OCT), compares two OCT images acquired from two separate light 

sources; one source emits in an absorption band of the chemical of interest while the 

second source emits just outside of the absorption band.  The analysis requires calculating 

a differential image from the intensity images of each light source.  Pircher et al. 



58 

 

demonstrated this technique by measuring the water concentration of the cornea in vitro 

using light sources centered at 1300 nm and 1488 nm [82].  Following their convention, 

the measured OCT signal is proportional to the square-root of the reference and sample 

arm intensities 

   𝑆𝑆𝑂𝑂𝑂𝑂𝑂𝑂(𝑧𝑧) = 𝐶𝐶�𝐼𝐼𝑟𝑟𝐼𝐼𝑠𝑠(𝑧𝑧)   (Eq. 4-3) 

where, C is a constant.  Using Eq. 4-1and Eq. 4-2, the sample intensity in Eq. 4-3 can be 

rewritten in terms of the incident intensity and the scattering and absorption coefficients: 

  𝑙𝑙𝑙𝑙�𝑆𝑆𝑂𝑂𝑂𝑂𝑂𝑂(𝑧𝑧)� = 𝑙𝑙𝑙𝑙 �𝐶𝐶 �𝐼𝐼𝑟𝑟� + 1
2
𝑙𝑙𝑙𝑙�𝐼𝐼𝑠𝑠(𝑧𝑧)�  (Eq. 4-4) 

   = 𝑙𝑙𝑙𝑙 �𝐶𝐶 �𝐼𝐼𝑟𝑟� + 𝑙𝑙𝑙𝑙(𝐼𝐼𝑜𝑜) − 𝑧𝑧(𝜇𝜇𝑎𝑎(𝑧𝑧) + 𝜇𝜇𝑠𝑠(𝑧𝑧)) 

  (Eq. 4-5) 

Note that the double pass geometry of OCT imaging has been accounted for in this 

expression.  For DA-OCT, the two OCT images are formed using two light sources with 

different center wavelengths.  Assuming the light sources have the same focal plane 

within the sample, the difference between the signals obtained from each source is given 

by: 

  𝑙𝑙𝑙𝑙�𝑆𝑆𝑂𝑂𝑂𝑂𝑂𝑂(𝑧𝑧, 𝜆𝜆1)� − 𝑙𝑙𝑙𝑙�𝑆𝑆𝑂𝑂𝑂𝑂𝑂𝑂(𝑧𝑧, 𝜆𝜆2)� = 𝑙𝑙𝑙𝑙 �𝐼𝐼𝑟𝑟(𝜆𝜆1)𝐼𝐼𝑜𝑜(𝜆𝜆1)
𝐼𝐼𝑟𝑟(𝜆𝜆2)𝐼𝐼𝑜𝑜(𝜆𝜆2)

� − (∆𝜇𝜇𝑎𝑎 + ∆𝜇𝜇𝑠𝑠)𝑧𝑧   (Eq. 4-6) 

where ∆μa and ∆μs represent the difference in the scattering and absorption coefficients 

for each wavelength.  Assuming the reference intensity and incident intensity on the 

sample are constant during imaging, the first term in Eq. 4-6 is constant.  Therefore, the 

difference in the OCT signal obtained at each wavelength is a linear function of z, where 
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the slope is the sum of the differential absorption and scattering coefficients and the 

offset is determined by the reference and sample intensity.  The absorption information is 

retrieved by choosing wavelengths such that ∆μs << ∆μa, thereby leaving the slope to 

represent only the difference in absorption at each wavelength.  It then follows that high 

intensity areas in the differential image correspond to areas with large water content.  The 

concentration can be calculated from the slope if the differential absorption cross-section 

of the pure substance is known [82]. 

4.3. DA-OCT system design 

The DA-OCT system was designed with three criterion in mind:  (1) the images formed 

from each light source must be simultaneously acquired to ensure that the pair of images 

can be properly compared, (2) the OCT system can toggle between conventional OCT 

imaging and DA-OCT imaging with minimal hardware adjustments or time-intensive 

alignment and (3) the new spectrum is focused onto the same line scan cameras used in 

the normal setup.  Since our DA-OCT setup is targeting water absorption properties of 

various samples, the first light source is centered at 1300 nm (same source used in SD-

OCT setup described in previous chapters) and the second light source is centered at 

1430 nm, which is within the 1450 nm absorption band of water.   

A wavelength division multiplexer (WDM) was used to combine the light from 

each source in the source arm of our OCT system.  This allowed for the light from both 

sources to then travel to the reference and sample arms through the fiber optic network 

already in place.  The light reflected from each arm then traveled to the detection arm of 
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the OCT setup.  The spectrometer in the conventional OCT system needed to be modified 

to account for the second light source.  The grating/lens combination in the original 

spectrometer was designed to spread the bandwidth of the 1300 nm light source across 

the full width of the camera.  In order to fit a wider bandwidth resulting from the 

combination of two sources (approximately 1200-1480 nm) onto the same camera, a new 

grating and focusing lens was needed.  The grating, lens, bandwidth and angles of 

incidence and transmission all affect the width of the resulting spectrum (Figure 4.1).  

Using the grating equation, two expressions can be written to describe to desired angular 

spread in terms of the hardware parameters. 

 

Figure 4.1 Schematic of grating, focusing lens and line scan camera in 
SD-OCT spectrometer.  α: incident angle, β: transmission angle, f: 
focal length of lens,  λo, λmin and λmax: middle, minimum and 
maximum wavelength of combined spectrum, w: pixel width. 

  

  𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑑𝑑 ∙ �sin(𝛼𝛼) + sin �𝛽𝛽 − tan−1 �− 𝑥𝑥𝑜𝑜
𝑓𝑓
��� , 

  𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑑𝑑 ∙ �𝑠𝑠𝑠𝑠𝑠𝑠(𝛼𝛼) + 𝑠𝑠𝑠𝑠𝑠𝑠 �𝛽𝛽 + 𝑡𝑡𝑡𝑡𝑡𝑡−1 �𝑤𝑤∙𝑁𝑁− 𝑥𝑥𝑜𝑜
𝑓𝑓

���   (Eq. 4-7) 
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Solving this system of equations ensures that the choice of grating and lens will produce 

a spectrum that fits onto the length of the camera.  A grating with 600 lines mm-1 spacing 

(Wasatch Photonics) and a 2’’ focusing lens with a 150 mm focal length (Thorlabs) was 

chosen. 

4.3.1. Hardware modifications to spectrometer 

The spectrometer in our conventional OCT system is equipped for PS-OCT imaging, as 

shown by the presence of the polarizing beam splitter (PBS) and second camera in Figure 

4.2.  After the focusing lens in the spectrometer, the light is incident on a PBS that splits 

the light between two line scan cameras, depending on their polarization state.  The 

spectrometer optics (collimator, grating and lens) could not be moved to accommodate 

the new DA-OCT spectrometer, since that would disrupt the alignment and therefore day-

to-day operation of the conventional PS-OCT system.  One possible solution was to focus 

the DA-OCT spectrum through the open side of the PBS.  However, the PBS was 

designed for transmission only in the direction of incidence shown in Figure 4.2.  Initial 

attempts at alignment of the DA-OCT setup through the open side of the cube showed 

that the efficiency for operation in this direction did not produce nearly enough 

measurable SNR. 
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Figure 4.2 PS-OCT system centered at 1300 nm. m:mirror, gm: galvanometer 
mounted mirror, gr: grating, lsc: line scan camera. 

 

 The problem was solved by remounting the PBS on a kinematic base (2’’ round, 

Thorlabs), which utilizes a ball and v-grove design to provide highly repeatable 

positioning for optical elements that need to be removed and inserted back to the same 

position.  The optics for the DA-OCT spectrometer were positioned opposite from the 

bottom camera in the diagram and the PBS is always removed from the setup during DA-

OCT acquisition.  This allows for the full DA-OCT spectrum to be aligned onto the 

camera.  The PBS and second camera are only necessary for PS-OCT imaging to provide 

an extra mode of contrast and is not currently necessary during DA-OCT imaging. 

The final system configuration is shown in Figure 4.3 for DA-OCT operation.  

The light emitted from each source is combined by a WDM (AC Photonics) and sent 

through the same fiber optic network used in the normal PS-OCT system.  The 1300 nm 

source provides 4.5 mW incident power on the sample while the 1430 nm delivers 
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2.9 mW incident power.  Light returning from each arm is directed to the detection arm 

and is sent either to the PS-OCT spectrometer or the DA-OCT spectrometer by switching 

a single fiber between input ports leading to each spectrometer. 

 

 

Figure 4.3  Schematic of OCT system configuration that can switch between 
conventional PS-OCT and DA-OCT imaging (shown in DA-OCT mode).  
wdm: wavelength division multiplexer, m: mirror, gm: galvanometer mounted 
mirror, gr: grating, lsc: line scan camera.  

 

4.4. Wavelength calibration and system characterization 

A SD-OCT system is typically characterized by performance measures of axial 

resolution, imaging range and sensitivity drop-off (discussed previously in Chapter 1).  

Two images are formed from the DA-OCT spectrum by dividing the spectrum at the 

lowest point between the two Gaussians, as shown by the dotted line in Figure 4.4, and 

subsequently following the same processing steps for conventional OCT data to produce 
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an A-line from the spectral information (see Chapter 1).  System characteristics were 

therefore determined for each spectrum separately. 

 

Figure 4.4  Combined spectrum from DA-OCT setup.  Dotted line 
indicates position at which the two spectra are divided and 
processed into A-lines.  The 1430 nm source is shown on the left, 
1300 nm source on the right. 

  

Accurate wavelength assignment for each camera pixel is necessary to minimize 

the axial resolution of the system.  Wavelength calibration was achieved by imaging a 

single reflector to introduce a modulation onto the spectrum.  The modulation is a perfect 

cosine as a function of wavenumber, k (assuming no dispersion) [22].  Therefore, the 

phase of the modulation when represented as a function of k should be linear; any 

nonlinearity is due to improper wavelength assignment.  In order to achieve the proper 

wavelength assignment for each camera pixel, an initial estimate was made based on the 

grating equation and geometry of the setup and the error in phase linearity was iteratively 

calculated and corrected, as described by Mujat et al. [22].  The initial wavelength 
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estimate was generated for the entire spectrum and then divided to iteratively calibrate 

each source separately. 

 Upon calibration, the axial resolution was determined by imaging a mirror in the 

sample arm and calculating the FWHM of the reflection peak.  The 1430 nm system has 

an axial resolution of 23 μm and the 1300 nm system has a resolution of 12 μm.  Note, 

both systems have a lateral resolution of 20 μm, as this is determined by the focusing lens 

in the sample arm. 

 The imaging range of each system is slightly different due to the difference in 

center wavelength, bandwidth and total number of camera pixels each spectrum covers 

(see Eq. 1-11).   The 1430 nm source has a bandwidth of 45 nm and occupies 466 pixels 

of the total 1024 pixels.  The 1300 nm source has a bandwidth of 120 nm and covers the 

remaining 558 pixels.  The measured imaging range for the 1430 image was 2.11 mm and 

the 1300 nm was an imaging range of 1.71 mm. 

 All SD-OCT systems experience a loss of sensitivity with increasing depth due to 

finite pixel size and cross-talk between pixels (see section 1.2.2).   The amount of signal 

lost with depth depends on the wavelength spacing on the camera and quality of focus.  

The sensitivity fall-off was determined for each system by imaging a mirror in the sample 

arm at various depths in the imaging range.  The 1430 nm system had a loss of 

approximately an 8 dB over the range shown in Figure 4.5 while the 1300 nm system had 

a loss of about 13 dB (Figure 4.6). 
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Figure 4.5 Reflections off of a mirror positioned at various 
heights show the sensitivity fall off as a function of depth for 
the 1430 nm system in the DA-OCT setup. 

 

 

Figure 4.6 Reflections off of a mirror positioned at various 
heights show the sensitivity fall off as a function of depth for 
the 1300 nm system in the DA-OCT setup. 
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4.5. Image processing of DA-OCT data 

Retrieving information about the location and amount of water in a sample relies on the 

fact that the scattering coefficient at the two chosen wavelengths is very similar, while 

the absorption coefficients are very different.  Therefore, by measuring the attenuation 

coefficient in the sample at each wavelength and then calculating the difference, the 

differential absorption coefficient can be determined.  The attenuation coefficient image 

was calculated for the 1300  nm image and the 1430 nm image using a recently proposed 

method for determining the depth-resolved attenuation coefficient from OCT intensity 

information [61], as described in Chapter 2.  A separate correction was applied to the 

intensity in the 1300 nm image and 1430 nm image to remove the contribution of the 

sensitivity drop off to the measured attenuation.  The differential absorption image was 

then calculated by subtracting the 1300 nm attenuation image from the 1430 nm image.  

Since the images were different sizes in depth (both in pixel number and in pixel size), 

interpolation was used to determine the 1430 nm intensity values at the same points in 

depth as is represented by each depth point in the 1300 nm image, before the images were 

subtracted. 

4.6. Preliminary data 

4.6.1. Dehydration of ex vivo tissue 

As a preliminary experiment, a small piece of raw chicken was imaged over time as the 

sample dehydrated.  The sample remained in the same position under the sample arm for 
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the duration of the experiment.  The average differential absorption coefficient was 

calculated in a 3 x 3 x 1 mm volume of tissue.  Example OCT intensity images and the 

differential absorption image is shown in Figure 4.7 

 

Figure 4.7 OCT imageing of raw chicken sample.  (A) 1300 nm 
intensity image, (B) 1430 nm intensity image and (C) 
differential absorption image.  Scale bar = 0.5mm 
 

The average attenuation coefficient measured for λo = 1300 nm and λo = 1430  nm is 

shown in Figure 4.8A.  The average value of μ1430 was higher than μ1300, as expected due 

higher absorption at λo = 1430  nm. As the sample dehydrated over 45 minutes, the 

average value of both μ1430 and μ1300 exhibited dynamic changes.  The attenuation at 

1430 nm began decreasing rapidly at the start of the experiment while the attenuation of 

1300  nm light initially remained stable (Figure 4.8A).  The results suggest that initially 
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when water was leaving the sample, the absorption was largely affected.  However, once 

enough water left the sample, the sample began to contract, which increased the density 

of scatterers and caused the scattering coefficient to increase.  The increase in scattering 

is more obvious in the μ1300 plot compared to the μ1430 graph since the attenuation at 

1430 nm is influenced by both increased scattering and decreased absorption due to the 

decrease in water content.  The average differential absorption coefficient (calculated 

from differential attenuation image) is shown in Figure 4.8B.  The differential absorption 

coefficient steadily decreases for approximately 35 minutes.  These results demonstrate 

that the differential absorption coefficient is able to detect changes in water content 

continuously over time, which is not evident from either attenuation plot alone in Figure 

4.8A and demonstrate the increased sensitivity to water content afforded by DA-OCT. 

 

Figure 4.8 (A) Average attenuation coefficient in raw chicken sample over time, measured at 
λo = 1300  nm and λo = 1430  nm. (B) Average differential absorption coefficient versus time. 
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4.7. Conclusion and future directions 

In summary, the work presented in this chapter describes the design and implementation 

of a DA-OCT system aimed at measuring the amount of water in a biological sample by 

using two light sources, centered at 1300 nm and 1430 nm, to simultaneously image a 

sample.  The resolution, imaging range and sensitivity fall-off were characterized for 

each light source and algorithms were developed to process the differential absorption 

image from the depth-resolved attenuation measurements at 1300 nm and 1430 nm.  The 

differential absorption image represents the difference in attenuation of each light source 

on a pixel-by-pixel basis, which allows for spatial variation in water content to be 

analyzed.  Preliminary results demonstrated that the differential absorption coefficient 

provides an increase in sensitivity to water content that was not available using data from 

a single light source.  Future work can be done to characterize the sensitivity of the DA-

OCT system to changes in water content by quantifying the change in the differential 

absorption signal and comparing it to known changes in water content.  For example, 

changes in BWC can be precisely quantified using specific gravity techniques of local 

tissue biopsy samples [83].  The results of these measurements can be compared to the 

differential absorption coefficient in the same region at various stages of edema 

development to establish the relationship between water content and differential 

absorption coefficient.  Once the sensitivity of the DA-OCT system has been 

characterized, focal cerebral edema models of TBI, stroke and tumor can be explored. 
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Chapter 5. Conclusions and future directions 

In summary, the work presented in this dissertation describes the use of OCT for 

detection of cerebral edema in vivo.  Cerebral edema occurs when excess water 

accumulates in the brain.  This can occur due to a number of conditions including TBI, 

infection and stroke, and often contributes to the formation of secondary injuries and 

increased morbidity and mortality.  Intracranial pressure (ICP) monitoring is most 

commonly employed for cerebral edema monitoring.  However, this method only 

provides a global measure of brain swelling within the cranium and is not able to detect 

edema when it is first developing.  Early, precise detection of brain swelling would be 

highly advantageous both clinically for guiding prognosis and treatment decisions, as 

well as in a research setting for studying edema formation and progression in a variety of 

animal models and evaluating the effect of potential treatments. 

In Chapter 2, results were presented from a water intoxication mouse model of 

cerebral edema.  The depth-resolved attenuation coefficient was calculated at every pixel 

in the OCT image and was used to measure how the optical properties of the cerebral 

cortex changed during edema progression.  The results showed a continual decrease in 

optical attenuation in the cerebral cortex with increased brain swelling.  Additionally, 

DOCT data confirmed severe brain swelling by detecting vasculature compression.  The 

decrease in optical attenuation became statistically different from baseline within seven 

minutes of giving the IP injection.  In the same mouse model, ICP was not able to detect 

edema until 20 minutes after injection [53].  Optical detection is clearly advantageous for 
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early detection as the measured optical signal is directly related to the tissue composition 

unlike ICP which is nonlinear related to bulk brain volume. 

A more clinically relevant, focal edema model was explored in Chapter 3, using a 

CCI mouse model of mTBI.  Volume renders of OCT data provided visual confirmation 

of mTBI, which is typically difficult to see with current clinical imaging techniques.   

The average attenuation coefficient in the cortex was calculated to quantify the changes 

in the optical properties of the tissue.  The results demonstrated a biphasic change 

occurring after injury with an initial attenuation increase followed by a decreasing trend 

20-30 minutes later.  Two groups were compared that had differing amounts of bleeding 

following injury.  The group that experienced less bleeding had a smaller initial increase 

compared to the second group, suggesting that this increase was due to increased 

presence of blood in the tissue.  The decreasing trend observed a half hour after injury 

was reminiscent of the trend observed in the global edema model.  Histological staining 

confirmed loss of blood brain barrier (BBB) integrity in both groups.  Hence the 

decreasing trend was likely caused by vasogenic edema formation. 

Chapter 4 discussed OCT system modifications designed to increase the 

sensitivity of our OCT signal to water content.  A DA-OCT setup was implemented by 

incorporating a second light source centered at 1430 nm into our existing 1300 nm SD-

OCT setup.  The spectrometer was modified to include a second grating/lens combination 

that focused the entire DA-OCT spectrum onto a single camera in the existing setup.  

During post-processing, the DA-OCT spectrum was divided to separate the data by light 

source and then an intensity image was formed for each wavelength band.  An 
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attenuation image was then calculated from data for each wavelength band and the 

difference between these two images resulted in the differential absorption image that is 

sensitive to changes in water content.  Preliminary results of dehydrated ex vivo tissue 

demonstrated that the DA-OCT signal detected changes in water content over a longer 

period of time than was evident from data processed from either light source alone.   The 

increase in sensitivity to water content should be further explored in both global and focal 

cerebral edema models to more fully characterize cerebral edema progression. 

Overall, the results of these studies demonstrate that OCT is sensitivity to optical 

changes caused by cytotoxic and vasogenic edema formation in vivo.  The global model 

of edema presented in Chapter 2 was a pure cytotoxic edema model.  Histological 

analysis in the TBI experiments in Chapter 3 confirmed vasogenic edema formation.  

However, edema formation following TBI typically has components of both vasogenic 

and cytotoxic edema.  Future studies could investigate differences between the optical 

changes caused by cytotoxic and vasogenic edema by comparing the water intoxication 

studies to in vivo cortical freeze injury, which is a purely vasogenic edema model.  The 

scattering and absorption from each type of edema could be measured using DA-OCT 

and compared to local tissue biopsy measurements of water content and histological 

analysis.  The ability to differentiate the two types of brain swelling would be useful both 

clinically and also for studying the effects of various treatments on each type of edema, 

which could further the understanding of time dynamics and interplay between vasogenic 

and cytotoxic edema as well as the role of Aquaporin 4 (AQP4) channels in its 

development. 



74 

 

Additionally, more experiments can be conducted to further investigate the 

sensitivity of OCT to mTBI.  Local tissue biopsy could be taken at various distances 

away from the impact site to measure the water content using specific gravity and 

compare the change in water content to the variation in the differential absorption signal.  

Comparison of OCT and DA-OCT images to MRI in the same animals would also be 

useful to establish the difference in sensitivity of the two techniques.  Different injury 

models, such as fluid percussion (a diffuse injury model), could also be explored. 

Utilizing polarization-sensitive OCT (PS-OCT) may also provide a different 

mode of contrast with which to detect mTBI.  We have conducted preliminary 

experiments to analyze the change in birefringence of the cerebral cortex following mild 

CCI (see Appendix).  The myelin that surrounds axons is known to exhibit birefringence.  

Therefore damage to the myelin following injury could decrease the measured 

birefringence.  To date, we have observed some instances of small decreases in 

birefringence following mild CCI.  However, further work can be done to determine the 

sensitivity of PS-OCT to myelin damage as well as improve the OCT post-processing to 

remove polarization mode dispersion artifact that could be reducing the sensitivity of the 

OCT signal to small changes in an already small birefringence measurement in the 

cerebral cortex. 

In summary, the results presented here demonstrate the ability of OCT to detect 

small variations in the optical scattering and absorption properties of edematous brain 

tissue, including changes caused by both cytotoxic and vasogenic edema.  These findings 

highlight the potential of OCT for in vivo cerebral edema detection as well as the 
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advantage of using optical measurements for early detection of brain swelling.  Further 

work discussed above can help to characterize the sensitivity of OCT for edema detection 

and move OCT forward in the field of neuroscience research and applications. 
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 Appendix:  Contributions to other OCT projects 

In addition to developing OCT as a tool for cerebral edema detection, I explored other 

applications of OCT that utilized the polarization properties of samples to detect 

structural properties and changes not discernible from other OCT modes of contrast, such 

as intensity-based imaging.  PS-OCT is a functional extension of OCT that measures the 

birefringence of sample.  Birefringence is an optical property of a material that occurs 

when the refractive index of a material is dependent on the polarization state of light.  

During PS-OCT image acquisition the sample is probed with two orthogonal polarization 

states and the accumulated phase retardation between the two states is calculated as a 

function of depth and used to quantify the birefringence of a sample.  PS-OCT images 

display the depth-resolved phase retardation on a grayscale colormap map ranging from 

black, representing a 0⁰ phase retardation, to white, indicating a 180⁰ phase retardation.  

Highly birefringent material will, therefore, appear with multiple bands of black-to-white 

transitions while a sample with low birefringence appears as a slow black-to-gray 

transition over the depth of the sample.  A schematic of the PS-OCT system used during 

the experiments described below is shown in Figure 1.  Biological samples with highly 

organized microstructure typically exhibit some degree of birefringence.  The work 

described this section explored the use of PS-OCT for (A) detecting changes in axonal 

myelin following mTBI in a mouse model, (B) measuring nerve injury and subsequent 

recovery in the peripheral nervous system (PNS) and (C) assessing wound healing in skin 

following a burn injury. 
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Figure 1.  Schematic of PS-OCT system centered at 1300nm. SLD = super-
luminescent diode, pbs: polarization beam splitter, pm: polarization modulator, 
pc: polarization controller, ndf: neutral density filter, pl: polarizer, gm: 
galvanometer mounted mirrors, lsc: line scan camera, GPU: graphics processing 
units [58]. 

 

A Assessing structural damage following mTBI with PS-OCT 

TBI causes structural damage to the brain including axonal injury triggered by the direct 

force applied to the cranium during impact as well as secondary injuries that develop in 

the following hours and days.  Axons typically grow in very organized directions and are 

surrounded by a myelin sheath.  Both of these factors contribute to a measureable 

birefringence signal from in vivo brain tissue.  Therefore, we hypothesize that the 

measured birefringence following axonal injury should reflect these structural changes. 

Preliminary experiments of an mTBI model were conducted using the CCI 

protocol and imaging parameters described in section 3.2.1.  The mouse was prepared 

with a bilateral craniectomy and imaged with PS-OCT for thirty minutes of baseline 

recording.  CCI was then applied and imaging continued for 1.5 hrs post injury.  After 

imaging was complete, brains were dissected and prepared for immunohistochemistry as 
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described previously in section 3.2.3.  In this case, sagittal sections were cut and stained 

for myelin basic protein (MBP) to assess myelin damage. 

The PS-OCT data were analyzed for changes in accumulated phase retardation 

following injury in the cerebral cortex.  The cerebral cortex exhibited a small but 

measurable birefringence signal (Figure A.2).  In one case, a measurable decrease in the 

phase retardation was observed following injury (Figure A.2C).  The decrease directly at 

the impact site was slightly more severe compared to a pericontusional site farther from 

the direct injury.  Histological analysis confirmed a loss of myelin in the impacted cortex 

when compared to a control (Figure A.3). 

 

 
Figure A.2 (A) OCT intensity image of in vivo mouse brain following impact and (B) corresponding 
accumulated phase retardation image.  (C) Accumulated phase retardation plots showing the average 
phase retardation as a function of depth before injury and after injury at both the impact site and 
pericontusional site at the locations shown in (A).  Scale bar = 0.5 mm 
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Figure A.3 (A) Myelin basic protein staining in control 
and (B) following CCI in cerebral cortex, which shows 
a decrease in myelin compared to the control. 
 
 
 

These results demonstrate that OCT has the ability to detect loss of myelin in vivo 

in the cerebral cortex following TBI.  However, it should be noted that a decrease in 

birefringence was not always observed following CCI.  Possible explanations for this 

could be that the current PS-OCT data processing is not sensitive enough to small 

changes in myelin.  Each CCI will be slightly different and the myelin damage may not 

have been severe enough to always be detected.  The PS-OCT post processing can be 

improved by utilizing a recently published technique to suppress polarization mode 

dispersion [84], which could be reducing the precision of our measurement and masking 

subtle changes in phase retardation. Histological analysis on multiple brain samples 

would need to be done in conjunction with OCT imaging to systematically compare 

myelin loss and changes in phase retardation. 

B Quantitative assessment of peripheral nerve myelination with PS-

OCT 

A separate project utilized PS-OCT to assess nerve damage and recovery following injury 

in the PNS.  Depending upon the degree of nerve injury, surgical intervention may be 
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necessary to repair nerve function.  Currently never integrity is most commonly assessed 

by electrical analysis, which does not provide quantitative information regarding function 

or myelination.  The myelin sheath surrounding the axon normally exhibits birefringence.  

Therefore, in this study we examined the use of PS-OCT to quantitatively assess the 

myelination changes after nerve injury.  The details of this longitudinal study were 

published in the Journal of Biomedical Optics [85] and are summarized below. 

A nerve crush injury was applied to the sciatic nerve in a rat model by 

anesthetizing the animals and exposing the right sciatic nerve via a dorso-lateral muscle 

splitting incision and then applying a standardized demyelinating crush injury [86].  The 

site was marked with a single suture to later identify the location of injury for imaging.  

PS-OCT imaging was performed using a SD-OCT system centered at 1300 nm at the 

injury site at weeks one, two, three and four following injury by surgically exposing the 

nerve.  A 5 mm x 5 mm area across the crush site was imaged.  The uninjured nerve from 

the contralateral side was also imaged as a control.  Walking track analysis was 

performed at the same time points to assess the degree of injury and subsequent recovery 

and was quantified by calculating the sciatic function index (SFI) [87].  Animals were 

divided into four groups (n = 8).  At each time point, one group was sacrificed and 

samples of the injured and contralateral uninjured nerves were harvested for 

histomorphometric analysis of axon diameter and myelin thickness. 

Representative OCT data from a control is shown in Figure B.1.  Figure B.1A  

and Figure B.1B are the OCT intensity image and corresponding cumulative phase 

retardation image, showing the position of the nerve and the muscle surrounding it.  The 
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average depth-resolved phase retardation plot and linear fit is shown in Figure B.1 C.  

The corresponding histological section is represented in Figure B.1 D, where the dark 

myelin sheaths surrounding the axons are evident.  For comparison, the same data from a 

representative nerve, one week post injury is shown in Figure B.2. 

 

Figure B.1.  Normal sciatic nerve: (A) OCT intensity and (B) PS-OCT phase retardation image of 
nerve and surrounding muscle, (C) plot of average phase retardation as a function of depth (slope of 
linear fit: 0.4328⁰/μm) and (D) corresponding histology at 400x. 
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Figure B.2.  Sciatic nerve 7 days post-injury: (A) OCT intensity and (B) PS-OCT phase 
retardation image of nerve and surrounding muscle, (C) plot of average phase retardation as a 
function of depth (slope of linear fit: 0.0872⁰/μm ) and (D) corresponding histology at 400x. 
 
 
Comparison of the PS-OCT slope, which is proportional to the birefringence, to the 

SFI demonstrate that SFI increased as a function of PS-OCT slope.  Although SFI is not 

specific to myelination, these data show that the nerve crush injury resulted in functional 

loss and subsequent recovery of the nerve and that PS-OCT slope followed the same 

increasing trend.  The relationship between PS-OCT slope and myelin thickness 

determined from histomorphometric analysis showed a similar increasing trend with the 

exception of week 1.  The histology revealed that myelin degeneration occurs through 

week 2, at which point the myelin thickness reached its smallest value.  In contrast, the 

PS-OCT slope was smallest during week 1, suggesting that degenerating myelin does not 

contribute to the measured birefringence and thus PS-OCT slope can be used to provide a 

more accurate measure of viable myelin thickness and integrity during early time points. 
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Figure B. 3  SFI versus PS-OCT slope.  Both SFI and PS-OCT increase 
with time post-injury 
 

 

Figure B. 4 Myelin thickness versus PS-OCT slope.  Myelin 
degeneration occurred through week 2, followed by myelin 
regeneration. 

 

The results of this study demonstrated a loss of nerve function following crush 

injury and the subsequent recovery of function in the following weeks.  The non-contact 

optical measurement of neural myelination, quantified by PS-OCT slope, followed a 
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similar increasing trend, demonstrating the use of PS-OCT for assessment of axonal 

myelination and neuron function.  OCT can provide an in vivo, non destructive measure 

of axonal myelination which shows great promise for its continued used both clinically 

and experimentally in the field of neuroscience. 

C Measuring wound healing with PS-OCT 

Collagen is a structural protein commonly found in fibrous tissues including skin, 

tendons and cartilage.  It exists in elongated fibers which are highly aligned and 

organized, causing these structures to exhibit form birefringence.  When a burn occurs on 

the skin, a complex healing process is set in motion during which the damaged collagen 

undergoes degradation and new collagen is subsequently deposited.  In this study, we 

investigated the use of PS-OCT to quantify the rate of burn wound healing following a 

treatment with an alginate sponge dressing (ASD) containing insulin encapsulated in 

PLGA microparticles.  In a previous study, this treatment was shown to cause increased 

collagen deposition and maturation that exhibited a more organized, basket wave form 

compared to control. 

 A partial thickness burn wound was made on the dorsum of anesthetized rats 

using a brass cylinder (1.5 cm diameter) heated in a 80⁰C water bath for 2 minutes and 

pressed against the skin for 6 seconds.  Following the burn, animals were positioned in 

the sample arm of our PS-OCT system.  Three regions, each covering a 3 mm x 3 mm 

area inside the boundary of the original burned area, were imaged.  The first area covered 

the center of the burn.  The second was directly next to the center, covering a “middle” 
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region and the third neighbored the middle region and extended to the edge of the burn.  

Normal, unburned skin approximately 2-3 cm away from burn site was also imaged as 

control.  The same locations were repeatedly imaged on days 1, 3, 6, 9, 12, 15 and 18.  

Following imaging on day 0, wounds were dressed with either the insulin treatment or a 

saline control treatment (n = 8 for each group).  Dressings were changed every three 

days.  All procedures and protocols were approved by the University of California 

Riverside Institutional Animal Care and Use Committee. 

 The mean accumulated phase retardation was determined as a function of depth 

from each imaging region in each rat by calculating the average of 20 measurements, 

each made up of 500 A-lines, throughout the PS-OCT imaging volume.  The data was 

then fit to a line.  The slope of this line was used to quantify the rate of healing, as this 

value is proportional to the birefringence of the sample.  The results are shown in Figure 

C. 1.  
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Figure C. 1 PS-OCT slope as a function of time for insulin treated group and control group at 
various imaging sites. 

 

 The overall trend in all of the imaged areas showed an initial decrease in PS-OCT 

slope, due to collagen degradation, followed by an increase as the wounds heal.  The edge 

regions healed first, followed by the middle.  It should be noted that by day 6, the wounds 

formed thick scabs that did not contain any measureable SNR in the OCT image.  

Therefore, the center regions were excluded from later time points.  Small differences 

were observed between the two treatment groups.  While both groups demonstrated 

collagen degradation between day 0-3, by day 3 both the middle and center region for the 

insulin group had lower average slopes compared to control, indicating quicker 

degradation of collagen and/or better clearance of collagen.   

These preliminary results demonstrate that PS-OCT is capable of detecting the 

time course of collagen degradation and reformation following a burn injury and suggest 
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that PS-OCT could be used as a tool for measuring the rate of wound healing in vivo. 

Comparison of these results to histological analysis of the collagen structure and network 

at each time point could help to further interpret these results and is currently being 

investigated.  Similarly, the use of DA-OCT for detection of edema following the burn 

could be beneficial for understanding how the insulin treatment effects edema formation 

and progression. 
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