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We explore mechanisms behind social media by leveraging diverse datasets to examine the inter-
section between users and language. Our exploration centers on understanding how demographics
influence online behaviors, particularly in the context of high-engagement socio-political discourse
(such as conversations surrounding #BlackLivesMatter) and the dissemination of misinformation
related to COVID-19 on micro-blogging platforms. We aim to contribute insights for actionable
strategies for promoting informed dialogue and combating misinformation, understand the com-
plexities of online discourse, and shed light on the ways in which social identity shapes individuals’
perceptions and participation in the digital realm.
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Chapter 1
Overview

An overwhelming amount of conversations occur online. In fact, it is believed that most
conversations take place online. The digital landscape has thus emerged as a dominant arena for
human interaction, with a vast repository of data ripe for analysis (Kwak et al., 2010; Java et al.,
2007; Bakshy et al., 2011). Online conversations provide invaluable insights into the dynamics of
social interaction, offering researchers a window into the intricacies of human behavior in virtual
spaces.

Our demographics not only make us unique, but affect our behaviors in surprising ways.
The influence of demographics on our perceptions and behaviors is profound, extending beyond
thoughts and opinions to shaping our active interactions with the world. Factors such as age,
ethnicity, and socioeconomic status possess a surprising amount of influence over our behaviors.
Studies have linked differential behaviors to differences in political affiliations (Young et al.,
2019), consumer habits (Burkolter & Kluge, 2011), sustainability actions (Ajibade & Boateng,
2021), and even social media usage (Pan et al., 2017).

We are constantly signaling who we are, both in online forums and in real life, both inten-
tionally and unintentionally. Whether through our attire or our linguistic style, we continuously
broadcast signals that reflect our individuality and social affiliations. It is widely acknowledged
by social scientists that an important function of public communication is to signal one’s real or
potential membership in some categorizable subset of individuals (Goffman, 1978; Loury, 1994;
Donath, 1999; Berger & Heath, 2008; Smaldino, 2019). Identity signaling serves numerous social
functions, such as indicating one’s commitment to particular groups (Frank, 1988; Iannaccone,
1992; Sosis & Alcorta, 2003) and facilitating cooperative assortment for activities requiring coop-
eration or coordination (Smaldino, 2019; Barth, 1969; Nettle & Dunbar, 1997; McElreath, Boyd,
& Richerson, 2003). Assortative signaling can be overt, so that information is widely received by
diverse audiences, or covert, where information is encrypted so that only audiences “in the know"
reliably perceive the identity-related content (Smaldino, Flamson, & McElreath, 2018; Smaldino
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& Turner, 2021). Covert signals can be beneficial for the transmitter because they allow for indi-
viduals to strategically alter the clarity of their messages, imbuing them with cryptic or indirect
meanings when they are likely to be viewed by hostile audiences (van der Does et al., 2022).
Despite its use in facilitating cooperation between similar individuals, however, strategic identity
signaling is not always aligned with societal good. For example, white supremacists have likely
used covert signals on online social networks such as Twitter to coordinate with others while
avoiding widespread detection (Bhat & Klein, 2020).

Unfortunately, not all content that is created online is positive. The internet has his-
torically served as a hotbed for heated debate, sparking arguments and violent speech. In fact,
individuals tend to be more willing to express controversial opinions online (Voggeser, Singh, &
Göritz, 2018; Zimmerman & Ybarra, 2016). This is thought to be due to the inevitable distanc-
ing being online provides, coupled with the dehumanization of victims as a result (Whittaker
& Kowalski, 2015). Further, anonymity afforded by online platforms emboldens hateful social
media users to be more brazen and disseminate vitriolic rhetoric (Mondal et al., 2018).

Among the negative discourse spread on social media is misinformation, a phenomenon
with far-reaching consequences. It has been found that misinformation spreads faster than true
information (Del Vicario et al., 2016; Vosoughi, Roy, & Aral, 2018). Those spreading misin-
formation maliciously tend to draw and the novelty, shock, and emotion of misinformation to
increase its potency and spread. Other sources suggest that some types of misinformation tends
to appear lexically less complex than other types of information online (Carrasco-Farré, 2022;
Charquero-Ballester et al., 2021), such as true information, making messages easier to digest,
and thus spread, to lay audiences.

This thesis documents work I have done to understand the intersection of language and
users on social media, seeking to identify the fundamental mechanisms driving online discourse.
The work I have engaged in is characterized by a high degree of collaboration and interdisciplinar-
ity, often intersecting with various branches of the social sciences. This collaborative approach
has been instrumental in enriching the research process, as it brings together a diverse range of
perspectives and expertise from multiple disciplines. The integration of these varied viewpoints
has significantly enhanced the depth and quality of our findings.

I specialize in working with diverse types of data, including social media, network,
text, and survey data. My work included not only data analysis, but additionally the mining,
curation, and merging of such data for analysis. This includes the creation of surveys and
querying of Application Programming Interfaces (APIs). By handling such a wide array of data
types, I am able to develop a comprehensive and nuanced understanding of the online world. This
multifaceted approach allows me to explore and interpret the complexities of digital interactions
and behaviors from multiple angles, ultimately leading to more robust and insightful conclusions.

In summary, my research projects collectively explore the overarching question:

How does social identity shape individuals’ perceptions and participation
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online?

The remainder of this thesis is organized as follows: In Chapter 2, I will report work
done on understanding misinformation spread on social media, specifically highlighting how de-
mographics influence spread and how networks created from misinformation are characterized.
In Chapter 3, I will report work done study viral socio-political movements. This work includes
comparing differing discourse on microblogging platforms, examining how the use of hashtags can
signal political identity, and how the volume of some discourse can affect the volume of another.
Finally, in Chapter 4, I will state concluding remarks and present avenues for future, related
research.



Chapter 2
Misinformation Surrounding COVID-19

2.1 Introduction

The COVID-19 pandemic, originating from the novel coronavirus SARS-CoV-2, has
been one of the most significant global health crises in recent history. Beginning in late 2019
in the city of Wuhan, China, the virus quickly spread across borders, transcending geographical
boundaries and impacting virtually every corner of the globe. The rapid transmission of the
virus led to an unprecedented international response, with governments implementing various
measures to curb its spread, including lockdowns, social distancing protocols, mask mandates,
and travel restrictions (Ciotti et al., 2020; Shi et al., 2020). The pandemic brought about immense
challenges, both in terms of public health and socio-economic impact. Furthermore, the economic
ramifications of the pandemic were profound, with businesses shuttering, millions losing their jobs,
and global supply chains disrupted (Béland, Brodeur, & Wright, 2023; Akbulaev, Mammadov, &
Aliyev, 2020). Vaccination campaigns were launched worldwide, aiming to achieve herd immunity
and bring an end to the pandemic; however, challenges such as vaccine hesitancy, inequitable
distribution, and the emergence of new variants continued to pose obstacles to achieving this goal
(Ki, 2021; Anderson et al., 2020; Dong, He, & Deng, 2021). The COVID-19 pandemic highlighted
the critical role of science, healthcare infrastructure, and public health measures in mitigating
the impact of infectious diseases. As communities continue to navigate the uncertainties posed
by the pandemic, the lessons learned from this crisis will undoubtedly shape future preparedness
efforts and response strategies to safeguard public health on a global scale.

The virus’s impact was disproportionately severe on marginalized communities, includ-
ing racial and ethnic minorities, low-income families, and those with pre-existing health conditions
(Gauthier et al., 2021; Navarro & Hernandez, 2022; Bowleg, 2020; Strassle et al., 2022), starkly
exacerbating existing disparities across various dimensions such as income, healthcare access,
education, and employment. Structural inequities meant that these groups were more likely to
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be frontline workers, less able to work from home, and often resided in densely populated areas
with limited access to healthcare. Consequently, they faced higher rates of infection and mor-
tality, underscoring the critical intersections between health, socio-economic status, and racial
inequality (Guasti, 2020; Reid, Ronda-Perez, & Schenker, 2021). The shift to remote work, while
a viable solution for many white-collar professionals, was not feasible for numerous workers in
service industries, manufacturing, and other sectors requiring physical presence. This dichotomy
led to significant economic hardships for those unable to transition to remote work, resulting
in job losses, reduced incomes, and financial instability (Gaitens et al., 2021). The pandemic
thus exposed and intensified the economic vulnerabilities of already disadvantaged populations,
highlighting the urgent need for systemic changes to address these deep-rooted inequities.

In parallel, the pandemic also catalyzed a disturbing rise in anti-Asian hate and xeno-
phobia. With the origin of the virus traced to Wuhan, China, Asian communities worldwide
became scapegoats, facing increased incidents of verbal abuse, physical assaults, and discrimi-
nation (Lantz & Wenger, 2023; Tessler, Choi, & Kao, 2020). Misguided rhetoric from political
leaders and misinformation on social media platforms further fueled xenophobic sentiments, lead-
ing to a surge in hate crimes against Asian individuals (J. Y. Kim & Kesari, 2021). This wave
of hostility not only endangered the physical safety and mental well-being of Asian communities
but also reflected long-standing racial prejudices and the scapegoating of minority groups during
times of crisis (Gover, Harper, & Langton, 2020). The pandemic, while devastating, offers a crit-
ical opportunity to confront and rectify the deep-seated inequalities and prejudices that continue
to undermine social cohesion and justice.

The pandemic underscored the interconnectedness of the modern world (Mazzocchi,
2021). The utilization of social media platforms experienced a significant surge, attributed largely
to the widespread imposition of lockdowns and social distancing measures. With traditional forms
of social interaction and entertainment severely restricted, individuals increasingly turned to
digital means of communication and engagement. Consequently, social media became a primary
avenue for maintaining social connections, consuming news, and alleviating the pervasive sense of
isolation, leading to unprecedented levels of online activity and user engagement (Aggarwal et al.,
2022). Naturally, social media platforms provide fertile ground for the spread of misinformation
due to their vast reach and the ease with which content can be shared. The phenomenon of
misinformation and its defining characteristics have been particularly pronounced the context of
the COVID-19 pandemic (Evanega et al., 2020; Cuan-Baltazar et al., 2020).

Social media platforms faced a significant challenge in moderating the widespread misin-
formation that proliferated online. Misinformation spreads on social media platforms like wildfire,
often fueled by the rapid dissemination of information without proper fact-checking or vetting
(Muhammed T & Mathew, 2022; Aımeur, Amri, & Brassard, 2023). One of the key drivers of
misinformation about COVID-19 is the lack of centralized control over the content shared on
social media platforms (Nsoesie et al., 2020). Platforms have taken steps to combat misinforma-
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tion (Morrow et al., 2022), such as labeling disputed content, advanced algorithms to detect and
flag false information, and implementation of stricter community guidelines to penalize repeat of-
fenders. However, the sheer volume of information makes it difficult to moderate misinformation
effectively. Moreover, the viral nature of social media means that false information can quickly
gain traction and reach a wide audience before it can be debunked (Giansiracusa & Giansiracusa,
2021). This dynamic underscored the critical balance between maintaining open communication
channels and ensuring public health and safety during a global crisis (Kozyreva et al., 2023).

2.2 Factors Predicting Willingness to Share COVID-19

Misinformation

Collaborators: Emilio Lobato, Prof. Lace Padilla, & Prof. Colin Holbrook

2.2.1 Motivation

There are numerous reasons why individuals might choose to spread misinformation
(Balakrishnan et al., 2023). One significant factor is the exploitation of the uncertainty and fear
surrounding the pandemic for various purposes. Some individuals and groups leverage this at-
mosphere of anxiety and confusion to advance political agendas, manipulating public opinion to
gain power or discredit opponents (Ricard & Medeiros, 2020). Others see financial opportunities,
such as selling fake cures or driving traffic to websites laden with advertisements, thereby prof-
iting from the chaos (Pyzik et al., 2021; Papadogiannakis et al., 2023). Moreover, some people
spread misinformation deliberately to create confusion and distrust in established institutions,
aiming to undermine confidence in government agencies, health organizations (Diseases, 2020),
and the media (Radwan, 2022). Conversely, there are those who share misinformation not out of
malice but to seek verification or even to mock the absurdity of certain claims (Ahmed, Seguí,
et al., 2020; Ahmed, Vidal-Alaball, et al., 2020; Brennan et al., 2020). These individuals may
not intend to mislead but rather to question or highlight the ridiculous nature of some false
information. However, even this unintentional spread can contribute to the overall dissemination
of falsehoods. Additionally, a portion of the population genuinely believes in the misinforma-
tion they share. These individuals may be convinced of the accuracy of the false information
and spread it with the intention of informing and protecting others. Their actions, while not
malicious, still perpetuate false narratives and contribute to the problem. Regardless of the un-
derlying motivation, the spread of misinformation is undeniably harmful and the ramifications
of widespread misinformation are profound.

In the context of a pandemic, misinformation can lead to widespread public confusion
and fear, causing people to disregard expert advice and health guidelines (Lăzăroiu, Mihăilă,
& Branişte, 2021). This can result in lower vaccination rates (Pierri et al., 2022), the refusal
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of life-saving treatments, and the adoption of ineffective or dangerous remedies (Reihani et al.,
2021). The proliferation of false information can additionally overwhelm healthcare systems.
Many adopted alarming behaviors such as people drinking bleach and other harmful substances,
partly fueled by then-President Donald Trump’s comments suggesting that injecting disinfectants
might treat the virus (Yamey & Gonsalves, 2020). Despite immediate clarifications from medical
experts and health authorities debunking these claims, the misinformation spread rapidly across
social media and other platforms. As a result, poison control centers reported spikes in cases
of individuals ingesting bleach and other toxic substances, causing severe health complications
and even fatalities (Kuehn, 2020; Chary et al., 2021). Beyond health impacts, misinformation
can be weaponized to polarize communities, exacerbate divisions, and manipulate public opinion
(Jiang, Ren, Ferrara, et al., 2021). This environment fosters a culture of misinformation where
individuals become more isolated from differing perspectives and less capable of critical thinking.
Combating misinformation requires concerted efforts from individuals, communities, and insti-
tutions to promote media literacy, encourage critical thinking, and foster environments where
accurate information can thrive.

Misinformation differs from reliable information in more ways than just epistemic, al-
lowing researchers to make finer-grained distinctions between types of misinformation. Research
has found that conspiratorial misinformation differs along a number of dimensions from other
categories of misinformation. Misinformation about COVID-19 takes various forms, ranging
from conspiracy theories about the virus’s origins to false claims about potential cures or preven-
tion methods. The spread of COVID-19 conspiracies online is of particular importance because
research has found a positive relationship between trusting information on social media and ac-
cepting COVID-19 conspiracies, as well as a negative relationship between trusting social media
for COVID-19 information and health-protective behaviors (Allington et al., 2021; Bridgman
et al., 2020; van Mulukom, 2020).

2.2.2 Approach

Primary objectives for this research are to examine how individual difference variables
predict information sharing behaviors. The current work does not focus on the specific moti-
vations people may have for sharing misinformation, but rather the overall willingness to share
claims regarding the current COVID-19 pandemic that happens to be untrue or unverifiable
over social media. The goal of the present exploratory research is to begin characterizing the
socio-cognitive profile of individuals likely to spread misinformation online.

2.2.3 Data

We used fact-checking sites, such as Snopes.com and FactCheck.org, to create an ad
hoc measure of peoples’ willingness to share misinformation about COVID-19 over social me-
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dia. Eighteen actual claims, either verified to be untrue or unverifiable, that have been made
regarding COVID-19 were presented to participants. For each claim, participants used a slider
to indicate how likely they would be to share that claim over their social media accounts. The
slider bar ranged from scores of 0 to 100, with anchors of “Definitely not share,” “Less likely to
share,” “More likely to share,” and “Definitely share” located at the 0, 33, 66, and 100 marks,
respectively. We calculated mean scores for participants’ willingness to share misinformed claims
about COVID-19. The items selected for this scale were a priori categorized as claims regarding:
(a) severity and spread of COVID-19, (b) treatment and prevention of COVID-19, (c) COVID-19
conspiracy theories, and (d) miscellaneous incorrect or unverifiable claims. The categorization
scheme utilized in the current work was based on the categorization structure of claims from the
originating fact-checking sites 1.

2.2.4 Individual Differences

We explored whether different patterns of individual differences predict the inclination
to share different kinds of misinformation about a salient socio-cultural scientific topic (the global
COVID-19 pandemic). For the purposes of the present research, we limited our focus to individual
differences in propensity toward conspiracy ideation, attitudes toward science, and facets of
political ideology. Each of these individual differences has been previously found to relate either
to the endorsement of misinformation or to how people respond to health threats from pathogens.

Conspiracy theorists typically posit explanations for large-scale events that contradict
official or expert explanations (Goertzel, 1994). They tend to be distrustful of recognized legal
or scientific cultural authorities. This distrust of authority is so pervasive in conspiracy ideation
that people inclined to believe conspiracies will accept mutually exclusive conspiracy theories
more than the official account of a major socio-cultural event (Wood, Douglas, & Sutton, 2012).
Accordingly, we investigated the influence of individual differences in conspiracy ideation on
willingness to share misinformation. We measured participants’ disposition toward conspiracy
ideation with the Conspiracy Mentality Questionnaire (Bruder et al., 2013). Participants rated
their level of certainty about various statements on an 11-point Likert scale (0% – Certainly Not
to 100% – Certain).

Researchers have found that belief in conspiracies correlates with the rejection of science
and endorsement of pseudoscience (Lewandowsky, Gignac, & Oberauer, 2013; Lewandowsky,
Oberauer, & Gignac, 2013; E. Lobato et al., 2014; Van der Linden, 2015; E. J. Lobato &
Zimmerman, 2019) and to a general attitude toward science as lacking credibility. Therefore,
understanding who is likely to spread misinformation about a scientific topic requires assessing
attitudes about science in general. We measured participants’ general attitudes toward science

1The categorization scheme in this study was inspired by categorizations used on Snopes.com: “Origins and
Spread,” “Treatment and Prevention,” and “Conspiracy Theories.” We build on this by including a “Miscellaneous”
category which includes claims from diverse categories on the Snopes collection webpage, such as “Media and
Entertainment” or “Prophecies and Predictions.”
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with the Credibility of Science Scale (CoSS) (Hartman et al., 2017). This six-item measure asks
participants to respond on a 7-point Likert Scale (1 = Disagree Very Strongly; 7 = Agree Very
Strongly), scored such that higher scores represent less favorable views of science as credible.

We include both measures of social dominance orientation and traditionalism to ex-
plore their relative contributions to the spread of health-related misinformation in the midst
of a global pandemic, as the relationship between pathogen sensitivity and political views is
driven primarily by ideologies favoring hierarchical social stratification. We used the Social
Dominance Orientation short form (Pratto et al., 2013) to measure approval of social hierarchies.
Participants respond to this four-item measure by using a 7-point Likert scale (1 = Extremely
Oppose; 7 = Extremely Favor) to indicate how much they reject or support statements concern-
ing social hierarchies and egalitarianism. We used the six-item Traditionalism subscale from the
Authoritarian-Conservatism-Traditionalism scale (Duckitt et al., 2010) to measure participants’
valuation of traditional moral systems and lifestyles and resistance to modern challenges to such
traditional values and lifestyles. Participants responded on a 7-point Likert scale (1 = Strongly
Disagree; 7 = Strongly Agree) to measure this.

We used a modified version of the Political Issues Index (Dodd et al., 2012; Holbrook,
Lopez-Rodriguez, & Gomez, 2018) as a proxy for where participants generally fall on the liberal-
to-conservative political spectrum. This 20-item measure lists socio-political issues (e.g., “Same-
sex marriage,” “Reduce business regulations,” and “Right to abortion”), and participants indicate
whether they Agree, Disagree, or are Uncertain about the issue. The Political Issues Index is
scored from 1 to 1, reverse-scoring agreement with the traditionally liberal items, such that
lower values represent greater alignment with traditionally liberal policy positions, and higher
values represent greater alignment with traditionally conservative policy positions (“Uncertain”
responses are scored as zero).

2.2.5 Survey

We recruited 404 participants via Amazon’s Mechanical Turk. We removed data on
the basis of preregistered criteria: incomplete responses to the dependent measure or individual
difference measures, completing the study in less than 2 min, and failure to respond or nonsensical
response to an open-ended question asking them to describe the study. The final sample, after
exclusions, was 296 participants.

After providing informed consent, participants were presented with the following in-
structions:

We are interested in examining what types of things people share over social media.
Sometimes people share information because they think it is true and want others to
know it. Sometimes people share information even if they think it is false because
they would like to warn other people to not believe it if they hear it from somewhere
else. Sometimes people share information that they are not sure about as a way to
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see what their friends and family think. And sometimes people share information for
other reasons entirely.
In this task, you will be presented with a series of claims regarding the current
COVID-19 (aka SARS-CoV-2) pandemic that have been made and shared over both
traditional media outlets, such as TV news programs or newspapers, and over social
media outlets, such as Facebook or Twitter. You may have even encountered some of
these already.
For each claim, use the slider bar provided to rate how likely you think you would be
to share this over your own social media accounts.

After reading the instructions, participants completed the task. The 18 claims we used
as stimuli were presented in a randomized order. Participants were informed that these were real
claims that have been made on both traditional news media outlets and on social media platforms.
Following this task, participants filled out the individual difference measures in randomized order.
Finally, participants filled out a demographics form. Participants were debriefed as to the nature
of the study and informed that the claims they read regarding COVID-19 were not true. In
the debriefing, we provided links to fact-checking and health agency websites for participants,
to help provide participants with resources to keep up to date with COVID-19 information and
misinformation.

2.2.6 Result & Discussion

We assessed the relationship between individual difference measures and self-reported
willingness to share different kinds of COVID-19 misinformation over social media using a canon-
ical correlation, allowing for analysis of the relationship between sets of predictor and outcome
variables by creating synthetic variates representing linear combinations of the predictor variables
and linear combinations of the outcome variables. This analysis strategy is designed to generate
the highest correlation between the two variable sets (Tabachnick & Fidell, 2007).

The first model reveals that participants who are primarily more liberal (in terms of the
issues index) and less oriented toward social dominance were less inclined to share COVID-19
claims that were conspiratorial in nature. The second model produced by the canonical analysis
revealed that individuals high in Social Dominance Orientation and low in Traditionalism were
less inclined to share misinformation claims regarding the severity and spread of COVID-19,
but more inclined to share COVID-19 conspiracies and miscellaneous COVID-19 misinformation
claims.

Overall, our canonical model revealed two distinct profiles predicting two patterns of
willingness to share misinformation. The significant structure coefficients for both profiles hint
that the relationships between the selected individual difference variables and the subtypes of
COVID-19 misinformation studied here are more complicated than could be revealed by the use
of a general linear model approach. Although every individual difference selected for inclusion
in the present study was motivated by relevant prior literature, follow-up research is needed to
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Figure 2.1: Diagram of the two significant canonical models. Left: More alignment with liberal
policy positions and a low Social Dominance Orientation predict a low willingness to share con-
spiracy theories about COVID-19 on social media. Right: A high Social Dominance Orientation
and a low endorsement of traditionalism predict a low willingness to share misinformation on
social media related to the severity and spread of COVID-19, but a high willingness to share
conspiracies about COVID-19 and miscellaneous cultural misinformation about COVID-19.

validate the patterns of individual differences and misinformation-sharing inclinations reported
here.

2.3 Comparing Network Structures Across Different Kinds

of Viral COVID (Mis)Information

2.3.1 Motivation

While there are a variety of ways in which one could classify types of misinforma-
tion, relevant for the study, one which way is between conspiratorial misinformation and non-
conspiratorial misinformation. Conspiracy theories refer to wildly speculative explanations of
large-scale events that contradict official explanations and posit, without unambiguous support-
ing evidence, the existence of a malevolent and powerful group of actors as the causal force
behind said event or state of the world (Douglas et al., 2019). In the context of COVID-19, there
are a wide variety of conspiracy theory allegations, including but not limited to: allegations
that the pandemic itself is a hoax, claims that the virus is a genetically engineered bioweapon,
and claims about how the pandemic is being used as a tool by malevolent individuals and/or
groups to justify the taking away of civil liberties (van Mulukom et al., 2022). In contrast, much
COVID-19 misinformation falls under the category of all other false information claims that do
not explicitly or directly support any conspiracy theory. Much of this category involves false in-
formation about prospective treatments or preventative measures for COVID-19, and would likely
be categorized as “junk science” misinformation in a taxonomy like that used by Carrasco-Farré
(Carrasco-Farré, 2022), or as “cure, prevention, & treatment” misinformation by a taxonomy
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used by Charquero-Ballester and colleagues (Charquero-Ballester et al., 2021).
Just as different kinds of misinformation found online have been shown to have different

structural features, so too are there differences in how misinformation diffuses across online
networks and how people engage with misinformation. Prior to the COVID-19 pandemic, research
by Vosoughi and colleagues (Vosoughi, Roy, & Aral, 2018) found that false information on the
microblogging site formally known as Twitter diffused across larger networks than either true
and mixed information did and did so at a faster rate. In another study examining the network
structure of information and misinformation dissemination about the Zika virus on Twitter,
misinformation networks were more likely than real information networks to evince more user-
to-user dissemination and more involvement of users with disproportionately high influence as
measured by out-degree centrality (Safarnejad et al., 2020).

Additionally, research analyzing trends in Google and Instagram search terms found
that terms associated with COVID-19 conspiracies (e.g. about a link between COVID-19 and
5G technology or Bill Gates) were among the most searched for COVID-19 related terms on
those platforms, and that searches for terms associated with cures for COVID-19 spiked following
remarks by Donald Trump, then occupying the seat of the US President, about miracle cures
and injecting disinfectants as ways to combat COVID-19 (Rovetta & Bhagavathula, 2020).

2.3.2 Approach

It has been common for researchers examining COVID-19 information and misinforma-
tion on social media to collect and analyze large data sets of posts for analyzing the transmission
of misinformation across social media platforms. In contrast, our study focuses on a smaller
number of posts, from the microblogging website formally known as Twitter, that received at
least a moderately high amount of engagement. On this platform, and common to other mi-
croblogging sites such as BlueSky, Threads, and Mastodon, posts can be shared by other users
and the frequency with which posts are shared are a metric to assess the virality of the post.
From this smaller number of high engagement posts, we aimed to examine the associated follower
networks of users sharing the original post. This is an effort to look more in-depth for network
characteristics that could potentially be used to distinguish between networks engaging with
information, conspiracy theory networks, and other kinds of non-conspiratorial misinformation
networks. Being able to identify the nature of the misinformation being disseminated may aid
in developing content- or context-specific strategies for combating the spread of misinformation.

2.3.3 Data

We restricted our study to individual posts that had gained a high degree of attention
from users on the platform. For our purposes, we considered these posts to be those that had been
shared a large number of times. Thus, our study explores the follower network structure of viral
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information posts, conspiratorial misinformation posts, and non-conspiratorial misinformation
posts about COVID-19. Because these posts had each individually garnered high engagement,
but the content differs substantively, it is possible that there are markers of different kinds of
engagement or subcommunity structure in the follower/following networks of people who share
viral (mis)information post. For example, we might hypothesize larger but more tightly clustered
subcommunities engaging with COVID-19 conspiracies than with non-conspiratorial prevention
or treatment misinformation, given prior research has found a negative relationship between
accepting COVID-19 conspiracy theories and accepting alleged health protective information
(Allington et al., 2021; Bridgman et al., 2020; van Mulukom, 2020).

For this study, we scraped tweets from Twitter, back when it was still known as Twitter.
We selected tweets conveying either one of two different kinds of COVID-19 misinformation, con-
spiratorial and non-conspiratorial, or verified information. The content of the tweets selected for
this study is shown in the Supplemental Material. To add an extra layer of user protection, tweet
content is not provided verbatim, but in paraphrased form. Using Twitter’s search function, we
searched for tweets about the COVID-19 pandemic (using terms: COVID-19, COVID, COVID19,
coronavirus, or SARS-CoV-2) that had been retweeted 1,000 and 15,000 times. One author
[either MP or EJCL] initially evaluated each tweet to first determine if it was conveying misin-
formation. The subset of tweets that passed this initial screening were then discussed by all three
authors to determine if they could be cleanly categorized as conveying conspiratorial misinforma-
tion, non-conspiratorial misinformation, or verified information. The conspiracy misinformation
tweets promoted unverified or false theories about the origin of the SARS-CoV-2 virus (that it was
deliberately created in a laboratory, government sanctioned, created as a bioweapon, etc.) as well
as allegations that governments are misreporting COVID-19 deaths or data, and that COVID-19
cures exist that governments are hoarding. In contrast, the non-conspiratorial misinformation
tweets contained advice about how to cure or prevent the transmission of COVID-19 that is
unsupported by relevant medical research (homemade herbal recipes for cures, vitamin regimens,
etc.). The tweets conveying verified information were predominantly about reported case rates or
deaths associated with the then-novel coronavirus, but also included a tweet announcing a U.S.
Justice Department decision allowing employers to mandate vaccines for employees to return to
work.

As stated above, we limited our tweet selection to include only tweets with between
1,000 and 15,000 retweets. We selected the upper limit for computational feasibility, and to
allow a network structure to emerge while maintaining interpretability. We selected the lower
limit to ensure that there were a sufficient number of users to reveal meaningful network structure
and that the misinformation or information was diffusing throughout a sufficient amount of users.
The lower limit unfortunately has the side effect of drastically reducing the number of potential
tweets for inclusion in this study, as only a small fraction of tweets garner at least that level
of engagement. Previous works suggest that approximately 5% of tweets receive at least 1000
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retweets (Nesi et al., 2018). The manual selection process for inclusion in the study is due to
the specific focus in this study on comparing conspiratorial misinformation, non-conspiratorial
misinformation, and verified information. Many high engagement tweets about COVID-19 were
not conveying information per se. Instead, many high engagement tweets referencing COVID-19
were making jokes (e.g. a tweet expressing sadness at no longer being able to cancel plans due to
COVID and having to restart using their usual bag of lies), were drawing attention to other non-
COVID issues (e.g. a tweet expressing the dilemma facing U.S. high school teachers of opting to
have classroom doors open for ventilation or classroom doors closed to increase safety from school
shooters), or were issuing a warning (e.g. a tweet warning about a surge in cases following large
numbers of students going to typical Spring Break destinations). Only by manually searching
through the high engagement tweets fitting our inclusion criteria allowed us to determine whether
the content of the tweet is conveying conspiratorial or non-conspiratorial misinformation.

It is worth remarking here that several high engagement tweets conveying misinforma-
tion were not included in the analysis because the contents of such tweets did not allow them to
be cleanly categorized as conspiratorial or non-conspiratorial in nature, such as tweets regarding
the prospects of ivermectin or hydroxychloroquine as a viable treatment for COVID-19. Likewise,
we further excluded from consideration tweets that were about COVID vaccine safety or efficacy.
In the past few decades, the topic of vaccines generally has been one in which there are active
disinformation campaigns around, blending aspects of science denial, pseudoscience promotion,
and conspiracy narratives (Mabrey, 2021). By limiting our study to tweets in this way, we hoped
to limit the confounding nature of vaccine misinformation that, absent certain extra context (e.g.
the source of the misinformation), would make it difficult to confidently code any misinformation
as conspiratorial or non-conspiratorial.

Table 2.1: Table of retweet network statistics (note that edge numbers reflect the directed graphs).

Metric Non-Conspiratorial Conspiratorial Verified Information

Minimum Node Count 1515 1787 2297
Maximum Node Count 3117 9049 14652
Average Node Count 2415.7 (475.57) 3892.8 (1945.0) 6237.63 (4049.62) )
Minimum Edge Count 2673 6576 16492
Maximum Edge Count 36147 282564 258449
Average Edge Count 18445.2 (10964.5) 62833.2 (75963.5) 97727.1 (77734.66)

To obtain retweets we applied, and were approved, for the Academic Twitter API. Using
an interface called Postman, we scraped retweets (not including quote tweets) by including the
body of the tweet with the is:retweet flag or the retweets_of_tweet_id flag. We then iterated
through each page using the next_token for each individual search and saving retweets in the
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form of JSON files (in batches of 100 or 500). We then saved user_id information from each
retweet. Using the list of obtained user_id’s, we scraped follower lists for each user using Tweepy
and stored information in the form of a dictionary (where keys are users and values are lists of
respective followers).2 Once we obtained this information, we created a directed graph for each
individual tweet. The creation of the graph is discussed in more detail below. A statistical
summary of the selected tweets can be found in Table 2.1. From Table 2.1, we can see that, in
general, the conspiratorial tweet and verified information retweet follower networks are larger.
However, we note that there is large variance in the nodes and edges of the graph.

Figure 2.2: Summary statistics (tweet count, number of users following, number of followers) for
tweet authors with averages for each category marked.

In addition to understanding the retweet network statistics, we also examine information
about the original tweeters themselves. Figure 2.2 displays the tweet count (left), following count
(middle) and follower count (right) for each of the eight to ten users that generated the semi-viral
tweet. In general, nonconspiratorial and verified information users had higher numbers of tweets,
while conspiratorial and verified information users had higher numbers of followers.

2.3.4 Methods

The desired information can be constructed as a directed graph. Each node in the
graph represents a Twitter user. There is a directed edge between user A and user B if user A
follows user B. Note that there can be a double-sided edge between user A and user B if they
both follow each other. Social networking graphs, such as those generated by Twitter, can be
extremely large and complex, making simple analyses difficult to perform. To understand the

2At this point, we inserted original tweet author information.
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network structure of these viral misinformation tweets, we calculated centrality measures and
carried out community detection analyses.

Centrality measures are an attempt to quantify the importance of each node in a network
relative to the others. Some examples of centrality measures include in-degree (the number of
directed edges into each node, referring to the number of users that follow this node) and out-
degree (the number of directed edges out of each node, referring to the number of users the node
is following). For the in-degree and out-degree metrics, we computed both the mean and the
maximum. Other metrics we investigated included the percentages of unconnected nodes. More
specifically, we measured unconnected in-nodes (percentage of users that were not followed by
any of the other users) and unconnected out-nodes (percentage of users that did not follow any
of the other users). In addition to these degree-based measures, we also examined betweenness,
which measures how often each node is on the shortest path between two users. For a recent
review on identification of influential nodes in Twitter, see (Riquelme & González-Cantergiani,
2016) and references therein.

Beyond using metrics to determine the characteristics of influential nodes, it is of in-
terest to be able to detect the number of communities present in these networks. Community
detection has been an active area of research involving statistical inference, machine learning, or
other mathematical techniques. For reviews of methods for community detection, both classical
and machine learning-based, see (Malliaros & Vazirgiannis, 2013; Fortunato & Hric, 2016; Traag,
Waltman, & Van Eck, 2019; Jin et al., 2021) and the references therein. Similarly to influential
node detection, community detection is also hindered by the understanding of what really defines
a community (Fortunato & Hric, 2016). As community detection algorithms for directed graphs
are still an active area of research, the communities measured in this manuscript are for the
equivalent undirected graphs. In the context of this manuscript, we will use the Louvain (Blondel
et al., 2008) algorithm for community detection. We note that the Louvain algorithm is intended
for use in un-directed graphs. Thus, for our calculations of communities and modularity, we
used a simplification of our graph in which edges were not directed. We assume a connection
in the undirected graph if there is at least one edge between two nodes. We note that we also
repeated the modularity calculations for the undirected network where an edge was implemented
if there were two edges between two nodes (so called our bi-directional undirected network). We
are interested in comparing the size and connectivity of the communities and observing whether
or not there are differences between the communities in conspiratorial versus non-conspiratorial
misinformation. In addition to detecting the communities, we also measured the modularity of
each graphs using our detected communities (Blondel et al., 2008). Modularity is a measure
between -1 and 1, where positive values signify that there is community structure present in the
partition of communities present in the graph. Higher values of modularity indicate that the
communities detected by our community detection algorithms are more densely connected with
fewer connections between sub-communities. Modularity is not a feature inherent to the graph
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itself, but is calculated using community partitions. Since modularity can be sensitive to the
community detection algorithm used, we implemented three different community detection algo-
rithms and compared the measured modularity. The community detection algorithms employed
included the Louvain method (Blondel et al., 2008), the Clauset-Newman-Moore greedy mod-
ularity maximization (Clauset, Newman, & Moore, 2004), and the Leiden Algorithm (Traag,
Waltman, & Van Eck, 2019). In the Tables, we report the results generated by the Louvain
method, but note that we found very little variability in modularity measurements between the
3 community detection algorithms (< 0.03).

2.3.5 Results

Figure 2.3: Network graphs for the retweeters for each non-conspiratorial tweet, where nodes
and edges are colored by community membership (largest communities in purple, followed by
light green, turquoise, and black). Sizes of the nodes are based on the in-degree of each node.
Communities are only plotted if they comprise > 1% of the total retweet network.

Here we present the results from the analysis of the created tweet graphs. We note that,
as this is an exploratory study, we do not have a sufficient sample size to conduct meaningful
inferential statistical analyses or perform any machine learning techniques for classification. This
exploratory study is meant to investigate whether there may be differences in network struc-
tures and to provide an idea of what types of metrics may be useful in distinguishing types of
misinformation.

We begin with the graph structure itself. Figure 2.3, Figure 2.4, and Figure 2.5 display
the 10 non-conspiratorial graphs, the 10 conspiratorial graphs, and the 8 information graphs,
respectively. The colors within each graph signify the various detected community membership.
The color of the edges between the nodes signifies the median color between the two nodes
that are connected. For example, if a purple node is following a black node, the edge will
be a darker purple. The graphs were constructed using the open-source library Gephi (Bastian,
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Heymann, & Jacomy, 2009). The communities were obtained using the default Gephi community
detection algorithm based on the Louvain method (Blondel et al., 2008). The Louvain method
was performed on the undirected version of our graph in which connections exist if there is at
least one edge connecting two nodes. The largest communities are in purple, followed by light
green, turquoise, and black. The largest communities (purple) are placed at the top of each
graph and communities decrease in size as we rotate clockwise. In these graphs, we only plot the
community if it comprises > 1% of the total retweet population. Thus, nodes that do not belong
to a community that is 1% of the population or larger are not plotted in Figure 2.3, Figure 2.4,
or Figure 2.5. While these figures generally show the large majority of the retweeters ( 85% total
retweeters), there are some exceptions (Nonconspiratorial Tweets 1 and 2, as well as Conspiracy
Tweet 2).

Figure 2.4: Network graphs for each conspiratorial tweet, where nodes and edges are colored by
community membership (largest communities in purple, followed by light green, turquoise, and
black). Sizes of the nodes are based on the in-degree of each node. Communities are only plotted
if they comprise > 1% of the total retweet network.

When comparing the retweet graphs of the non-conspiratorial information in Figure 2.3
with the retweet graphs of conspiratorial information in Figure 2.4, it is clear that, in general,
these conspiratorial graphs feature fewer, larger communities that are more densely connected.
The majority of conspiratorial graphs feature 5 or fewer communities, while the smallest number
of communities detected for a non-conspiratorial network is 6. When comparing the follower
graphs of re-tweeters in the verified information tweets, we also see, in general, fewer and more
interconnected communities compared to the non-conspiratorial misinformation tweets.

In addition to looking at the graphs of the retweeters, we can also examine whether or
not there are differences in the timing of the retweets between conspiratorial, non-conspiratorial,
and verified information tweets. Figure 2.6 displays the percentage of retweets over the first three
days after each original tweet was created. The top panel contains all of the tweets colored by non-
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Figure 2.5: Network graphs for each information tweet, where nodes and edges are colored by
community membership (largest communities in purple, followed by light green, turquoise, and
black). Sizes of the nodes are based on the in-degree of each node. Communities are only plotted
if they comprise > 1% of the total retweet network.

conspiratorial (blue), conspiracy (red), and information (yellow). The bottom panel examines the
average over the non-conspiratorial, conspiracy, and information tweets categories. We observe
there are no large differences between the timing of retweets between the three categories of
information, but find that the initial spike and eventual decay is consistent with a typical retweet
trend (Kobayashi & Lambiotte, 2016). Although we cannot make any statistical differences, we
do notice that the misinformation tweets, on average, have a secondary bump between 6-12 hours
which is not observed in verified information tweets.

2.3.6 Graph Analysis

We calculated the major centrality measures and community detection for the full
retweet graphs for the non-conspiratorial, conspiratorial misinformation, and verified information
tweets (i.e. including the original tweeter). Table 2.2 portrays the information for the various
metrics. Each metric is reported with means (standard deviations) for the tweets used in the
analysis.

The in-degree measurements vary greatly between the non-conspiratorial misinforma-
tion and both verified information and conspiratorial misinformation. This indicates that the
conspiratorial and verified information networks may be more inter-connected than the non-
conspiratorial networks. This is supported by the fact that non-conspiratorial misinformation
graph partitions have higher modularity than the other two types. Graph partitions with high
modularity signify subcommunities that have dense connections within the subcommunity but
sparse connections between subcommunities. When examining the size of the largest communi-
ties, we observe that the largest communities in the conspiratorial misinformation and verified
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Figure 2.6: Non-conspiratorial, conspiratorial, and verified information retweets over time. In
the top figure, percentage of total retweets for each tweet are plotted over the first 72 hours
after tweet creation. In the bottom figure, percentage of total retweets per category of tweet are
averaged over the first 72 hours after tweet creation.

information networks were substantially larger than the non-conspiratorial misinformation net-
works (36.8% for conspiratorial, 48.5% for verified information versus 24.5% for non-conspiratorial
misinformation). Figure 2.7 shows the percentage of the network in each largest community for
all tweets. Overall, we can see that conspiratorial misinformation and verified information tweets
tend to have larger communities than the non-conspiratorial misinformation tweets. Moreover,
when counting the number of communities that comprised at least 1% of the retweet network,
we found that there were fewer communities for conspiratorial misinformation (5.9) and verified
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Figure 2.7: Percentage of nodes belonging to the largest community for non-conspiratorial mis-
information (blue) vs. conspiratorial misinformation (red) vs. verified information (yellow)
networks with averages marked.

information (4.6) than nonconspiratorial misinformation (9.4) tweets.

2.3.7 Discussion

In this study, we compared the network structure of viral microblogging posts that
contained either verified information, conspiratorial misinformation, or non-conspiratorial mis-
information about the COVID-19 pandemic to examine how categories of (mis)information are
engaged with by social media users. Broadly, our results revealed that high-engagement posts ex-
pressing conspiratorial COVID-19 misinformation had fewer but larger sub-communities engaging
with the content compared to high-engagement posts expressing non-conspiratorial COVID-19
misinformation. This was revealed through community detection analysis, where, on average,
there were 5.9 detected communities that contained more than 1% of a given conspiracy tweet’s
network, as compared to 9.4 detected communities of at least 1% of the non-conspiratorial mis-
information tweets’ network. This can also be observed in the average size of the largest com-
munities for conspiracy tweets accounting for a greater percentage of the network (µ = 36.79%)
compared to the percentage of the network captured in the largest communities detected for
the non-conspiratorial misinformation tweets (µ = 24.46%). Of note, the network structure for
verified information more closely resembled conspiratorial misinformation networks than non-
conspiratorial misinformation networks, with 4.6 detected communities containing more than
1% of a given post’s network. Additionally, the average size of the largest communities de-
tected in the verified information networks accounted for 48.52% of the total network, again
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Figure 2.8: Boxplot of the degrees for both the non-conspiratorial misinformation (blue), con-
spiratorial misinformation (red), and verified information (yellow) tweets.

Figure 2.9: Boxplot of various metrics for non-conspiratorial misinformation (blue), conspira-
torial misinformation (red), and verified information (yellow) tweets, including percentage of
unconnected in-nodes (left), unconnected out-nodes (middle), and modularity (right).
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Table 2.2: Table of mean centrality values for follower-followee graphs retweeters of non-
conspiratorial misinformation, conspiratorial misinformation, and verified information. Values
are presented as means (standard deviations) for each category.

Metric Non-conspiratorial Conspiratorial Verified
Misinformation Misinformation Information

In-Degree 7.61 (4.42) 13.599 (8.189) 13.723 (4.974)
% Unconnected
Nodes (in) 32.79 (18.28) 33.90 (13.74) 37.56 (6.78)
% Unconnected
Nodes (out) 15.13 (9.78) 11.94 (12.73) 11.824 (3.27)
Closeness 0.1463 (0.08646) 0.1641 (0.07213) 0.1375 (0.02549)
Betweenness (10−4) 6.091 (2.220) 4.382 (2.439) 3.365 (2.057)
PageRank (10−4) 4.328 (0.9827) 3.087 (1.213) 2.259 (1.248)
Modularity 0.3942 (0.1439) 0.3011 (0.1155) 0.283 (0.02974)
Largest community (%) 24.46 (10.37) 36.79 (14.53) 48.52 (13.84)
# of communities (> 1%) 9.400 (4.195) 5.900 (2.846) 4.625 (2.066)

more closely resembling conspiratorial network structure than non-conspiratorial misinformation
network structure. Although we lacked a sufficient sample size of tweets to produce meaningfully
interpretable output from inferential statistical analyses, descriptively we observed less variation
in the percentage of unconnected in nodes and out nodes for the sets of conspiracy and verified
information networks than for the set of non-conspiracy misinformation networks. Likewise, the
non-conspiratorial misinformation networks had overall lower and less varied degree centrality
scores than the verified information and conspiracy networks. This suggests that there are more
highly interconnected communities engaging with either verified information or conspiratorial
posts than for non-conspiratorial misinformation about COVID-19.

In the context of COVID-19, at least, these features might indicate the presence of echo
chambers, or closed epistemic communities reinforcing and validating a community’s attitudes or
beliefs through repetition (Cinelli et al., 2021). This may manifest as an echo chamber validating
the supposed truth behind the conspiratorial claim, or even as an echo chamber validating the
mockery and satire directed towards the absurdity of the conspiratorial claim. Regarding com-
munities engaging with verified information, the echo chambers may be in service of validating
acceptance or rejection of the verified information. In either case, the relative lack of “cross-talk”
between communities in the network structure for both verified information networks and conspir-
atorial misinformation networks contrasts with what we observed regarding non-conspiratorial
misinformation networks. This kind of misinformation spread to a larger number of communities
than the conspiratorial misinformation did. Regarding non-conspiratorial misinformation, this
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finding aligns with the findings of Röchert and colleagues (Röchert et al., 2021) that users who
disseminated COVID-19 misinformation on YouTube were connected to heterogeneous networks,
which faciliates the spread of misinformation across many distinct communities. However, it
should be noted that these researchers did not distinguish between conspiratorial misinformation
and non-conspiratorial misinformation in their study.

The difference in network structure between the conspiratorial and non-conspiratorial
viral tweets may relate to the intended purpose behind these different kinds of false claims. The
non-conspiratorial misinformation conveyed in the tweets we scraped may be more likely to have
emerged as an empirical claim whose alleged truth value was intended to help individuals nav-
igate the pandemic during times of heightened uncertainty. While this does not discount the
possibility that such false information may have been intentionally fabricated or disseminated for
manipulative purposes – to enhance the esteem of its originator or to sell products, for instance
– the nature of the claims themselves can be acted on in direct ways. This may facilitate their
spread across communities. By comparison, the conspiratorial false information conveyed in the
conspiracy tweets we scraped does not directly lend itself to individual action. Likewise, the ver-
ified information tweets tended to convey updates on the pandemic rather than to communicate
any actionable messaging. Thus, rather than serving to help individuals successfully navigate
the world, engaging with conspiratorial misinformation or verified information may serve as a
social signal, with how one engages with the information (e.g. endorsing or refuting) conveying
an individual’s broader ideological allegiances. This interpretation aligns both with theorizing as
to multiple distinct functions for different kinds of beliefs generally (Funkhouser, 2017) as well
as theorizing about conspiracy beliefs more specifically (van Prooijen & Douglas, 2018). Beliefs,
even false beliefs, intended to facilitate successful navigation may simply be more likely to spread
across more communities of people than beliefs (independent of their truth value) that serve to
signal, validate, or reinforce social status information.

Our results contribute to efforts aiming to understand the nature of different kinds of
misinformation by identifying network feature differences in conspiratorial and non-conspiratorial
COVID-19 misinformation shared over microblogging sites. All of the misinformation conveyed
in the tweets we scraped have the potential to be dangerous, albeit in different ways. Non-
conspiratorial health misinformation may encourage people to engage in behaviors that are not
medically recommended or may discourage people from engaging in medically recommended be-
haviors (McGlynn, Baryshevtsev, & Dayton, 2020). As such, while this misinformation is still
potentially dangerous, the potential is different than the danger posed by the spread and en-
dorsement of conspiratorial misinformation. Conspiratorial misinformation carries with it the
additional potential for dangerous behaviors on a longer-term and greater-scale. Prior research
on conspiracy belief acceptance has shown it to be related to a reduced willingness to engage
in health-protective behaviors as well as to an increased endorsement of political violence and
overall political disengagement, both within and outside the context of COVID-19 (van Mulukom
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et al., 2022; Vegetti & Littvay, 2021; Lamberty & Leiser, 2019). Further, our results suggest that
efforts to recognize conspiratorial misinformation on the basis of network structure may be ham-
pered by the similarity with which networks of users appear to engage with both conspiratorial
misinformation and verified information.

As such, even though there are numerous research efforts showing substantial covari-
ation between endorsing conspiratorial and non-conspiratorial misinformation (Lewandowsky,
Oberauer, & Gignac, 2013; E. Lobato et al., 2014; Rizeq, Flora, & Toplak, 2021), recognizing
distinct patterns in how different kinds of misinformation spread is useful for researchers who
study misinformation. Not all misinformation is created equal (Carrasco-Farré, 2022), nor do
people seem to engage with different kinds of misinformation equally. Despite some structural
similarities between conspiratorial and non-conspiratorial misinformation about the COVID-19
pandemic, our results reveal potential differences in the network structure between these two
broad kinds of misinformation. It is therefore beneficial for misinformation researchers to attend
to the specific nature of the misinformation they are investigating beyond its truth value, as it
may be the case that successfully combating the spread of different kinds of misinformation will
require different approaches.



Chapter 3
Socio-political Movements

3.1 Introduction

Hashtags are a fundamental feature of Twitter, playing a pivotal role in organizing con-
tent, facilitating discoverability, and fostering engagement within the platform’s vast ecosystem.
Essentially, hashtags are keywords or phrases preceded by the pound (#) symbol, which cate-
gorize tweets and enable users to participate in broader conversations centered around specific
topics, events, or themes. When users search for or click on a hashtag, Twitter displays a feed of
tweets containing that particular tag, allowing individuals to explore a range of related content.
This mechanism not only aids in content discovery but also fosters community engagement as
users contribute to ongoing discussions or trends associated with the hashtag. Moreover, hashtags
serve as powerful tools for organizing information and generating real-time insights (Adamska,
2015).

During significant events such as protests or breaking news stories, hashtags become
virtual meeting points where users converge to share updates, opinions, and reactions. This
collective aggregation of tweets under a common hashtag enables users to stay informed, express
solidarity, or voice dissent, effectively transforming Twitter into a dynamic hub for social discourse
and activism. Select hashtags on Twitter emerge as calls to action or to bring awareness/attention
to acts of injustice, often leading to the mobilization of individuals from all walks of life in an
effort to incite change. These hashtags define the political climate at the time and become hot
topics that are debated on any platform imaginable (on the news, on social media, amongst friend
groups, etc.). These viral social hashtags underscore the power of social media as a catalyst for
social change, providing a platform for marginalized voices, fostering community solidarity, and
driving conversations about pressing social issues. They demonstrate how digital activism can
translate into real-world impact, prompting individuals and institutions to reckon with systemic
injustices and work towards a more equitable and inclusive society (Goswami, 2018).

26
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Among the most widespread and influential socio-political hashtags that have emerged
in recent years is #BlackLivesMatter, originating in the United States and eventually gaining
global prominence. Its inception came with the murders of Trayvon Martin and Michael Brown
and subsequent lack of criminal convictions for their killers in 2013 and 2015, respectively (Garza,
2014; Francis & Wright-Rigueur, 2021). The hashtag later evolved to bring awareness to many
other acts of injustice against Black members of the population, primarily by police, combating
systemic racism, and advocating for the rights and dignity of Black people. Throughout its
evolution, the Black Lives Matter movement has emphasized the importance of centering the
experiences and voices of Black communities, challenging institutions and policies that perpetuate
racial inequality, and advocating for tangible reforms to create a more just and equitable society.

In response, the hashtag #AllLivesMatter was created to assert “colorblind" attitudes
ostensibly at odds with sentiments expressed by #BlackLivesMatter (Orbe, 2015; Ince, Rojas,
& Davis, 2017; Tawa, Ma, & Katsumoto, 2016; Gallagher et al., 2018). The #AllLivesMatter
hashtag emerged as a response to the Black Lives Matter movement, aiming to assert that all
lives have value regardless of race or ethnicity. While the phrase “All Lives Matter" may seem
to assert that all lives have value regardless of race or ethnicity, its usage often undermines the
specific focus on addressing systemic racism and inequality faced by Black communities. Critics
argue that deploying this hashtag dilutes the urgency of addressing the unique challenges and
injustices experienced by Black people, deflecting attention away from the need for systemic re-
forms. Moreover, the #AllLivesMatter hashtag has been criticized for perpetuating a colorblind
narrative that fails to acknowledge the historical and ongoing disparities faced by marginalized
communities. Its usage in response to calls for racial justice has sparked debates about the nu-
ances of solidarity, empathy, and the importance of centering marginalized voices in conversations
about equity and social change.

3.2 Pairwise Hashtag Comparison

Collaborators: Alex John Quijano, Ayme Tomson, Prof. Arnold Kim, &
Prof. Suzanne Sindi

3.2.1 Motivation

While many viral hashtags have emerged as powerful tools for social movements, they
are often met with counter-hashtags that express diverging opinions. For instance, when a
hashtag brings attention to a specific form of injustice or inequality, a response hashtag might
surface to challenge the original message. These counter-hashtags aim to shift the conversation,
sometimes focusing on perceived negative consequences of the initial movement or promoting a
broader, more “inclusive" viewpoint. This dynamic reflects the contentious and polarized nature
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of social discourse, revealing deep societal divides and the complexity of addressing widespread
social issues.

A past study compared the divergent discourse around #BlackLivesMatter and #Al-
lLivesMatter, and found that the Counter Hashtag (#AllLivesMatter) only introduced opposi-
tion and tension to the overall conversation, and that the Original Hashtag (#BlackLivesMatter)
yielded more diverse conversations (Gallagher et al., 2018). We extend this study by using some
of the same methodologies, as well as some new methods, on three more pairs of divergent hash-
tags in an effort to generalize the nature of online disagreement and classify hashtags based on
characteristic conversation.

3.2.2 Data

In addition to #BlackLivesMatter, several viral social hashtags on Twitter have emerged
and catalyzed social movements and were also met with a response hashtag. We analyzed four
pairs of hashtags: (1) #BlackLivesMatter vs. #AllLivesMatter, (2) #MeToo vs. #HimToo, (3)
#TakeAKnee 1 vs. #StandForTheFlag, and (5) #GunControlNow vs. #2ndAmendment. In
each case there is the “Original" Hashtag, which emerges as a result to some widespread form
of injustice. The Original Hashtag is then followed by the emergence of a “Counter" Hashtag,
which arises as a response to the Original Hashtag in an effort to express a divergent opinion and
often incite debate.

• The #MeToo movement (Hillstrom, 2018) gained widespread traction on social media
platforms in October 2017. Originally created by activist Tarana Burke over a decade
earlier, the movement resurfaced on Twitter when actress Alyssa Milano encouraged women
to share their experiences of sexual harassment and assault using the hashtag #MeToo.
This quickly evolved into a global phenomenon, with millions of individuals, predominantly
women, sharing their stories of harassment, abuse, and misconduct. The movement exposed
the prevalence of sexual violence and challenged societal attitudes and power structures that
perpetuate such behavior. It prompted discussions about consent, accountability, and the
need for cultural and institutional change to create safer environments for all individuals.

– The #HimToo (Boyle & Rathnayake, 2020) hashtag emerged as a counter-narrative
to the #MeToo movement, gaining traction as individuals used it to highlight concerns
about false accusations of sexual misconduct against men. This shift in focus diluted
the impact of the #MeToo movement and detracted from its primary goal of advocat-
ing for victims and driving systemic change. As #HimToo gained momentum, it often
overshadowed stories of survivors and their experiences, placing greater emphasis on
the perceived dangers of false allegations. Such narratives not only undermined the

1We took the hashtags #TakeAKnee and #TakeTheKnee together and treated as the same.
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visibility of #MeToo but also perpetuated a culture of disbelief and victim-blaming,
hindering progress toward addressing systemic issues of sexual misconduct and gender
inequality.

• The #TakeAKnee (Duckett & Sacra, 2019) hashtag emerged in September 2016 in re-
sponse to NFL quarterback Colin Kaepernick’s decision to kneel during the national anthem
before football games as a protest against racial injustice and police brutality. Kaepernick’s
peaceful protest ignited a nationwide debate about the intersection of race, patriotism, and
free speech. Following Kaepernick’s lead, athletes across various sports, including NBA
star LeBron James and soccer player Megan Rapinoe, used their platforms to raise aware-
ness about social justice issues. While the hashtag garnered both praise and criticism, it
played a significant role in amplifying conversations about racial injustice, police account-
ability, and the role of activism in sports. It also spurred broader discussions about the
ways in which individuals can use their platforms to effect social change and advocate for
marginalized communities.

– The #StandForTheFlag hashtag emerged prominently in response to the
#TakeAKnee movement. The #StandForTheFlag hashtag expressed a divergent sen-
timent that viewed the act of kneeling as negative and disrespectful. This divergent
sentiment manifested in strong negative reactions, with some calling for boycotts of
NFL games, demanding that players be fined or suspended. Media personality Laura
Ingraham, made a dismissive and silencing comment, “shut up and dribble" (Niven,
2021), to suggest that athletes, particularly those in the NBA, should refrain from
expressing their political and social views. The hashtag #StandForTheFlag encap-
sulated a broader backlash against the perceived politicization of sports and the use
of national symbols as platforms for protest. While #TakeAKnee aimed to highlight
and address racial inequalities, #StandForTheFlag was criticized for dismissing the
underlying issues that prompted the protests.

• #GunControlNow emerged as a rallying cry in the wake of numerous mass shootings in
the United States, particularly gaining momentum after the tragic Parkland school shooting
in 2018. Survivors, activists, and concerned citizens utilized the hashtag to call for imme-
diate and comprehensive action to address the profound effects of gun violence. Rooted in
a deep sense of urgency and frustration, the hashtag galvanized to advocate for stricter gun
control laws and policies aimed at preventing future tragedies. #GunControlNow facili-
tated the organization and coordination of large-scale protests, such as the March for Our
Lives, which drew hundreds of thousands of participants from across the country (Phillips,
2019). These demonstrations served as poignant displays of unity and resolve, amplifying
the voices of survivors and victims’ families while demanding accountability from lawmakers
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and elected officials. By highlighting the human cost of inaction and the devastating impact
of gun violence on communities, the hashtag generated public pressure on policymakers to
prioritize the enactment of effective gun control measures.

– The #2ndAmendment hashtag emerged as a response to the #GunControlNow
movement, representing a counter-narrative that emphasized the constitutional right
to bear arms. The proliferation of the #2ndAmendment hashtag perpetuated a polar-
ized and contentious debate around gun control. Furthermore, the #2ndAmendment
hashtag contributed to a culture of resistance against any proposed gun control mea-
sures, even those aimed at preventing mass shootings and protecting public safety.
This resistance often came at the expense of prioritizing the lives and well-being of
individuals affected by gun violence. By framing gun control as a threat to Second
Amendment rights, the hashtag perpetuated a narrative that prioritized individual
liberties over collective safety, exacerbating the challenges of enacting effective gun
reform.

We scraped tweets using the Twitter search feature via a Python Scrapy module available
on Github (“jonbakerfish/TweetScraper: TweetScraper is a simple crawler/spider for Twitter
Search without using API”, n.d.). In particular, we scraped for tweets from January 2014 to
October 2019 – a timeline in which Twitter use skyrocketed and numerous social justice hashtags
emerged. We then cleaned the tweets by lowercasing and removing usermentions, punctuation,
hyperlinks, and stop words (stop words were removed for Entropy & Divergence analysis only).
Such cleaning was done using the Python’s regular expressions module and the NLTK module
(Bird, Klein, & Loper, 2009). For consistency, we randomly sampled 0.001% of the original data
50 times, creating 50 sets of simple random samples for each hashtag.

3.2.3 Methods

In order to evaluate structural differences between conversation surrounding pairwise
Twitter hashtags, we performed analyses on tweets in two ways: (1) statistically using measures
of entropy and divergence, and (2) using word embeddings and principal component analysis.

Entropy & Divergence

The Effective Diversity of a text,

D = 2H , (3.1)

is measured using the Shannon entropy,

H = −Σn
i=1pi log2 pi, (3.2)
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which can be thought of as a quantity that measures diversity or “unpredictability" of a given
body of text (corpus) with n unique words. Here pi denotes the probability of a word i occurring
in that text. A high Shannon entropy measure thus implies a diverse and unpredictable corpus
while a smaller Shannon entropy measure indicates a uniform and predictable corpus. Using
the Effective Diversity allows us to compare the diversities of two corpora in an effective and
meaningful way.

The Jensen-Shannon Divergence (JSD) between two corpora P and Q is

DJS(P ||Q) = π1Σn
i=1DKL(P ||M) + π2Σn

i=1DKL(Q||M) (3.3)

where
DKL(P ||M) = Σn

i=1pi log2
pi

mi
(3.4)

is the Kullback-Leibler divergence, allowing us to assess the distributional difference between P

and the mixed distribution,
M = π1P + π2Q. (3.5)

Here, π1 and π2 are constants that scale the corpora based upon size. The JSD is bounded
between 0 and 1, where a measure of 0 indicates that the two corpora are the exact same, and a
measure of 1 indicates that the two corpora have no words in common at all.

We can additionally measure an individual word’s contribution to the overall diversity
using

DJS,i(P ||Q) = −mi log2 mi + π1pi log2 pi + π2qi log2 qi. (3.6)

Bidirectional Encoder Representations from Transformers (BERT)

BERT is a publicly available pre-trained neural network model that uses a self-attention
mechanism to map words into a vector space based on context. This attention mechanism relates
different positions in a singular sequence to produce a single representation. As a transfer learning
model, BERT has been used for many types of information extraction tasks on Twitter data,
including its use to evaluate hate speech and offensive content on Twitter (Benballa, Collet, &
Picot-Clemente, 2019; Mozafari, Farahbakhsh, & Crespi, 2019). The model is pre-trained on
millions of books and online articles, but for this work, not fine-tuned. Since its release, BERT
has inspired numerous variations and derivatives, such as RoBERTa (Robustly Optimized BERT
Approach) and DistilBERT (a smaller, faster, and more efficient version that retains much of
BERT’s power but is optimized for speed and resource usage). These models extend BERT’s
capabilities, making sophisticated NLP accessible for a broader range of applications. We utilize
a pre-trained model from cardiffnlp, pre-trained on political tweets (Face, 2024).
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3.2.4 Results

From preliminary analysis, we find that much of the conversation between pairwise
hashtags is the same. In fact, in each case, the conversation around the Counter Hashtag was
found to be a subset of the corresponding Original Hashtag. As a result, we can infer that while
each hashtag expresses a different sentiment, similar topics, diction, and syntax are present even
in opposing hashtags.

We find that overall, all hashtag pairs do not diverge very much, as all measures are
below 0.4 and though #MeToo vs. #HimToo fosters the most diverse conversations, they diverge
very little (least off all hashtag pairs in this study).

Individual Hashtags
Mean Effective Diversity Mean Jensen-Shannon

DivergenceIndividual Hashtags Mixed Distribution
#BlackLivesMatter 2256.526245

2357.711178 0.220186
#AllLivesMatter 924.236989

#MeToo 4620.905919
4643.494839 0.049868

#HimToo 358.094238
#TakeAKnee 1089.366669

1134.548872 0.181235
#StandForTheFlag 202.637369
#GunControlNow 1774.873041

2137.107321 0.347292
#2ndAmendment 1642.710857

Words that contribute most to the overall diversity are often other related, viral hash-
tags. For example, #bluelivesmatter and #policelivesmatter were in the top three words con-
tributing to diversity in the #BlackLivesMatter vs. #AllLivesMatter pair, and #standforthean-
them and #gunreformnow contribute largely to the diversities of #TakeAKnee vs. #Stand-
ForTheFlag and #GunControlNow vs. #2ndAmendment, respectively. Finally, hashtags such
as #maga (“Make America Great Again", Donald Trump’s campaign slogan), #black, and #peo-
ple contribute to most to multiple diversities. Thus these words transcend topic, and are often
discussed and/or subjects of debate.

Hashtag Pairs Tokens ordered by greatest contribution score
#BlackLivesMatter vs. #AllLivesMatter bluelivesmatter, black, policelivesmatter, prolife, life, liberty, people, evil, worse, bless

#MeToo vs. #HimToo dates, climate, radical, respects, current, false, accusations, feminists, vote, confirmkavanaughnow
#TakeAKnee vs. #StandForTheFlag standfortheanthem, boycottnfl, usa, disrespect, maga, kneel, pray, respecttheflag, rich, nflboycott

#GunControlNow vs. #2ndAmendment gun, gunreformnow, maga, prayers, rights, teaparty, gunviolence, marchforourlives, neveragain, thoughts

Table 3.1: This table shows the top ten select words corresponding to each Twitter hashtag pair
with greatest contributions to the overall diversity of the mixed distribution. Results shown are
for only one sample set.

A purely textual approach does not show significant distinction between hashtag pairs.
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Figure 3.1: Results from performing Singular Value Decomposition on pre-trained BERT.

We thus conclude the measures of Entropy & Divergence and BERT word embeddings success-
fully characterize conversations around hashtags, but more work and/or tools are necessary for
classification. Instead of fostering constructive dialogue, discourse between hashtag pairs often
devolves into entrenched positions and ideological battles, with little room for compromise or
nuanced discussion. However, understanding the nature of online disagreement can help to pro-
vide insight into how individuals communicate online, as well as how individuals navigate around
sensitive topics in a volatile political climate.

3.3 Mutual Influence

3.3.1 Motivation

The relationship between the All Lives Matter (ALM) and Black Lives Matter (BLM)
movements is complex and often contentious. One common criticism of the All Lives Matter
response to Black Lives Matter is that it can be seen as dismissive or minimizing of the unique
challenges and struggles faced by Black individuals and communities, failing to acknowledge
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Figure 3.2: Sample interactions.

the specific historical and systemic injustices faced by Black communities. Supporters of Black
Lives Matter argue that the movement is not about asserting that only Black lives matter, but
rather, it is a call to address the systemic racism and violence disproportionately affecting Black
people. Meaningful dialogue and reconciliation between these movements often require a deep
understanding of the historical and social contexts that have shaped their respective perspectives
on racial justice and equality.

The volume of tweets containing each respective hashtag naturally fluctuates over time,
often peaking when the death of an individual is highly publicized. As such, there is lower engage-
ment with each hashtag at times between viral tragedies. Potential exists for #BlackLivesMatter
and #AllLivesMatter tweets to be related in more nuanced ways, both characteristically and,
more notably, mathematically (i.e. does the increase in the use of one hashtag contribute to the
increase or decrease of the other? Or vice versa?). To explore the potential interplay, we focus
on three widely-covered events:

• Sandra Bland, a 28-year-old Black woman from Illinois, was pulled over for a routine
traffic stop in Waller County, Texas, by a Texas State Trooper. The reason for the stop
was reportedly a failure to signal a lane change. Video footage from the police dashboard
camera captured the quickly escalating encounter, where Bland was forcibly removed from
her vehicle. She was ultimately arrested and charged with assaulting a public servant, then
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detained at the Waller County Jail. Three days later, on July 13, 2015, Sandra Bland
was allegedly found dead in her jail cell. Authorities claimed she died by suicide, hanging
herself with a plastic trash bag. However, her family and supporters raised doubts about
this narrative, suggesting foul play or negligence on the part of the authorities. Bland’s
death sparked widespread outrage and protests, with many questioning the circumstances
surrounding her arrest and subsequent death. Bland’s family filed a wrongful death lawsuit
against the Texas Department of Public Safety and the Waller County Sheriff’s Office,
among others. The case resulted in a $1.9 million settlement for the family (Klein, 2018).

• Breonna Taylor, a 26-year-old Black woman, was fatally shot by police officers while she
was sleeping during a botched raid on her apartment on March 13, 2020, in Louisville,
Kentucky. The officers were executing a search warrant in connection with a narcotics
investigation, but Taylor was not the target of the investigation, and no drugs were found
in her home. In September 2020, the city of Louisville reached a $12 million settlement
with Breonna Taylor’s family in a wrongful death lawsuit. On September 23, 2020, a
grand jury indicted one of the officers involved on three counts of wanton endangerment
for firing shots that entered a neighboring apartment. However, none of the officers were
directly charged in connection with Taylor’s death, leading to widespread disappointment
and renewed protests (Martin, 2021).

• George Floyd, a 46-year-old Black man, died on May 25, 2020 in Minneapolis, Minnesota
after a white police officer knelt on his neck for over nine minutes during an arrest for al-
legedly using a counterfeit $20 bill at a convenience store. Despite Floyd repeatedly stating
that he couldn’t breathe and pleading for his life, the officer continued to apply pressure to
his neck, ultimately causing Floyd’s death. Video footage of the incident captured by by-
standers quickly went viral, leading to widespread condemnation and demands for justice.
Protesters took to the streets in unprecedented numbers in cities across the United States
and around the world, calling for an end to police violence against Black people and sys-
temic racism in law enforcement. The officer was arrested and charged with second-degree
murder, third-degree murder, and second-degree manslaughter. The three other officers in-
volved in Floyd’s arrest were also charged with aiding and abetting second-degree murder
and manslaughter. On April 20, 2021, after deliberating for approximately ten hours, the
jury found the officers were found guilty on all charges. The verdict marked a rare instance
of a police officer being held criminally accountable for the death of a Black person in the
United States (Cheung, 2020; McGreal et al., 2021).
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Figure 3.3: Normalized counts for the three events of interest.

Figure 3.4: Lynx and hare counts over time from 1801 to 1930, which inspired the creation of
the Lotka-Volterra model.

3.3.2 Methods

The Lotka-Volterra equations, also known as the predator-prey model, are a pair of first-
order, non-linear, differential equations frequently used to describe the dynamics of biological
systems involving two species in competition or interaction with each other. The model was
independently developed by Alfred J. Lotka and Vito Volterra in the early 20th century. At
its core, the Lotka-Volterra model typically involves two variables representing the populations
of two interacting species over time. One variable represents the population of the “predator"
species (e.g., lynx), while the other represents the population of the “prey" species (e.g., hares).
The model describes how changes in the populations of these species affect each other over time
(Wangersky, 1978).

The basic form of the Lotka-Volterra model includes parameters that represent factors
such as the reproduction rate of the prey, the rate at which predators consume prey, and the
death rate of predators in the absence of prey. These parameters influence the growth or decline
of each species’ population, creating dynamic oscillations in the predator and prey populations.
The model assumes certain simplifications, such as constant parameters and populations, which
may not fully capture the complexities of real ecosystems. The basic form of the equations is
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given by:

dH

dt
= αH − βHL,

dL

dt
= δLH − γL,

where:

• H(t) represents the population of prey (e.g., hares),

• L(t) represents the population of predators (e.g., lynx),

• α, β, δ, and γ are positive constants representing the rates of prey reproduction, predation,
predator reproduction, and predator mortality, respectively.

With initial conditions:

H(0) = H0,

L(0) = L0,

where H0 and L0 are the initial populations of “prey" and “predators", respectively.
We use the Lotka-Volterra models to represent the dynamics of #BlackLivesMatter and

#AllLivesMatter over time. To do so, we perform a parameter estimation problem and minimize
the sum of squared errors using the following equation sum of squared error (SSE) between true
data yi and parameter estimation data ŷi using:

SSE =
n∑

i=1
(yi − ŷi)2.

We obtain counts for uses of #BlackLivesMatter and #AllLivesMatter and treat them
as populations, with #BlackLivesMatter acting as the “predator" and #AllLivesMatter acting as
the “prey". To obtain such counts, we utilize the Twitter API and obtain counts at a granularity
of daily. Due to the fluctuation of values by orders of magnitude, we begin by normalizing our
data. Given a dataset C, we obtain the normalized value cN from a value c ∈ C, by utilizing the
following formula:

cN = max(C) − min(C)
c − min(C) .

This formula scales each value in the dataset between 0 and 1.
To obtain an initial guess for parameters α, β, δ, and γ, we first truncate the data to

include only the middle values (omitting the first and last few days). For each event, we choose
H0 and L0 by observing when online chatter takes off (i.e. a significant quantity of hashtag use
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occurs). We find that this is often around 0-5 days after the actual event. We then compute the
period of the hare populations TH , and divide by 2π to obtain the frequency, ω.

We then locate the two lowest “predator" populations and obtain corresponding “prey"
populations to solve

H(0) = H0eαt.

Using this value of α, we obtain the remaining values as such:

β = α

µL

δ = ω2

α

γ = δ

µH
.

Utilizing this informed initial guess, we use fminsearch to perform the parameter esti-
mation problem.

3.3.3 Results

Each of the models converged. Parameters α, β, δ, and γ should be positive numbers
presenting predator-prey dynamics; however, we observe that is the case only for George Floyd.
From this, we can infer that in the cases of Sandra Bland and Breonna Taylor, #AllLivesMatter
tweet counts, act, in fact, as the “predator" population. Consequently, #BlackLivesMatter tweet
counts act as the prey.

Table 3.2: Converged function values from the parameter estimation problem.

α β δ γ

Sandra Bland -0.5869 -2.2503 -3.8517 -9.2795
Breonna Taylor -1.0437 -2.1652 -1.5417 -3.9588
George Floyd 2.1940 5.3960 1.6157 5.4785

When predators interact with prey, this results in a decline in the prey population and
an increase in the predator population. We find differences in which hashtag truly acts as the
“predator" and which acts as the “prey". For the case of George Floyd, the #BlackLivesMatter
conversation act to drown out or dwindle the #AllLivesMatter conversation. Conversely, for the
cases of Sandra Bland and Breonna Taylor, the #AllLivesMatter conversation acts to dictate
overall discourse and detract attention from #BlackLivesMatter discourse.
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Figure 3.5: 14-day window of true data and parameter estimation data for each event.

Figure 3.6: Streamplots for each event, with true data and parameter estimation data shown.
Streamplots serve as a graphical tool to illustrate the dynamics of interactions between these
populations over time. In our case, the trajectories visualize the flow of ideas conversation
between different online communities.

Moreover, the Lotka-Volterra models assume uniform fluctuation, which isn’t consis-
tently the case for true tweet volume values. We find that parameter values tend to fit the mean
values over time, rather than capturing fluctuations in periods.

3.4 Hashtags as Signals of Political Identity

3.4.1 Motivation

In the contemporary United States, political partisanship has become one of the most
salient identity categories, correlating with variation on traits from religiosity to gun ownership
to television show preference (DellaPosta, Shi, & Macy, 2015; Mason, 2018; Blakley et al., 2019).
Accordingly, Americans on the political left and right appear to inhabit very different mental
worlds. Differences in psychological traits, including need for cognition, tolerance for ambiguity,
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and need to evaluate, have been found to correlate with differences in political ideology (Young
et al., 2019). Further, left-right political orientation appears to correlate with reliably different
personality profiles, resulting in correspondingly different behavioral patterns (Carney et al.,
2008). The phenomenon of affective polarization is at this point well described, whereby political
decisions of left and right partisans are driven more by opposition to the other side than by
any positive policy preferences (Abramowitz & Webster, 2016; Iyengar et al., 2019; Osmundsen
et al., 2021). Moreover, identical stimuli can be perceived in a dramatically different light by
left and right partisans (Van Bavel & Pereira, 2018). For example, Kahan et al. (Kahan et al.,
2012) presented participants with identical footage of a protest and asked about their support
for police intervention to quell it. Republican participants were more likely than Democrats
participants to support police action when told the protest was in opposition to the military’s
policy of “don’t ask, don’t tell" outside a military recruitment office, while the effect was reversed
when participants were told that the protesters were opposing abortion outside an abortion clinic.

Although neither #AllLivesMatter nor #BlackLivesMatter as movements are formally
associated with any political party, they have over time become entangled in the increasingly
polarized landscape of American political identity (Gallagher et al., 2018; S. Kim & Lee, 2021).
Recent studies found that Democrats show increased support for the Black Lives Matter move-
ment compared with Republicans (Drakulich & Denver, 2022; Thomas & Horowitz, n.d.), though
neither study looked specifically at hashtags. Less evidence exists about partisanship and the
All Lives Matter movement, though a recent qualitative analysis argued that the movement has
been far more often invoked by Republican political candidates than by Democrats (Paul, 2019).
Given the extent of polarization in the U.S. around political identities, it seems possible not only
that perceptions of the two hashtags may differ wildly between left and right partisans, but even
that the hashtags themselves may serve as a sort of identity signal, providing reliable context
cues regarding how the author of an online message wishes their statement to be interpreted.
Because this form of communications on Twitter surrounding these hashtags can be emotive and
are so commonplace, studying its characteristics and evolution can be incredibly insightful into
the way in which individuals navigate around online disagreement about sensitive topics.

We report on our investigations into how political identity moderates the perception
of tweets tagged with the #BlackLivesMatter and #AllLivesMatter hashtags, expecting that
partisans on the left would view the former more favorably than the latter, with the reverse effect
for partisans on the political right. We were particularly interested in participants’ perceptions
of the tweets as offensive or racist. Moreover, we investigated the specific information content of
the hashtags themselves in fueling partisan perceptions. We did this by artificially removing the
hashtags from tweets in which they initially appeared, as well as by appending them to tweets
completely unconnected to either movements. We investigated a number of possible predictors
of affective responses to tweets, with a particular emphasis on political identity—an emphasis
that, as we shall see, appears to have been warranted.
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3.4.2 Methods

Dataset

To obtain a dataset of #AllLivesMatter and #BlackLivesMatter tweets, we used a web
crawler(“jonbakerfish/TweetScraper: TweetScraper is a simple crawler/spider for Twitter Search
without using API”, n.d.), which obtains only publicly available tweets via Twitter Advanced
Search in compliance with Twitter’s rules2. We focused on tweets published in the year 2020
in order to constrain the contextual meaning of the tweets to be maximally salient to our par-
ticipants, who evaluated the tweets in early 2021. That is, we scraped tweets containing either
hashtag (“#AllLivesMatter" or “#BlackLivesMatter", case insensitive), and published between
January and December 2020. This resulted in a total of 24 queries (one for each month for
each hashtag) and yielded a total of 3,515,489 tweets (2,963,778 #BlackLivesMatter tweets and
551,711 #AllLivesMatter tweets). We then filtered these to create a set of tweets that contained
only one hashtag, and had no mention of other Twitter handles and no attachments (pictures,
videos, links, etc.). We further filtered the set of tweets manually, so that all tweets placed the
hashtag at the very end of the tweet and did not use the hashtag itself as the subject of the
tweet’s message (e.g., “My least favorite hashtag is #BlackLivesMatter"). In other words, our
interest was in tweets that used the hashtags only as concluding tags.

Neutral tweets were sampled from previous studies in which tweets were evaluated via
crowdsourcing and rated as being racist, sexist, both, or neither (Waseem, 2016; Waseem &
Hovy, 2016). We selected tweets from these datasets that were not rated by any participant as
either racist or sexist and that appeared to us to be about politically neutral content. Some
examples of the topics addressed in these tweets include the weather, food, and traffic.

We applied a sentiment analysis to the three groups of tweets (#AllLivesMatter tweets,
#BlackLivesMatter tweets, and the set of neutral tweets), from the nltk package on Python,
which utilizes vader to employ a word-lookup based scoring (Bird, Klein, & Loper, 2009). The
results of that analysis are shown in Figure 3.7. We observe that all sets of tweets are generally
more negative than positive in sentiment. Additionally, we observe minimal differences between
sentiment distributions of #AllLivesMatter and #BlackLivesMatter tweets, diminishing the pos-
sibility that any differences in the interpretation of these tweets is due to differences in their
overall sentiment. The distributions of positive and negative sentiment scores for #AllLives-
Matter and #BlackLivesMatter tweets were more similar to one another than either were to the
neutral tweets, which perhaps unsurprisingly tended to express substantially weaker sentiments
overall.

Each set of tweets was further reduced to a small sample for use in participant surveys,
for which we used 300 tweets in total. These were partitioned into ten distinct sets comprised
of 30 tweets each. Each set contains 13 #AllLivesMatter tweets, 13 #BlackLivesMatter tweets,

2https://help.twitter.com/en/rules-and-policies/twitter-search-policies
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and four neutral tweets. The size of these sets was based on the number of tweets our pilot study
determined could be reasonably rated by participants without fatigue or attrition, in order for
each tweet to be rated by multiple participants. Each participant was randomly assigned one of
the ten distinct sets of tweets to evaluate, either with or without hashtags present.

#AllLivesMatter #BlackLivesMatter Neutral
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Figure 3.7: Tweet sentiment scores. Violin plots of positive and negative sentiment scores
for #AllLivesMatter, #BlackLivesMatter, and neutral tweets used for this study. Dashed lines
represent the means and dotted lines delineate the upper and lower quartiles of each distribution.

Survey Setup

At the beginning of the survey, each individual was asked to submit written consent
to participate in the study. Individuals were prompted to select either “I consent to participate
in this study" or “I do not wish to participate in this study" after being shown descriptions of
the study’s purpose, procedures, compensation, risks, benefits, and confidentiality. They were
also given the right to refuse or withdraw from the study. Following the consent portion, users
were then prompted to complete a CAPTCHA verification. If the individual denied consent,
the survey ended immediately. If the individual agreed and successfully completed verification,
they were next provided with detailed instructions on how to complete the study, as well a
necessary definitions. Participants were then presented with 30 tweets in random order and asked
to evaluate them on several criteria. For each tweet, participants were instructed to evaluate
whether its contents could be perceived as racist, offensive, both or neither, and whether these
perceptions applied to (i) themselves personally, (ii) individuals within their social network, and
(iii) individuals outside of their social network. The terms “personally", “within social network",
and “outside of social network" were defined in the instructions. Our goal in asking participants
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to imagine how other people were likely to perceive the tweets was to enable us to examine the
extent to which participants viewed their own valuations as being related to their social identities
rather than as either solely personal views or human universals.

Participants were randomly assigned one of the ten datasets. To document the effect of
hashtags on perceptions, some participants were presented tweets with hashtags and the others
tweets without hashtags. If a participant was assigned the dataset with hashtags present, they
were shown the raw tweets with hashtags already present and neutral tweets with “#AllLives-
Matter" or “#BlackLiveMatter" appended. If a participant was assigned the dataset without
hashtags present, they were shown the #AllLivesMatter and #BlackLivesMatter tweets with the
hashtag omitted and unaltered neutral tweets.

After completion of tweet evaluations, participants were asked to fill out a demographic
survey. Individuals were asked about their age, gender, familiarity with hashtags, news consump-
tion, religiosity, and political orientation. We intentionally place the demographic survey after
the tweet evaluations to ensure participants were not primed to give “identity-typical" responses.

To measure political orientation, participants were shown two opposing opinions (one
“Conservative" take and one “Liberal" take) on 10 different political topics (see Table A.1) taken
from a pre-existing PEW survey (Center, 2017). Then the participants were instructed with
the following: “For each of the following, select the option that aligns most with your personal
beliefs". Each participant started with a score of 0. For each Conservative opinion chosen, 1 was
added to their score and for each Liberal opinion chosen, -1 was added to their score, resulting in a
range of scores from −10 to 10 with -10 being as Liberal as possible and 10 being as Conservative
as possible.

The distribution of these political orientation scores among this study’s participants are
shown in Fig. A.5. This distribution shows that the participants leaned Liberal with respect to
this measure (µ = −3.966). Nonetheless, there are a reasonable number of participants across this
political orientation spectrum to study any behavioral trends with respect to political orientation
score.

In the United States especially, religiosity tends to have significant, yet complex, effect
on an individual’s political views and general identity (Egan, 2020; Campbell et al., 2018; Lee
et al., 2018). To gauge religiosity in a more fine-grained way, we utilized a subset of the Centrality
of Religiosity Scale (CRS) (Huber & Huber, 2012), a measure of the importance of religion in
a person’s life. In order to focus on identity-relevant aspects, we selected questions that gauged
participation in religious services and membership in religious communities and omitted questions
about self evaluations of spirituality. To measure political orientation, we adapted an 11-question
survey from the Pew Research Center (Center, 2017). Participants were shown a series of two
opposing opinions (one “Conservative" take and one “Liberal" take) on 10 different political topics,
and asked to select the option that best aligned with their personal beliefs. Each participant
started with a score of 0. For each Conservative opinion chosen, 1 was added to their score
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Figure 3.8: Participant view of instructions (top) and one sample tweet evaluation (bottom) on
Qualtrics.

and for each Liberal opinion chosen, −1 was added to their score, resulting in a range of scores
from −10 to 10 with −10 being maximally Liberal and +10 being maximally Conservative. We
considered participants to be Liberal if their score was less than 0 and Conservative if their score
was greater than 0. A potential limitation of this survey is that it restricts political opinions to
those promoted in mainstream media, and excludes more radical or outside views (Pew Research
Center, 2021). Nevertheless, such scores capture a great deal of the variation in American political
identity.

To measure the religiosity of each participant, we have used a subset of the Centrality of
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Religiosity Scale (CRS) huber2012centrality, a measure of the centrality, importance or salience
of religious meanings in personality. Table A.2 gives the selected questions for this survey.

Before distributing the survey, we recieved Institutional Review Board (IRB) approval
from the UC Merced IRB (IRB#: UCM2020-70). We recruited a total of 1,428 participants
through Amazon Mechanical Turk. All participants had to be located in the U.S., be over 18
years old, and have a HIT Approval Rate above 95%. We inserted two check questions into our
survey to gauge a user’s attentiveness to the survey in order to avoid users who randomly select
choices without reading the survey content. If the individual got one or both question(s) wrong,
we omitted their response. After performing omissions based upon check questions, a total of
1,244 viable participants remained. Our subsequent participant population was heavily skewed
Liberal and White, while also being predominantly male.

3.4.3 Results

To understand the relationship between demographics and corresponding evaluations,
we first examined the frequency of racist and offensive ratings as a function of individuals’ demo-
graphic characteristics. Among all the demographic factors assessed, political orientation was the
strongest predictor of whether tweets were perceived as racist or offensive. Perceptions of tweets
marked with the #AllLivesMatter and #BlackLivesMatter hashtags were strongly mediated by
political orientation, with individuals on the political left personally rating #AllLivesMatter
tweets as being more offensive and racist than #BlackLivesMatter tweets. Conversely, individu-
als on the political right personally rated #BlackLivesMatter tweets as being more offensive and
racist than #AllLivesMatter tweets. Results are shown in Figure 3.9.

When participants were asked to imagine how individuals within their personal social
networks would respond to tweets, the patterns of ratings were nearly identical to their own
personal evaluations, suggesting that our participants expect cohesion and agreement with those
close to them (Figure 3.10, left). However, the association between political orientation and
perceptions of tweets as racist or offensive did not hold when participants were asked to imagine
how someone outside their social network would respond, suggesting individuals understood that
their judgment of the tweets as racist or offensive would not be shared by everyone (Figure 3.10,
right).

The effect of hashtag presence was most prevalent with left leaning participants when
evaluating tweets marked with #AllLivesMatter as both racist and offensive (Figure 3.9, left
column). A similar effect was observed with right leaning participants when evaluating tweets
marked with #BlackLivesMatter as racist (Figure 3.9, bottom right). Overall, in both cases, the
presence of the hashtag made the tweet contents more likely to be perceived as racist and/or
offensive by partisans.

To verify that political orientation was the strongest predictor of how tweets were per-
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Figure 3.9: Overall personal ratings by political orientation. Relative frequencies of racist
and offensive ratings for personal evaluations as a function of political score (with -10 being
maximally Liberal and 10 being maximally Conservative), where relative frequency is calculated
by dividing racist or offensive counts by total counts. 95% confidence is shown on relative
frequencies and regressions.

ceived, we construct two sets of models: multivariate linear regression models and random forests
models to predict racist and offensive evaluations as a function of age, gender, race, four different
religiosity variables, and political orientation. For the multivariate linear regression models, we
performed a partial f-test on all possible nested models (reduced models where one or more of the
8 demographic variables are removed). To evaluate the results, we examined both the f-statistic
(a measure of error made by an individual nested model in terms of the residual sum of squares
compared with the full model, where larger values are favorable) and p-value (a measure rep-
resenting the probability that similar results would be observed if no effect was present, where
smaller values are favorable). For each partial f-test, the largest (most favorable) f-statistic corre-
sponded to the nested models that included all variables except political orientation score, which
shows that the nested model with the most error compared with the full model does not consider
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Figure 3.10: Overall “within" and “outside" personal social network ratings by polit-
ical orientation. Relative frequencies of racist and offensive ratings for within personal social
network and outside of personal social network evaluations as a function of political score (with
-10 being maximally Liberal and 10 being maximally Conservative), where relative frequency is
calculated by dividing racist or offensive counts by total counts. 95% confidence is shown on
relative frequencies and regressions.

political orientation score. This indicated that political orientation score is the variable that has
the strongest effect on participants’ evaluations. Corresponding p-values were very small, with
a maximum of 2.1629 × 10−6 and a minimum of 4.7837 × 10−27. For random forest models, we
evaluated feature importances. Results are shown in Figure 3.11, where each row corresponds
to one model and gives the fractional amount of importance for each of the 8 feature or pre-
dictor variables, so that they sum to one. For each of the random forests models, the political
orientation score is ranked substantially higher than all other predictors.

In Fig. A.5 we give the correlations between each demographic: age, gender, race,
political score, and the four religiosity scores. Unsurprisingly, we found that the four religiosity
scores to have the highest correlations to one another.

Given that political orientation yielded the strongest correlation to perceptions and
that religiosity (beyond to itself) is correlated most to political orientation, we have studied the
dependence on perception with religiosity.

In Fig. ?? we show perception results for #AllLivesMatter tweets with and without
hashtags and #BlackLivesMatter tweets with and without hashtags. These results show that
religious participants tended to perceive #BlackLivesMatter tweets racist and/or offensive, par-
ticularly for tweets with hashtag present, and were less likely to find #AllLivesMatter tweets
racist and/or offensive. Conversely, non-religious participants are less likely to find #BlackLives-
Matter racist and/or offensive, particularly for tweets with hashtag present, and were more likely
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to find #AllLivesMatter racist and/or offensive. We additionally note that the presence of a
hashtag has more of an effect when evaluating #AllLivesMatter tweets than #BlackLivesMatter
tweets.

We separated participants identifying as “white” from all others which we call “not
white.” Figure A.4 shows perception results of #AllLivesMatter tweets with and without hash-
tags and #BlackLivesMatter tweets with and without hashtags. These results show that white
participants were more likely to find #BlackLivesMatter racist and/or offensive and less likely to
find #AllLivesMatter racist and/or offensive. Conversely, non-white participants were less likely
to find #BlackLivesMatter racist and/or offensive and more likely to find #AllLivesMatter racist
and/or offensive. The presence of hashtag has more of an effect when evaluating #AllLivesMatter
tweets than #BlackLivesMatter tweets.

Both the multivariate linear regression models and the random forests models evince
that political orientation is the strongest predictor amongst measured demographics of tweet
evaluations. To analyze reliability of the tweet evaluations made by the participants, we compute
intraclass correlation coefficients (ICC) (koo2016guideline; liljequist2019intraclass) among
groups of individuals who were randomly assigned and thus evaluated the same set of tweets. The
ICC is a statistical value between 0 and 1 that measures consistency of evaluations across multiple
participants, with a measure of 0 indicating results are completely unreliable and a measure of
1 indicating perfect reliability. We compute ICC values from two models: a two-way random
model (ICC(2, k)) and a two-way mixed model (ICC(3, k)), which differ based upon whether
the groups of k participants are regarded as being representative of the entire population or as
being the only participants of interest, respectively. In both cases, we find uniformly high values
(> 0.90) across datasets for both racist and offensive ratings, strongly indicating that these tweet
evaluations are reliable. Moreover, correlations between responses and other demographics (age,
gender, etc.) either did not emerge in these analyses or were not significant in both of these
models.

Figure 3.11: Random Forest feature importances. Results of feature importances for full
random forests models (using all eight predictors). Feature importances lie between [0,1] and
sum to 1, where 0 indicates a feature is not important at all and 1 indicates that a feature is as
important as possible.
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The text from some of the tweets used in our study can be viewed in Figure 3.12. The
left side of this figure shows the tweets that were consistently rated as the most offensive or
racist by right and left partisans. The right side of the figure shows the tweets that exhibited
the largest differences in ratings between the hashtag and no-hashtag conditions. These tweets
highlight that the information content of the hashtag can vary considerably. In some cases, a
hashtag simply reinforces an already-clear message, while in other cases it contextualizes and
clarifies an otherwise-ambiguous message.

Figure 3.12: Significant tweet ratings. On left, individual tweets with the highest frequency
of offensive or racist ratings, regardless of hashtag presence (relative frequencies of > 0.9, > 0.76,
> 0.86, > 0.84, respectively). On right, individual tweets for which hashtag presence made the
largest difference in rating frequencies (differences in relative frequencies of 0.615, 0.488, 0.426,
0.412, respectively).

Unsurprisingly, neutral tweets were much less likely to be rated as racist or offensive
than #AllLivesMatter and #BlackLivesMatter tweets (Figure 3.13). However, when one of these
hashtags was artificially added to a neutral tweet, that tweet was more likely to be evaluated
as racist or offensive. In particular, the addition of “#AllLivesMatter" to neutral tweets was
associated with a large increase in ratings as racist or offensive among Liberal participants, while
the addition of “#BlackLivesMatter" to neutral tweets was associated with a moderate increase
in ratings of racist and offensive among both Liberal and Conservative participants. While
we found it surprising that the addition of “#BlackLivesMatter" would increase perceptions of
neutral tweets as racist and offensive among Liberal participants, it is possible that such responses
are provoked by the juxtaposition of something deemed quite serious (the hashtag) in a banal
context.

3.4.4 Discussion

In the United States and elsewhere, particularly in otherwise diverse nations, politi-
cal identity is increasingly the dominant identity driving much of social behavior (Mason, 2018;
Abramowitz & Webster, 2016; Iyengar et al., 2019; Joireman, 2003). Here, we have shown that
among U.S. participants, perceptions of race-relevant hashtags #BlackLivesMatter and #All-
LivesMatter diverge considerably in ways that are predicted by political orientation. Tweets
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Figure 3.13: Neutral tweet evaluations. Evaluations of neutral tweets by political score with
90% confidence interval, where relative frequency is calculated by dividing racist or offensive
counts by total counts. Independent t-tests revealed that there were statistically significant dif-
ferences between Liberal participants evaluating neutral tweets with hashtags appended versus
without, with the addition of “#AllLivesMatter" having a more significant effect (corresponding
p-values of 2.359 × 10−13 and 1.746 × 10−21 for racist and offensive evaluations, respectively)
than the addition of “#BlackLivesMatter" (corresponding p-values of 0.027 and 0.0002 for racist
and offensive evaluations, respectively). Differences between Conservative participants evaluat-
ing neutral tweets with hashtags appended versus without were much less significant, with the
addition of “#AllLivesMatter" having the weakest effect (corresponding p-values of 0.915 and
0.812 for racist and offensive evaluations, respectively), followed by the the addition of “#Black-
LivesMatter" (corresponding p-values of 0.102 and 0.028 for racist and offensive evaluations,
respectively).

tagged with #BlackLivesMatter were more likely to be rated as offensive and racist by partic-
ipants on the political right, while tweets tagged with #AllLivesMatter were more likely to be
rated as offensive and racist by participants on the political left. Political orientation was more
strongly predictive of these divergent responses than any other demographic factors we examined,
including the age, gender, religiosity, or race of the participants. Moreover, our results suggest
that these trends are likely to be driven by identity-based assessments rather than more gen-
eral perceptual differences between right and left partisans, because our main effect held when
people were asked to imagine how someone else in their social networks would respond to the
tweets, but not when they imagined how someone outside their social networks would response.
Although other identity categories, notably historically persecuted identities associated with race
and sexual orientation, are also associated with perceptions of the BLM and ALM movements in
both Black and White participants (BONILLA & TILLERY, 2020; Cole, 2020; West, Greenland,
& van Laar, 2021), political affiliation remains the strongest predictor of that support (West,
Greenland, & van Laar, 2021).

The associations between political orientation and the tweet ratings were severely,
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though not entirely, diminished when the hashtags themselves were removed from the text of
the tweets. However, the effect of hashtag was not consistent from tweet to tweet. In some cases,
hashtags serve merely to amplify an already-clear meaning, while also increasing searchability.
In other cases, however, the meaning of a tweet was ambiguous in the absence of the hashtag.
In these cases, a hashtag serves to contextualize the tweet’s text and suggest a particular race-
related interpretation. This role appears to have been especially important for tweets where the
ratings between the hashtag and no-hashtag conditions were very different. So, although tweets
marked with #BlackLivesMatter and #AllLivesMatter hashtags had stronger negative valences
than neutral tweets, responses to tweets marked with these hashtags were not merely driven by
the text communicated in those tweets. The hashtags themselves served as important signals,
as indicated both by the diminishment of the main effect when hashtags were removed from the
original tweets as well as the reintroduction of the effect when hashtags were added to neutral
tweets.

Both #BlackLivesMatter and #AllLivesMatter are ostensibly about race, so it is per-
haps unsurprising that removal of either hashtag reduced ratings of tweets as racist by right
and left partisans, respectively. While the presence of the #BlackLivesMatter hashtags was also
predictive of ratings of tweets as offensive by right partisans, these ratings appear to be driven
largely by the content of the tweets themselves, and not by the hashtag. This was not the case
for #AllLivesMatter, the presence of which was associated with a large increase in left partisans’
ratings of a tweet as offensive. Individuals on the political left appear to have a particularly
strong reaction to the #AllLivesMatter hashtag, finding its presence offensive even when it is at-
tached to otherwise neutral tweets. This indicates that among left partisans, #AllLivesMatter is
seen not only as a marker that contextualizes other communication, but as an offensive statement
in its own right. Partisans on the right may find the #BlackLivesMatter hashtag racist because
they believe there is an implicit “only" in front of “black lives matter," while left partisans may
be more likely to tacitly append the statement with “too."

The suite of views associated with political identity is not stable and particular sig-
nals are not likely to be associated with any given identity forever. Our study, however, does
illuminate an association between identity, viewpoints, and signals at this point in time, which
can inform our understanding of politically-relevant communication both on- and offline. More
generally, our study helps to demonstrate the extent to which identity—including political iden-
tity within an allegedly integrated society—can dramatically shape how information is processed
and interpreted. This can have important societal ramifications, as rational conversations about
important concepts require firm grounding in how individuals are using particular terms. For
example, when asked to name “socialist" countries, the top three answers given by Republican
voters in the U.S. were Venezuela, China, and Russia, while the top three answers given by
Democratic voters were Denmark, Sweden, and Norway (Matthew Smith, 2020). Such divergent
usage of the same word limits the ability of Americans to engage in meaningful dialogue about
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the pros and cons of socialist policies. Similarly, disagreements about what is meant by “Black
Lives Matter" or “All Lives Matter", as well as what is or is not racist or offensive is likely to
hinder the ability of Americans to reach consensus or even compromise on these and related
issues.



Chapter 4
Conclusion

4.1 Summary

Amidst the vast expanse of online content, individuals increasingly turn to the internet
as a source of information, guidance, and community. Whether seeking answers to pressing
questions, exploring diverse perspectives, or connecting with like-minded individuals, the digital
realm offers unparalleled access to knowledge and resources. This reliance on online platforms
reflects not only a shift in information consumption patterns but also underscores the evolving
role of technology in shaping human behavior and societal norms. In the digital age, social
media platforms have emerged as powerful catalysts for social movements, revolutionizing the
landscape of activism and advocacy. The instantaneous connectivity afforded by platforms like
Twitter, Facebook, and Instagram enables the rapid dissemination of information, mobilization
of supporters, and amplification of marginalized voices. From grassroots campaigns to global
protests, social media serves as a virtual agora, facilitating dialogue, organizing collective action,
and galvanizing social change (Chon & Park, 2020; Kidd & McIntosh, 2016; Madison & Klang,
2020).

Demographics wield significant influence over our interactions with the world, shaping
our perceptions, experiences, and opportunities. Factors such as age, gender, ethnicity, and
socioeconomic status profoundly impact how individuals navigate societal structures and engage
with their communities. Demographics not only shape our experiences but also influence how we
perceive, interact with, and contribute to the world around us. Recognizing and understanding
the diverse ways in which demographic factors affect and shape human experiences is essential
for comprehending the complexities of human interaction and societal dynamics. This broader
understanding helps in creating a more inclusive and equitable society for everyone.

53
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4.2 Future Work

Over the past few years, the field of natural language processing (NLP) has under-
gone significant transformations, driven primarily by the development and adoption of advanced
models such as BERT (Bidirectional Encoder Representations from Transformers) (Devlin et al.,
2018). More recently, the rise of generative large language models, exemplified by models like
ChatGPT and Gemini, marks a new frontier in NLP research (Wu et al., 2023; McIntosh et al.,
2023). The progress achieved through these models offers unprecedented opportunities to en-
hance and refine NLP applications that were previously reliant on more rudimentary techniques.
With the sophisticated understanding facilitated by transformer models and generative language
models, we can now analyze and interpret text, conversations, and user interactions at a depth
that was inconceivable just a few years ago. The enhanced capabilities of these models thus
promise significant benefits for our social understanding of discourse and user behavior online.
This allows for more sophisticated understandings and studying of online discourse, helping to
identify trends, detect misinformation, and understand public sentiment more than ever before.
The potential for innovation in understanding and improving social interactions and behaviors
online grows heralds a new era of NLP research and development.

The exploration of future directions in understanding online behavior across various
micro-blogging platforms is integral to anticipating the evolving dynamics of social media. Over
recent years, the digital landscape has undergone significant transformations, marked notably by
shifts such as the downfall of Twitter and the emergence of alternative platforms Threads and
Bluesky (ORTUTAY, 2023; Mehta, 2023). This diversification challenges the once-centralized
influence of a single platform like Twitter and prompts reflection on the future trajectory of
online interactions. With no singular micro-blogging platform asserting universal dominance, we
must reflect on the emerging contours of this evolving ecosystem and how our present findings
may inform future inquiries. Despite this dispersion, the underlying principles governing user
behavior and linguistic patterns remain pertinent. Understanding these fundamental aspects
not only provides insight into current social phenomena but also serves as a foundation for
extrapolating future trends.

As long as oppression exists, there will be a continuous and compelling need to study
social movements. This reality ensures that there is a continual influx of rich data for scholars
and activists committed to studying and combating these injustices. The diverse manifesta-
tions of oppression provide a fertile ground for research into the mechanisms of resistance and
social change. Movements offer invaluable insights into the dynamics of collective action and
the outcomes of sustained activism. Historical and ongoing struggles present an ever-expanding
repository of case studies. Each social movement, with its unique context and challenges, en-
riches the understanding of how people organize, resist, and strive for a more equitable world.
Moreover, the digital age has amplified both the visibility of oppression and the capacity for
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mobilization. Social media platforms, for instance, have become crucial tools for documenting
injustices, spreading awareness, and coordinating activism on a global scale (Yılmaz, 2017).

The impact of online dynamics extends beyond the digital realm, influencing real-world
events and social movements. Exploring the intersection of online discourse and offline conse-
quences sheds light on the broader societal implications of digital interactions. Understanding
the mechanisms underlying online behavior equips us to anticipate future trends and harness the
potential of digital platforms for positive social change. By contextualizing our insights within
broader socio-political dynamics, we can contribute meaningfully to discourse surrounding online
engagement and its real-world ramifications.
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Appendix A
Appendix

A.1 Say Their Names

SONYA MASSEY AKIRA ROSS JORDAN NEELY DARRYL TYREE
WILLIAMS TYRE NICHOLS KEENAN ANDERSON SINZAE REED KESHAWN
THOMAS DANTE KITTRELL JAYLAND WALKER CHRISTOPHER KELLEY
RUTH WHITFIELD PEARL YOUNG KATHERINE MASSEY HEYWARD PATTER-
SON CELESTINE CHANEY GERALDINE TALLEY AARON SALTER JR. ANDRE
MACKNIEL MARGUS MORRISON ROBERTA DRURY PATRICK LYOYA DON-
NELL ROCHESTER AMIR LOCKE ISAIAH TYREE WILLIAMS JASON WALKER
JAMES WILLIAMS MICHAEL WAYNE JACKSON ARNELL "AJ" STEWART FANTA
BILITY ALVIN MOTLEY JR. TA’NEASHA CHAPPELL RYAN LEROUX WIN-
STON SMITH LATOYA DENISE JAMES ANDREW BROWN JR. MA’KHIA BRYANT
MATTHEW "ZADOK" WILLIAMS DAUNTE WRIGHT JAMES LIONEL JOHNSON
DOMINIQUE WILLIAMS DONOVON LYNCH MARVIN SCOTT III JENOAH DON-
ALD PATRICK WARREN XZAVIER HILL ROBERT HOWARD VINCENT BEL-
MONTE MONICA GOODS BENNIE EDWARDS CASEY GOODSON JR. AIDEN
ELLISON QUAWAN CHARLES KEVIN PETERSON JR. WALTER WALLACE JR.
JONATHAN PRICE KURT REINHOLD DIJON KIZZEE DAMIAN DANIELS AN-
THONY MCCLAIN JULIAN LEWIS MAURICE ABISDID-WAGNER BRAYLA
STONE RAYSHARD BROOKS PRISCILLA SLATER ROBERT FORBES KAMAL
FLOWERS JAMEL FLOYD DAVID MCATEE JAMES SCURLOCK CALVIN HOR-
TON JR. TONY MCDADE DION JOHNSON GEORGE FLOYD MAURICE GOR-
DON CORNELIUS FREDERICKS STEVEN TAYLOR DANIEL PRUDE BREONNA
TAYLOR BARRY GEDEUS MANUEL ELLIS REGINALD "REGGIE" PAYNE AH-
MAUD ARBERY LIONEL MORRIS JAQUYN O’NEILL LIGHT WILLIAM GREEN
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DARIUS TARVER MICIAH LEE JOHN NEVILLE CAMERON LAMB MICHAEL
DEAN ATATIANA JEFFERSON BYRON WILLIAMS ELIJAH MCCLAIN JALEEL
MEDLOCK TITI "TETE" GULLEY DOMINIQUE CLAYTON PAMELA TURNER
RONALD GREENE STERLING HIGGINS BRADLEY BLACKSHIRE JASSMINE
MCBRIDE ALEAH JENKINS EMANTIC BRADFORD JR. JEMEL ROBERSON
CHARLES ROUNDTREE JR. BOTHAM JEAN HARITH AUGUSTUS JASON WASH-
INGTON ANTWON ROSE JR. ROBERT WHITE EARL MCNEIL MARCUS-DAVID
PETERS DORIAN HARRIS DANNY RAY THOMAS STEPHON CLARK RONELL
FOSTER DAMON GRIMES JAMES LACY CHARLEENA LYLES MIKEL MCIN-
TYRE JORDAN EDWARDS TIMOTHY CAUGHMAN ALTERIA WOODS
DESMOND PHILLIPS DEBORAH DANNER ALFRED OLANGO TERENCE
CRUTCHER CHRISTIAN TAYLOR JAMARION ROBINSON DONNELL THOMP-
SON JR. JOSEPH MANN PHILANDO CASTILE ALTON STERLING JAY ANDER-
SON JR. CHE TAYLOR DAVID JOSEPH ANTRONIE SCOTT BETTIE JONES
QUINTONIO LEGRIER COREY JONES SAMUEL DUBOSE DARRIUS STEWART
SANDRA BLAND SUSIE JACKSON DANIEL SIMMONS ETHEL LANCE MYRA
THOMPSON CYNTHIA HURD DEPAYNE MIDDLETON-DOCTOR SHARONDA
COLEMAN-SINGLETON CLEMENTA PINCKNEY TYWANZA SANDERS KALIEF
BROWDER FREDDIE GRAY NORMAN COOPER WALTER SCOTT ERIC HAR-
RIS MEAGAN HOCKADAY NATASHA MCKENNA RUMAIN BRISBON TAMIR
RICE AKAI GURLEY TANISHA ANDERSON LAQUAN MCDONALD CAMERON
TILLMAN DARRIEN HUNT KAJIEME POWELL MICHELLE CUSSEAUX DANTE
PARKER EZELL FORD MICHAEL BROWN AMIR BROOKS JOHN CRAWFORD
III ERIC GARNER JERRY DWIGHT BROWN VICTOR WHITE III MARQUISE
JONES YVETTE SMITH RENISHA MCBRIDE JONATHAN FERRELL DEION
FLUDD GABRIEL WINZER WAYNE A. JONES KIMANI GRAY KAYLA MOORE
COREY STINGLEY DARNESHA HARRIS JORDAN DAVIS MOHAMED BAH SGT.
JAMES BROWN DARIUS SIMMONS REKIA BOYD TRAYVON MARTIN WILLIE
RAY BANKS KENNETH CHAMBERLAIN SR. CLETIS WILLIAMS ROBERT RICKS
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A.2 Hashtags as Signals of Political Identity

Conservative Response Liberal Response
Homosexuality should be
discouraged by society.

Homosexuality should be
accepted by society.

Stricter environmental laws and
regulations cost too many jobs
and hurt the economy.

Stricter environmental laws and
regulations are worth the cost.

Most corporations make
a fair and reasonable
amount of profit.

Business corporations make
too much profit.

The best way to ensure peace
is through military strength.

Good diplomacy is the best
way to ensure peace.

Immigrants today are a burden on
our country because they take our
jobs, housing, and health care.

Immigrants today strengthen our
country because of their hard
work and talents.

Black people who can’t get ahead
in this country are mostly responsible
for their own condition.

Racial discrimination is the main
reason why many Black people
can’t get ahead these days.

The government today can’t afford to
do much more to help the needy.

The government should do more
to help needy Americans, even if
it means going deeper into debt.

Poor people today have it easy because
they can get government benefits
without doing anything in return.

Poor people have hard lives because
government benefits don’t go far
enough to help them live decently.

Government regulation of business
usually does more harm than good.

Government regulation of business
is necessary to protect the public.

Government is almost always
wasteful and inefficient.

Government often does a better job
than people give it credit for.

Table A.1: “Conservative" and “Liberal" responses used to compute Political Orientation scores.



72

Figure A.1: Distribution of political orientation scores with µ = −3.966.

Question Responses

COR 0
Do you consider yourself
to be religious?

Yes
No

COR 1
How often do you take
part in religious services?

More than once a week
Once a week
One to three times a month
A few times a year
Less often
Never

COR 2
How important is it to take
part in religious services?

Very much so
Quite a bit
Moderately
Not very much
Not at all

COR 3
How important is it for you
to be connected to a
religious community?

Table A.2: Centrality of religiosity questions and possible responses (Huber & Huber, 2012).
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Figure A.2: Participant responses to Centrality of Religiosity question 0. Participant distribution
of ages with mean 39. Participant distribution of gender identities. Participant distribution of
race.
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Check Question Responses

1 Please select "strongly agree".

Strongly disagree
Somewhat disagree
Neither agree nor disagree
Somewhat agree
Agree
Strongly agree

2 Which of the following is NOT an animal?
Chair
Cow
Cat

Table A.3: Check questions included in the survey to gauge user attentiveness.

Model Response Multivariate Linear Regression Random Forests
0 #AllLivesMatter with hashtag for “racist” 0.1446 0.1771
1 #AllLivesMatter without hashtag for “racist” 0.08475 0.0985
2 #BlackLivesMatter with hashtag for “racist” 0.2194 0.2220
3 #BlackLivesMatter without hashtag for “racist” 0.161 0.1822
4 #AllLivesMatter with hashtag for “offensive” 0.232 0.2583
5 #AllLivesMatter without hashtag for “offensive” 0.09915 0.1117
6 #BlackLivesMatter with hashtag for “offensive” 0.2599 0.2534
7 #BlackLivesMatter without hashtag for “offensive” 0.249 0.2615

Table A.4: R2 values for each of the 8 full models using Multivariate Linear Regression and
Random Forests.

Model Response f-statistic p-value
0 #AllLivesMatter with hashtag for “racist” 84.7433 5.6035 × 10−19

1 #AllLivesMatter without hashtag for “racist” 28.9448 1.0659 × 10−7

2 #BlackLivesMatter with hashtag for “racist” 83.5795 9.3898 × 10−19

3 #BlackLivesMatter without hashtag for “racist” 22.8853 2.1629 × 10−6

4 #AllLivesMatter with hashtag for “offensive” 130.8381 1.5205 × 10−27

5 #AllLivesMatter without hashtag for “offensive” 52.3483 1.4134 × 10−12

6 #BlackLivesMatter with hashtag for “offensive” 128.0722 4.7837 × 10−27

7 #BlackLivesMatter without hashtag for “offensive” 85.4679 3.9786 × 10−19

Table A.5: Results from partial f-test analysis on each of the 8 models that yield the largest
f-statistics. The nested models for all of these results include all variables except political orien-
tation score.
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Figure A.3: Evaluations of #AllLivesMatter and #BlackLivesMatter tweets by self- identifica-
tion of religiosity (Centrality of Religion Question 0) with 95% confidence interval, where relative
frequency is calculated by dividing racist or offensive counts by total counts. Independent t-tests
revealed that there were statistically significant differences between evaluations of #AllLivesMat-
ter tweets with hashtags present versus without, with the strongest effect present in evaluations
of tweets as offensive (corresponding p-values of 1.514 × 10−11 and 0.070 for non religious and
religious participant evaluations, respectively) followed by evaluations of tweets as racist (corre-
sponding p-values of 2.605×10−8 and 0.010 for non religious and religious participant evaluations,
respectively). Differences of evaluations of #BlackLivesMatter tweets with hashtags present ver-
sus without had much weaker effects, with offensive ratings (corresponding p-values of 0.442
and 0.598 for non religious and religious participant evaluations, respectively) having a slightly
weaker effect than racist ratings (corresponding p-values of 0.366 and 0.164 for non religious and
religious participant evaluations, respectively).
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Figure A.4: Evaluations of #AllLivesMatter and #BlackLivesMatter tweets by white v. non-
white participants with 95% confidence interval, where relative frequency is calculated by dividing
racist or offensive counts by total counts. Independent t-tests revealed that there were statisti-
cally significant differences between evaluations of #AllLivesMatter tweets with hashtags present
versus without, with the strongest effect present in evaluations of tweets as offensive (correspond-
ing p-values of 8.976 × 10−7 and 8.967 × 10−6 for white and not white participant evaluations,
respectively) followed by evaluations of tweets as racist (corresponding p-values of 2.456 × 10−6

and 0.0002 for white and not white participant evaluations, respectively). Differences of eval-
uations of #BlackLivesMatter tweets with hashtags present versus without had much weaker
effects, with offensive ratings (corresponding p-values of 0.116 and 0.151 for non religious and
religious participant evaluations, respectively) having a slightly stronger effect than racist ratings
(corresponding p-values of 0.027 and 0.198 for non religious and religious participant evaluations,
respectively).
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Figure A.5: Correlation between select demographics (gender, race, political score, and religiosity
question results).

Dataset
Racist Offensive

ICC(2,k) ICC(3,k) ICC(2,k) ICC(3,k)
ICC F-statistic p-value ICC F-statistic p-value ICC F-statistic p-value ICC F-statistic p-value

1 0.928 16.533 5.63E-77 0.94 16.533 5.63E-77 0.951 22.889 1.57E-109 0.956 22.889 1.57E-109
2 0.962 29.889 7.57E-146 0.967 29.889 7.57E-146 0.98 56.021 1.62E-266 0.982 56.021 1.62E-266
3 0.9 12.275 6.18E-55 0.919 12.275 6.18E-55 0.915 12.685 4.13E-57 0.921 12.685 4.13E-57
4 0.958 31.145 3.17E-151 0.968 31.145 3.17E-151 0.956 25.095 2.76E-121 0.96 25.095 2.76E-121
5 0.967 37.11 1.39E-179 0.973 37.11 1.39E-179 0.967 32.954 7.95E-160 0.97 32.954 7.95E-160
6 0.96 29.656 6.01E-144 0.966 29.656 6.01E-144 0.956 25.251 4.57E-122 0.96 25.251 4.57E-122
7 0.873 8.998 1.86E-37 0.889 8.998 1.86E-37 0.924 15.669 1.76E-72 0.936 15.669 1.76E-72
8 0.971 41.51 9.10E-200 0.976 41.51 9.10E-200 0.974 41.958 8.25E-202 0.976 41.958 8.25E-202
9 0.966 33.25 4.37E-161 0.97 33.25 4.37E-161 0.962 30.036 1.53E-145 0.967 30.036 1.53E-145
10 0.97 38.556 3.65E-187 0.974 38.556 3.65E-187 0.969 36.396 5.88E-177 0.973 36.396 5.88E-177

Table A.6: Relevant values for intraclass correlation tests.
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