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A polarizable QM/MM model that combines

state-averaged CASSCF and AMOEBA force

field for photoreactions in proteins

Chenchen Song∗ and Lee-Ping Wang

Department of Chemistry, University of California, Davis; 1 Shields Ave; Davis, CA 95616.

E-mail: ccsong@ucdavis.edu

Abstract

This paper presents the polarizable quantummechanics/molecular mechanics (QM/MM)

embedding of state-averaged complete active space self-consistent field (SA-CASSCF)

in the atomic multipole optimized energetics for biomolecular applications (AMOEBA)

force field for the purpose of studying photoreactions in protein environments. We de-

scribe two extensions of our previous work that combines SA-CASSCF with AMOEBA

water models allowing it to be generalized to AMOEBA models for proteins and other

macromolecules. First, we discuss how our QM/MM model accounts for the discrep-

ancy between the direct and polarization electric field that arises in the AMOEBA

description of intramolecular polarization. A second improvement is the incorporation

of link-atom schemes to treat instances where the QM/MM boundary goes through

covalent bonds. A single link atom scheme and double link atom scheme are consid-

ered in this work, and we will discuss how electrostatic interaction, van der Waals

interaction and various kinds of valence terms are treated across the boundary. To

test the accuracy of the link atom scheme, we will compare QM/MM with full QM
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calculations, and study how the errors in ground state properties, excited state prop-

erties, and excitation energies change when tuning the parameters in the link atom

scheme. We will also test the new SA-CASSCF/AMOEBA method on an elementary

reaction step in NanoLuc, an artificial bioluminescence luciferase. We will show how

the reaction mechanism is different when calculated in the gas phase, in polarizable

continuum medium (PCM), versus in protein AMOEBA models.

1 Introduction

Light plays a major role in chemistry and biochemistry, both as a source of energy to cross

over thermally inaccessible energy barriers, and also an important means for organisms to

sense their environments and exchange signals. Plants and animals have evolved to harness

UV-visible light in biological functions,1 and at the same time have also evolved mecha-

nisms to mitigate the detrimental effects from uncontrolled photochemistry.2 A major sub-

set of photoreactions in life relies on proteins that contain a small photoactive molecule

(the chromophore), such as the bilin in phytochrome for plant red light regulation,3 reti-

nal in rhodopsin for vision,4 and the coelentrazine in luciferase for bioluminescence.5 The

molecules and strategies employed by Nature to harness light are also used to inspire artificial

light-harvesting and light-activated technologies.6

Due to the ultrafast timescale of the photoreactions and the small size of chromophores

relative to the proteins, experimental investigation of photoreactions in biomolecules often

requires high spatial and temporal resolution. Recently, it has become possible to obtain

experimental data via techniques such as time-resolved serial femtosecond X-ray crystallogra-

phy,7,8 but these experiments are technically challenging and require advanced infrastructure

such as X-ray free electron lasers. Therefore, theoretical methods, especially ab initio quan-

tum chemistry, have the potential to provide important insights into the mechanisms of these

reactions within the macromolecular environment.

Because the electronic properties change qualitatively upon excitations, quantum me-
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chanics is required for studying photoreactions. However, the sheer size of these photoactive

proteins makes it infeasible to describe the entire system quantum mechanically. Fortu-

nately, because the excited wavefunction is primarily localized in the chromophore region,

one can easily adopt a QM/MM hybrid model9,10 that treats a small portion of the system

(i.e. the chromophore and its immediate surroundings) with quantum mechanics (QM), and

the remaining environment using classical molecular mechanics (MM). The environment is

important because electrostatic and polarization effects can modulate the relative energies

of ground and excited states, and these effects along with steric effects can change the shape

of the potential energy surfaces. Such hybrid QM/MM models make it possible to apply

advanced QM methods to study photoreactions in complex environments such as proteins.

When it comes to choose the level of theory, the advantages of using multi-reference elec-

tronic structure methods to study photoreactions have already been extensively reviewed.11,12

Multi-reference methods can cover a wide range of potential energy surfaces (PES) espe-

cially in regions with prominent static correlation effects (e.g. bond breaking) and can

provide the correct topology of conical intersections,13 making them the ideal choice of the

QM method. In this work, we use the state-averaged complete active space self consistent

field (SA-CASSCF) method.14–16 SA-CASSCF can often produce qualitatively correct PES

at relatively low computational cost, thus has been widely used in non-adiabatic molecu-

lar dynamics simulations.17,18 In addition, SA-CASSCF is also a necessary step to provide

the reference wavefunctions needed for even higher level of theories such as multi-reference

perturbation theory19 and multi-reference configuration interaction.20 In terms of the clas-

sical models for the protein environment, many previous studies have pointed out that the

polarizable force fields stand out in their abilities to capture a wide range of environmental ef-

fects important for light-driven processes.21,22 In particular, polarizable force fields combined

with molecular dynamics (MD) can capture the nonequilibrium polarization effects, where

the induced charges or dipoles mimic the fast reponse from the environment electrons, while

the structural changes along the MD trajectory mimic the time-dependent slow response
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from the nuclear motions. In addition, since polarizable force fields preserve the molecular

structures, environment effects such as hydrogen bonding, viscosity, and steric effects can

also be described.23,24 In this work, we choose the atomic multipole optimized energetics

for biomolecular applications (AMOEBA)25,26 polarizable force field for describing the pro-

tein environment. The AMOEBA force field is well suited to QM/MM simulations due to

its detailed electrostatic model that can fit QM electrostatic potentials to high accuracy.

AMOEBA also has a development history of over 20 years which has produced parameters

available for proteins,27 nucleic acids,28 and small molecules,29 new methods and technolo-

gies for improving simulation performance,30 automated parameterization workflows,31 and

adaptations to QM/MM simulations especially in the context of single reference quantum

chemistry method such as density functional theory (DFT)32,33 and time-dependent density

functional theory (TD-DFT).34,35

In our previous work, we have successfully developed polarizable embedding of SA-

CASSCF in AMOEBA water models to simulate photoreactions in solvents.36,37 By formu-

lating the polarization energy of the AMOEBA water model as a variational problem,38 we

formulated self-consistent field equations for SA-CASSCF/AMOEBA, i.e. the wavefunction

parameters and induced dipoles are solved by variationally minimizing the state-averaged en-

ergy, which is a natural generalization of the standard SA-CASSCF framework. In addition,

we have incorporated the dynamic weight scheme39 into the definition of the state averaged

energy, which provides smooth interpolation between a state-specific description important

for modeling state-specific polarization in the Franck-Condon region and an equally state-

averaged description at the conical intersection region ensuring its correct topology. We

have also developed the corresponding nuclear gradients and non-adiabatic couplings, and

have interfaced it with ab initio multiple spawning40,41 to carry out nonadiabatic molecular

dynamics simulations.

In order to generalize SA-CASSCF/AMOEBA from solvents to protein environments,

there are two challenges that need to be addressed. One challenge is that the AMOEBA
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model can no longer be formulated as a variational approach when intramolecular polariza-

tion is included, and such effect cannot be neglected for macromolecules. The breakdown

of the variational formulation is due to a discrepancy within AMOEBA between the “direct

electric field” that solves the induced dipoles versus the “polarization electric field” that is

used to compute the electrostatic energy.29 For QM methods like Hartree-Fock (HF) and

density functional theory (DFT) where the target state energy gets variationally minimized,

their embedding in AMOEBA model faces extra difficulties because the state energy in

AMOEBA is no longer variational with respect to the induced dipoles. As a result, a La-

grangian approach must be used to compute their nuclear gradients in AMOEBA,42 and this

significantly increases the complexity and computational cost compared to embedding such

QM method in variational polarizable models like the Drude model.43 Fortunately, because

SA-CASSCF variationally minimizes the state-averaged energy, the target state energy is

not variational in the first place and the corresponding nuclear gradients already requires

the Lagrangian approach regardless of whether AMOEBA is used.44 Therefore, the discrep-

ancy bewteen “direct” and “polarization” electric field can be incorporated more easily in

the SA-CASSCF framework than HF or DFT.

The second challenge to generalize to protein environment is the treatment of covalent

QM/MM boundary and requires interface methods that are accurate for polarizable embed-

ding. Commonly used interface methods include link atom schemes that introduce additional

atoms to cap the broken bonds,45–47 and the pseudo-bonding approaches that places an ef-

fective core potential at the boundary.48,49 Both of these approaches have been successfully

applied in the context of embedding in polarizable forcefield including AMOEBA force-

fields.34,50,51 However, because polarizable embedding of excited state methods in AMOEBA

is still far from mature, a careful study of how the approximations made by the QM/MM

model affects excited state properties, as well as critical point geometries and conical inter-

sections, is still needed. Such quantitative studies on the errors of different QM/MM models

can help decide on a good link atom scheme that is both accurate and conceptually simple.
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In this paper, we will present our recent progress that address both of the above two

challenges such that our previous work on SA-CASSCF/AMOEBA can now be generalized

to covalently bonded macromolecular environments. Section 2 introduces the new theoretical

ideas. To address the first challenge about intramolecular polarization, we will start with

a brief review of our previous work on SA-CASSCF in AMOEBA water models in Section

2.1 by highlighting which equations depend on the electric field from permanent multipoles.

Section 2.2 will then discuss how these working equations should be modified to incorporate

direct and polarization electric fields in energy, nuclear gradient, and non-adiabatic coupling

calculations respectively. To address the second challenge about covalent QM/MM bound-

ary, Section 2.3 will discuss how the simple single link atom scheme (SL)45,46 as well as sev-

eral variants of the double-link atom scheme (DL)47 are applied in SA-CASSCF/AMOEBA.

In Section 3, we will present and discuss test results on the new SA-CASSCF/AMOEBA

method. Section 3.1 performs detailed quantative comparisons of the errors incurred by the

QM/MM model, and shows that the DL scheme generally yields superior accuracy (relative

to full QM) when computing single-point energies, forces, and excitation energies for a bench-

mark small molecule. In Section 3.2, we also demonstrate the application of the QM/MM

model to an elementary reaction in an artifical luciferase, NanoLuc, where we compare the

potential energy surfaces for the dissociation of an O-O bonded reaction intermediate of a

bioluminescent chromophore in the gas phase, in PCM, and the protein environment de-

scribed by QM/MM. Our study reveals that the QM/MM environment significantly affects

the shape of the PES along the reaction coordinate. Overall, this study is a promising step

toward broader studies of photoreactions in biological environments using QM/MM models

that couple multireference quantum chemistry methods and polarizable force fields.
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2 Method

2.1 Brief review of SA-CASSCF in AMOEBA solvent model with-

out intramolecular polarization

We start with a brief review of polarizable embedding of SA-CASSCF in AMOEBA when

intramolecular polarization of MM region is neglected. In the QM region, the electrostatic

properties depend on the QM nuclear charges (Z) and the electronic wavefunction, and

the corresponding one-electron density matrix will be denoted as P. In the MM region,

the electrostatic properties are described by the permanent multipoles including charges C,

dipoles M, and quadrupoles Q, as well as the induced dipoles d. Because intramolecular

polarization in the MM region mainly affects the electric field generated by the permanent

multipoles, we will primarily highlight equations that depend on such electric field E (perm).

As mentioned in the introduction, our formulation of SA-CASSCF/AMOEBA solves the

QM electronic wavefunction and the MM induced dipoles by variationally minimizing the

state-averaged energy. Following our previous work, define the “source” as the electronic

wavefunction along with all the fixed multipoles (Z, C, M and Q). The state-averaged

energy can then be represented as

E(SA) = E(SA-source) −
∑
Ai

E (SA-source)
Ai dAi +

1

2

∑
Ai,Bj

dAiOAi,BjdBj (1)

The first term E(SA-source) in Eq.1 is the energy from the source

E(SA-source) =
∑

pq P
(SA)
pq Kpq +

∑
pqrs Π

(SA)
pqrs (pq|rs)

+
∑

pq P
(SA)
pq Vpq[Z,C,M,Q] + ϵes[Z,C,M,Q] + ϵvdW + ϵvalence

(2)

where the six terms in Eq.2 represent one electron and two electron interactions, electrostatic

interaction between electrons and fixed multipoles, interaction among the fixed multipoles,

van der Waals (vdW) interaction and valence interaction respectively. The second term in
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Eq.1 describes the interaction of induced dipoles with the electric field generated by the

source, which can be further divided into the fields generated by the electrons, QM region

nuclear point charges, and the MM region permanent multipoles respectively:

E (SA-source)
Ai = E (elec)

Ai [P(SA)] + E (nuc)
Ai [Z] + E (perm)

Ai [C,M,Q] (3)

The last term in Eq.1 describes the mutual interactions among the induced dipoles in the

MM region. Given Eq.1, the molecular orbital (MO) coefficient rotations (κrs), configuration

interaction (CI) coefficient rotations (θRS) and the induced dipoles (dAi) can then be solved

by applying the variational condition to the state-averaged energy:

∂E(SA)

∂κrs

= 0,
∂E(SA)

∂θRS

= 0,
∂E(SA)

∂dAi

= 0 (4)

In addition, the dynamic weight scheme further imposes that the weights and energies of

states must also satisfy the following self-consistent condition:

P (SA)
pq =

∑
I

wIP
Θ
pq (5)

wI = ωRef(EI) =
f(|EI − ERef|)∑
K f(|EK − ERef|)

(6)

There are various ways to choose the function f(x) (e.g. cubic spline, or sech2 function),52

and they all satisfy the property that f(x) approaches 1 if x → 0, and approaches 0 if x ≥ ∆

where ∆ is a user selected bandwidth parameter. The energy calculations thus require sat-

isfying four conditions (Eq.4 and Eq.6) simultaneously. Our previous work has implemented

a Newton-Raphson based convergence algorithm to solve these conditions, which is adapted

from the work of Hohenstein et.al.53 This algorithm requires the first derivatives of E(SA)with

respect to each parameter and approximates the Hessian matrix with only the diagonal el-

ements to reduce the computational cost. In particular, the part of first derivative in Eq.4

8



that contains the source electric field (thus depends on E⃗ (perm)) is

g
(Q;SA)
Ai =

∂E(SA)

∂dAi

=
∑
bj

OAi,BjdBj − E (SA-source)
Ai (7)

Finally, once the wavefunction and the induced dipoles are solved from Eq.4, the energy for

each state Θ can be computed as

EΘ = E
(source)
Θ −

∑
Ai

EΘ,(source)
Ai dAi +

1

2

∑
Ai,Bj

dAiOAi,BjdBj (8)

The state specific source energy E
(source)
Θ in Eq.8 is defined by replacing state averaged density

P(SA) in Eq.2 with state specific densityPΘ. Similarly, we can define the state-specific electric

field by modifying Eq.3 as

EΘ,(source)
Ai = E (elec)

Ai [PΘ] + E (nuc)
Ai [Z] + E (perm)

Ai [C,M,Q] (9)

It is also worth mentioning that because the dynamic weights in Eq.6 only depends on

the energy difference between states, the permanent multipole electric field cancels in the

difference

EI − Eref = E
(source)
I − E

(source)
Ref −

∑
Ai

(
E (elec)
Ai [PI ]− E (elec)

Ai [PRef]
)
dAi (10)

This implies that the dynamic weights stay the same whether or not intramolecular polar-

ization is included. To summarize the energy calculations, the permanent multipole electric

field E⃗ (perm) mainly affects the definitions of the stated averaged energy E(SA)in Eq.1, the

state specific energy EΘ in Eq.8, and the first derivative g
(Q;SA)
Ai in Eq.7.

Because the state specific energy is not variational with respect to the wavefunction

coefficients and induced dipoles, the corresponding nuclear gradients need to be determined

through a Lagrange multiplier approach. Following our previous work, define the Lagrangian
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as

LΘ = EΘ +
∑
rs

κ̄Θ
rs

∂E(SA)

∂κrs

+
∑
RS

θ̄ΘRS

∂E(SA)

∂θRS

+
∑
Ai

d̄ΘAi

∂E(SA)

∂dAi

+
∑
I

w̄Θ
I τI (11)

where τI = wI − ωRef(EI) from Eq.6. The Lagrangian introduces four sets of Lagrange mul-

tipliers κ̄Θ, θ̄
Θ
, d̄

Θ
and w̄Θ , corresponding to constraints on the orbital rotations (’O’), CI

rotations (’C’), induced dipoles (’Q’), and dynamic weights (’W’) respectively. By imposing

the stationary condition on the Lagrangian

∂LΘ

∂κrs

= 0,
∂LΘ

∂θRS

= 0,
∂LΘ

∂dAi

= 0,
∂LΘ

∂wI

= 0 (12)

one can then solve the Lagrange multipliers from the following coupled-perturbed equation



H(OO) H(OC) W(OW) H(OQ)

H(CO) H(CC) 0 H(CQ)

H(WO) 0 I H(WQ)

H(QO) H(QC) W(QW) H(QQ)





κ̄Θ

θ̄
Θ

d̄Θ

w̄Θ


=



−g(O),Θ

0

0

−g(Q),Θ


(13)

The definitions for elements in the above linear systems are provided in our previous work.36,37

Because the electric field from permanent multipoles only contributes to the first derivative

of the Lagrangian, it does not appear in any of the terms on the left hand side in the coupled

perturbed equation. On the right hand side of Eq.13, the only term that contains the source

electric field (thus depends on E⃗ (perm)) is

g
(Q),Θ
Ai =

∂EΘ

∂dAi

=
∑
bj

OAi,BjdBj − E (source),Θ
Ai (14)

Once the Lagrange multipliers are solved, the nuclear gradients can then be computed by

taking derivatives of integrals in the Lagrangian, i.e.

dEΘ

dξ
=

∂LΘ

∂ξ
(15)
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The detailed expressions are more complicated and can be found in our previous work.36,37

In particular, there are two terms in the Lagrangian LΘ that depend on E⃗ (perm). One is from

the first term EΘ that contains −
∑

Ai dAiE (perm)
Ai based on Eq.8. The other is from the fourth

term
∑

Ai d̄
Θ
Ai

∂E(SA)

∂dAi
in LΘ that contains −

∑
Ai d̄

Θ
AiE

(perm)
Ai based on Eq.7. By combining these

two, the contribution from the permanent multipole electric field to the nuclear gradient is

W ξ
Θ = −

∑
Ai

(
dAi + d̄ΘAi

) ∂E (perm)
Ai [C,M,Q]

∂ξ
(16)

To summarize the gradient calculations, the permanent multipole electric field E⃗ (perm) mainly

occurs at two places: one is the g
(Q),Θ
Ai in Eq.14 that appears on the right hand side of the

coupled-perturbed equation, another is W ξ
Θ in Eq.16 that contributes to the final nuclear

gradients.

The non-adiabatic coupling between two states Θ and Π can be computed as

χΘΠ
ξ = δΘΠ

ξ − 1

EΘ − EΠ

dΩΘΠ

dξ
(17)

where δΘΠ
ξ can be computed from derivative of overlap integrals, and ΩΘΠ can be computed

from the transition density matrices as

ΩΘΠ =
∑
pq

TΘΠ
pq ηpq +

∑
pqrs

ΠΘΠ
pqrs(pq|rs) (18)

Similar to the analytical nuclear gradients, dΩΘΠ

dξ
can be computed through the Lagrange

multiplier approach by defining the Lagrangian as

LΘΠ = ΩΘΠ +
∑
rs

κ̄ΘΠ
rs

∂E(SA)

∂κrs

+
∑
RS

θ̄ΘΠ
RS

∂E(SA)

∂θRS

+
∑
Ai

d̄ΘΠ
Ai

∂E(SA)

∂dAi

+
∑
I

w̄ΘΠ
I τI (19)

LΘΠ should also satisfy the stationary condition Eq.12. Because ΩΘΠ in Eq.18 does not

contain the permanent multipole electric field, none of the terms in the coupled-perturbed
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equation for NAC calculations depends on E⃗ (perm) . As a result, when computing nuclear

derivatives through dΩΘΠ

dξ
= ∂LΘΠ

∂ξ
, the only term that depends on the permanent multipole

electric field is
∑

Ai d̄
ΘΠ
Ai

∂E(SA)

∂dAi
that contains −

∑
Ai d̄

ΘΠ
Ai E

(perm)
Ai . Therefore, the permanent

multipole electric field will contribute to dΩΘΠ

dξ
in the NAC through the following quantity:

W ξ
ΘΠ = −

∑
Ai

d̄ΘΠ
Ai

∂E (perm)
Ai [C,M,Q]

∂ξ
(20)

In summary, NAC calculations only depend on the permanent multipole electric field E⃗ (perm)

through one single term, i.e. W ξ
ΘΠ in Eq.20.

2.2 Including intramolecular polarization

When intramolecular polarization is included in the AMOEBA model, the main difference

is that there are two types of electric field generated from the permanent multipoles of

the MM atoms, and they mainly differ in how the short range interactions are scaled. The

differences in the scaling factors and motivations for such design are explained in the original

AMOEBA papers.27,29 One is the “direct field” E⃗ (perm-D) that is used to determine the values

of the induced dipoles. The scaling factors of direct field involve partitioning the molecule

into fragments called “polarization groups”, and are designed to prevent the formation of

unphysically large induced dipoles. The second type is the “polarization field” E⃗ (perm-P) that

is used to compute the energy. The scaling factors for polarization field follow similar rules

as other force fields including fixed charge models, and primarily depend on the number of

covalent bonds that separate a pair of atoms.

First consider the energy calculations. Because the values of the induced dipoles are

determined from the state averaged energy E(SA) (see Eq.4), the permanent electric field in

E(SA) should be modified using the “direct field”, i.e.

E (SA-source-D)
Ai = E (elec)

Ai [P(SA)] + E (nuc)
Ai [Z] + E (perm-D)

Ai [C,D,Q] (21)
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E(SA-D) = E(SA-source) −
∑
Ai

E (SA-source-D)
Ai dAi +

1

2

∑
Ai,Bj

dAiOAi,BjdBj (22)

When solving the wavefunction coefficients and the induced dipoles using Newton-Raphson

algorithm, the first derivatives of Eq.7 should thus be modified correspondingly using the

direct field as

g
(Q;SA-D)
Ai =

∂E(SA-D)

∂dAi

=
∑
bj

OAi,BjdBj − E (SA-source-D)
Ai (23)

The state averaged energy E(SA-D) in Eq.22 comes from averaging the state specific energy

of all states using the direct field, i.e. E
(D)
Θ . However, instead of directly reporting E

(D)
Θ as the

final results, we now need an additional step to incorporate the effect from the “polarization

field” into the state specific energy E
(P)
Θ . In pure MM AMOEBA calculation, the total energy

using the direct field is different from using the polarization field by

∆E(P-D) = −1

2

∑
Ai

(
EΘ,(Perm-P)
Ai − EΘ,(Perm-D)

Ai

)
dAi (24)

Therefore, we require that state energies in SA-CASSCF/AMOEBA should continue satis-

fying E
(P)
Θ = E

(D)
Θ +∆E(P-D), and this leads to the following equations

EΘ,(source-PD)
Ai = E (elec)

Ai [PΘ] + E (nuc)
Ai [Z] +

1

2

(
E (perm-P)
Ai + E (perm-D)

Ai

)
[C,D,Q] (25)

E
(P)
Θ = E

(source)
Θ −

∑
Ai

EΘ,(source-PD)
Ai dAi +

1

2

∑
Ai,Bj

dAiOAi,BjdBj (26)

Note that EΘ,(source-PD)
Ai depends on both the polarization field E (perm-P)

Ai and the direct field

E (perm-D)
Ai .

For gradient calculations, we first need to consider how to modify the Lagrangian. In

Eq.11, the first term is the target state energy thus should now be replaced with Eq.26. The

remaining terms constrain how the wavefunctions and induced dipoles are determined, thus
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should be replaced with Eq.22. Therefore, the Lagrangian should be modified as follows

L̃Θ = E
(P)
Θ +

∑
rs

κ̄Θ
rs

∂E(SA-D)

∂κrs

+
∑
RS

θ̄ΘRS

∂E(SA-D)

∂θRS

+
∑
Ai

d̄ΘAi

∂E(SA-D)

∂dAi

+
∑
I

w̄Θ
I τI (27)

The Lagrangian should continue to satisfy the stationary condition in Eq.12, which leads

to the modified coupled-perturbed equation. Recall that Eq.14 is the only term in the

coupled-perturbed equation that depends on the permanent multipole electric field. Since it

corresponds to first derivatives of the target state energy, it should be modified using E
(P)
Θ

as

g
(Q-P),Θ
Ai =

∂E
(P)
Θ

∂dAi

=
∑
bj

OAi,BjdBj − E (source-PD),Θ
Ai (28)

Finally, the nuclear gradients Eq.15 should be computed now using the modified Lagrangian

Eq.27, and it depends on the permanent multipole electric field at two places: the first

term E
(P)
Θ (Eq.26) that contains −1

2

∑
Ai dAi

(
E (perm-P)
Ai + E (perm-D)

Ai

)
, and the fourth term∑

Ai d̄
Θ
Ai

∂E(SA-D)

∂dAi
that contains −

∑
Ai d̄

Θ
AiE

(perm-D)
Ai (Eq.23). Therefore, the nuclear gradient

contributions from the permanent multipole electric field in Eq.16 should be modified cor-

respondingly as

W̃ ξ
Θ = −1

2

∑
Ai

dAi
∂E (perm-P)

Ai [C,M,Q]

∂ξ
−
∑
Ai

(
1

2
dAi + d̄Ai

)
∂E (perm-D)

Ai [C,M,Q]

∂ξ
(29)

Note that in pure classical AMOEBA calculations, even though the energy is not variational

with respect to the induced dipoles, the nuclear gradients can still be computed through

the chain rule29 and the Lagrange multiplier approach is not necessary. However, using

chain rule to compute QM/MM nuclear gradients in the non-variational situation is generally

infeasible, because it is difficult to obtain partial derivatives of wavefunction coefficients with

respect to nuclear positions due to the complicated dependencies. The Lagrange multiplier

approach essentially avoids directly evaluating these partial derivatives by reformulating the

dependencies as constraints that the wavefunction coefficients need to satisfy.
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Similarly, for non-adiabatic couplings, the Lagrangian in Eq.19 for computing d
dξ
ΩΘΠ

should be modified as

L̃ΘΠ = ΩΘΠ +
∑
rs

κ̄ΘΠ
rs

∂E(SA-D)

∂κrs

+
∑
RS

θ̄ΘΠ
RS

∂E(SA-D)

∂θRS

+
∑
Ai

d̄ΘΠ
Ai

∂E(SA-D)

∂dAi

+
∑
I

w̄ΘΠ
I τI (30)

No modification is needed for tthe coupled perturbed equation since it does not contain

the permanent multipole electric field. Once the Lagrange multipliers are solved, contri-

bution to d
dξ
ΩΘΠ from the permanent multipole electric field in Eq.20 should be modified

correspondingly as

W̃ ξ
ΘΠ = −

∑
Ai

d̄ΘΠ
Ai

∂E (perm-D)
Ai [C,M,Q]

∂ξ
(31)

In summary, to include intramolecular polarization effects, one can reuse the algorithm

described in our previous work36,37 with a few modifications. For energy calculations, (1)

during the Newton-Raphson algorithm, the gradient Eq.7 should be replaced with Eq.23, and

(2) once the algorithm is converged, the state energy should be recomputed using Eq.26. For

gradient calculations, (1) the gradient Eq.14 passed to the coupled perturbed solver should

be replaced with Eq.28, and (2) the contribution to nuclear gradients from the permanent

multipole electric field Eq.16 should be replaced with Eq.29. For non-adiabatic coupling

calculations, the coupled perturbed solver does not need any modifications, and the con-

tribution to nuclear gradients from the permanent multipole electric field Eq.20 should be

replaced with Eq.31.

2.3 QM/MM Link atom

In this section, we will discuss how to address the QM/MM boundary when it cuts through

a covalent bond, which is the second challenge for applying SA-CASSCF/AMOEBA to

protein environment. When the QM/MM boundary cuts through a covalent bond, the

distances between the MM charges and the QM region can become very short, potentially

giving rise to unphysically strong electrostatic and polarization interactions. Moreover, the
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MM region is often left with a non-integer total charge, as well as bonded interactions that

include both QM and MM atoms, which need to be treated carefully in the setting up of the

QM/MM model. Given the SA-CASSCF/AMOEBA energy expression in Eq.22 and Eq.26,

the different energy components can be divided into the electrostatic energy as well as the

non-electrostatic energy. The treatments of electrostatic interaction and non-electrostatic

interaction will be discussed in Section 2.3.1 and 2.3.2 respectively.

2.3.1 Electrostatic interaction energy

Because the state-averaged energy E(SA-D) in Eq.22 and the state specific energy E
(P)
Θ in Eq.26

are closely related, to keep the expressions simple, we will explain the concepts using E(SA-D),

and similar concepts can be easily generalized to E
(P)
Θ . The electrostatic interaction energy in

SA-CASSCF/AMOEBA can be further divided into the following components: interaction

within the QM region, interaction within the MM region, and interaction between the QM

and MM regions. One general principle we follow in this work is that different quantities

on the same atom (e.g. electrons and nuclear charges on the same QM atom, permanent

multipoles and induced dipoles on the same MM atoms) will always experience the same

electrostatic interaction.

The interaction within the QM region in Eq.22 includes the interaction among the the

electronic wavefunction and the nuclear point charges Z

E(SA-QM) =
∑
pq

P (SA)
pq Kpq +

∑
pqrs

Π(SA)
pqrs (pq|rs) +

∑
pq

P (SA)
pq Vpq[Z] + ϵes[Z] (32)

Note that although the electron kinetic energy does not rigorously belong to electrostatic

interaction, we still include it in E(SA-QM) since it only exists in the QM region. In pure

quantum mechanical SA-CASSCF calculations, electrons and nuclear charges always interact

with each other through the full Coulomb interaction 1
r
. As a result, we choose that Coulomb

interaction within the QM region is always described with 1
r
.
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The interaction within the MM region among the permanent multipoles and induced

dipoles include the following terms

E(MM-D) = ϵes[C,M,Q]−
∑
Ai

E (perm-D)
Ai [C,M,Q]dAi +

1

2

∑
Ai,Bj

dAiOAi,BjdBj (33)

Because this is pure MM interaction, we choose to treat them in exactly the same way as in

pure MMAMOEBA force field. In pure MMmodels, it is common practice to define exclusion

rules for each MM multipole, such that each one experiences its “own” electric field that

comes from only those “other” multipoles that are separated by a sufficient number of bonds.

These exclusion rules are specified by the covalent maps (denoted as CovMap(1
r
)). There are

two types of covalent maps in the AMOEBAmodels : the “bond covalent maps” describes the

number of covalent bonds that separate every pair of atoms, and the “polarization covalent

maps” describes the number of polarization groups that separate every pair of atoms. When

computing the electric field from the permanent multipoles, the reason why we have direct

and polarization electric fields is because they are computed using covalent maps that differ

in their scaling factors. Since the covalent maps are initially contructed with the assumption

that all atoms are treated with AMOEBA models, the atoms that actually belong to the

QM region should be deleted from covalent maps of any MM atoms.

Finally, the most complicated part is the interaction between the QM region (electron

density P and nuclear charge Z) and MM region (permanent multipoles C,M,Q and the

induced dipoles d):

E(SA-QM-MM) =
∑

pq P
Θ
pqVpq[C,M,Q] + ϵ

(QM-MM)
es [Z, {C,M,Q}]

−
∑

Ai

(
E (elec)
Ai [PΘ] + E (nuc)

Ai [Z]
)
dAi

(34)

The treatment of E(SA-QM-MM) will depend on the link atom scheme. In this work, we have

considered the single link atom scheme (SL) and the double link atom scheme (DL) as

discussed below.
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Single link atom scheme (SL)

Table 1: Summary of how the single link (SL) atom scheme is set up. For atoms in each
region, the middle columns explain what types of electrostatic quantities the corresponding
atoms possess. The right column summarizes starting from the purely classical AMOEBA
system, what updates are needed for each region in order to set up the corresponding
QM/MM system.

Region in SL Electrostatic Quantities Setup

QM
Point nuclear charges Z

Wavefunction
Update point charges to nuclear charges

QMLink
Point nuclear charges Z

Wavefunction
Set nuclear charge and basis set to Hydrogen atom

MMHost None
Set permanent multipoles and induced dipoles to 0

Delete QM atoms from covalent maps

Other MM
Permanent multipoles C,M,Q

Induced dipoles d
Evenly spread ∆q from above updates to all MM non host atoms

Delete QM atoms from covalent maps

Table 2: Summary of the choices of electrostatic interactions between different regions in
the single link (SL) atom scheme. Because the table is symmetric, only the elements in the
upper triangle are provided. The asterisk ”*” indicates that different options are provided
for the corresponding entry, and can be selected by the user. In the software column, ”QC”
indicates that the corresponding terms are implemented in the quantum chemistry software
(Terachem in our implementation), and the ”MM” indicates that the corresponding terms
are computed by the molecular dynamics software (OpenMM in our implementation).

Region in SL QM QMLink MMHost Other MM Software

QM 1
r

1
r

0 *1
r
or erf(ωMMr)

r

QCQMLink 1
r

0 *1
r
or erf(ωMMr)

r

MMHost 0 0
Other MM CovMap(1

r
) MM

When a covalent bond A-B is cut by the QM/MM boundary such that atom A is in the

QM region and atom B is in the MM region, then we will call atom A the “QMHost” and

atom B the “MMHost”. In the single link atom approach, a hydrogen atom will be attached

to QMHost atom A as “A-Hq”, where the “Hq” atom will be called the “QMLink” atom.

The bond length of A-Hq will be fixed to 1.09 Angstrom, and is parallel to the direction

of A-B bond. The QMLink atom is treated as part of the QM region, and adopts nuclear

charge and basis functions of a hydrogen atom.

In addition to the insertion of QMLink atom, the properties of MM atoms still need

to be updated to properly set up the QM/MM system. On one hand, the short distance
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between QMLink atom and MMHost atom will likely lead to excessively large electrostatic

interaction. The common strategy when applying SL scheme to fixed charge force field is

to simply zero out the charge on the MMHost. Following the same idea, we also choose

to remove all permanent multipoles and induced dipoles from the MMHost atoms. On the

other hand, a small charge discrepancy ∆q often gets accumulated due to the change in

charges of the QM region, QMLink and MMHost atoms. We choose to evenly distribute ∆q

to all the remaining MM atoms, such that the overall system has the correct charge.

Finally, we need to choose how the QM region (including QMLink) interacts with the MM

region (excluding MMHost) in Eq.34. In this work, we have tested two different choices. One

choice is to let QM region interact with the MM region through the full Coulomb interaction

1
r
. This is what we have implemented in our previous work. A second choice is to let them

interact through a damped Coulomb interaction erf(ωMMr)
r

, with ωMM being a user chosen

parameter. Physically, using a damped Coulomb interaction is equivalent to delocalizing the

point multipoles on MM atoms when they interact with the QM region. The smaller the

value of ωMM is, the more delocalized the multipoles become, and the more the Coulomb

interaction gets damped in the short range. The molecular integrals corresponding to the

damped Coulomb interaction are quite simple to obtain using the existing codes based on

the McMurchie-Davidson algorithm.54 One only needs to modify the fundamental integral,

while the recursive algorithm for increment of angular momentum stays the same.

The setup of SA-CASSCF/AMOEBA using single-link atom scheme is summarized in

Table 1, and our choices of the electrostatic interactions between different regions are sum-

marized in Table 2. One thing to note is that we have changed how different terms are

distributed between QM software and MM software. In our previous work, we let QM soft-

ware handle terms that involve electrons, while the remaining terms (including QM nuclear

charges) are all handled by the MM software. However, we realize that our previous strat-

egy is not capable of applying custom MM electrostatic interactions consistently to the QM

electrons and QM nuclear charges, since they are computed by different codes. For exam-
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ple, there is no simple way to use the standard OpenMM APIs to compute erf(ωr)
r

type of

electrostatic interactions between the QM nuclear charges and MM region. To prevent this

potential inconsistency, we change to let QM software handle terms that involve QM atoms

including electrons and QM nuclear charges in this work, and this new design principle is

also reflected in Table 2. It is also worth pointing out that there are other ways to set up the

single link atom scheme for AMOEBA polarizable embedding as reported in other works.

For example, Nottoli et.al34 choose to zero out QM–MM electrostatic interactions for all the

MM atoms within 2 or 3 bonds from the QM region, and the charge discrepancy ∆q is only

distributed to the neighboring heavy atoms. Therefore, the performance of the SL scheme

may vary between our implementation and others.

Double link atom scheme (DL)

Table 3: Summary of how the double link atom scheme is set up. The table is formatted in
the same way as Table 1. The asterisk ”*” indicates that different options are provided for
the corresponding entry, and can be selected by the user.

Region in DL Electrostatic Quantities Setup

QM
Point nuclear charges Z

Wavefunction
Update point charges to nuclear charges

QMLink
Point nuclear charges Z

Wavefunction
Set nuclear charge and basis set to Hydrogen atom

MMLink Permanent charges C
Evenly spread ∆q from above to all MMLink atoms

Set bond covalent map to be the same as the QMHost
Set polarization covalent map to be the same as MMHost

MMHost
Permanent charges C

∗Permanent M,Q or None
∗Induced dipoles d or None

* Redistribute permament charges or stay the same
In bond covalent maps, replace QMHost with MMLink

In polarization covalent maps, insert MMLink if MMHost is present
Delete remaining QM atoms from all maps

Other MM
Permanent multipoles C,M,Q

Induced dipoles d

Table 4: Summary of the choices of electrostatic interactions between different regions in
the double link (DL) atom scheme. The table is formatted in the same way as Table 2.

Region in DL QM QMLink MMLink MMHost Other MM software

QM 1
r

1
r

erf(ωlinkr)
r

erf(ωlinkr)
r

*1
r
or erf(ωMMr)

r QC
QMLink 1

r
erf(ωlinkr)

r
erf(ωlinkr)

r
*1
r
or erf(ωMMr)

r

MMLink CovMap(1
r
) CovMap(1

r
) CovMap(1

r
)

MMMMHost CovMap(1
r
) CovMap(1

r
)

Other MM CovMap(1
r
)

In the double link atom scheme, a QMLink atom is inserted and set up in the same
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way as the SL scheme. One drawback of the SL scheme is that although the QM region

can be considered as a complete molecule, the MM region still contains broken bonds at

the QM/MM boundary. Therefore, the DL scheme introduces a second hydrogen atom that

is attached to the MMHost atom B as “Hm-B”, where the “Hm” atom will be called the

“MMLink” atom. Similar to the QMLink, the bond length of Hm-B is also fixed at 1.09

angstrom along the direction of the QMHost-MMHost bond. The MMLink is considered as

part of the MM region, and it caps the broken bond such that the MM region also behaves

like a complete molecule.

Because the MMLink atom is added into the MM region, the corresponding updates

needed for MM atoms are quite different from SL scheme. First, instead of distributing the

charge discrepancy ∆q accumulated from the QM region to all MM atoms, we choose to only

distribute ∆q to the MMLink atoms. This prevents modifying the electrostatic interactions

of the MM region globally, which may better preserve the quality of the force field. Second,

unlike the SL scheme, permanent multipoles and induced dipoles on the MMHost don’t have

to be zeroed out in the DL scheme. Regarding the permanent charges C on the MMHost, we

have implemented the option of either keeping the charge as is, or applying the “redistribution

algorithm” and its details are described in the SI-Section 1. The redistribution algorithm

attempts to transfer charge from the MMHost to directly bonded MM atoms with opposite

charges, which achieves an overall reduction in the magnitude of charge without modifying

charges elsewhere in the system. Furthermore, we also provide the options allowing the

user to choose whether permanent dipoles/quadrupoles on the MMHost are kept or not, and

whether induced dipoles on the MMHost are kept or not. Effects from different combinations

of these options will be studied in Section 3.1.

In addition, because the MMLink atom is added to the MM region through a covalent

bond, the covalent maps must be updated properly in order to correctly calculate the elec-

trostatic interaction in the pure MM region (Eq.33). On one hand, for the “bond covalent

maps” that describe the bonding patterns, the MMLink atom takes up the position of the
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QMHost atom and is covalently bonded to the MMHost atom. Therefore, MMLink atom

should inherit the bond covalent maps (keeping only MM atoms) of the QMHost atom. At

the same time, if any MM atom used to contain QMHost in its bond covalent maps indicat-

ing that it is separated from QMHost by n bonds, the QMHost should now be replaced with

the MMLink atom. On the other hand, for the “polarization covalent maps” that describe

the connectivity of polarization groups, the MMLink atom should always belong to the same

polarization group as the MMHost atom. As a result, MMLink atom should inherit the po-

larization covalent maps from the MMHost atom. At the same time, if any other MM atom

contains MMHost in its polarization group maps, the MMLink atom needs to be inserted

into the same map.

Finally, we need to consider the electrostatic interaction between the QM and MM region.

Here we separate the MM region into two groups: one group contains the MMLink and

MMHost atoms, and a second group contains the remaining MM atoms. For the first group,

because the MMLink and MMHost atoms are located so close to the QM region, to prevent

overpolarization, we let them always interact through damped Coulomb interactions erf(ωlinkr)
r

where ωlink can be chosen by the user. For the second group that contains the remaining MM

atoms, their interaction with the QM region is treated in the same way as the SL scheme,

i.e. either the full Coulomb interaction 1
r
or damped Coulomb interaction erf(ωMMr)

r
.

The setup of SA-CASSCF/AMOEBA using double-link atom scheme is summarized in

Table 3, and the electrostatic interactions between different regions are summarized in Table

4. Similar to the SL scheme, terms involving QM electrons and QM nuclei are handled by

the QM software, while only pure MM interactions are handled by the MM software.

2.3.2 Non-electrostatic energy ϵvalence and ϵvdW

The link atom schemes described in Section 2.3.1 are introduced for the purpose of describing

electrostatic interactions across the QM/MM boundary. As a result, the QMLink atoms and

MMLink atoms do not explicitly participate in other interactions such as the valence term
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and the vdW interactions.

In general, the QM method is responsible for capturing the vdW interactions among

the QM atoms, and the AMOEBA model is responsible for capturing the vdW interactions

between the QM and MM regions, as well as the interactions among the MM atoms. There-

fore, when setting up the QM/MM system, any MM vdW interaction between a pair of QM

atoms is deleted. The MM vdW term approximates both the exchange repulsion and disper-

sion interactions. When the QM region is described with SA-CASSCF, it is able to capture

exchange repulsion but is relatively poor at describing dispersion due to the lack of dynamic

correlation. The dispersion in the QM region will be addressed by applying perturbation

theory on top of SA-CASSCF in future works, thus we do not add any dispersion correction

for the QM region in this work.

The valence energy terms, which include bond stretching, angle bending, torsion, out-

of-plane bending, pi-torsion, and torsion-torsion, generally involve 2 to 6 atoms that are

connected in various ways in the MM topology. In the simplest situation, a given energy

term that only involves QM atoms is deleted, and those that only involve MM atoms are

kept. However, for energy terms near the QM/MM boundary that involve both QM and MM

atoms, it is less obvious whether the term should be kept or not. In this work, the decision of

whether to delete an MM energy term is based on whether the corresponding interaction has

already been adequately captured by the link atom. For example, we keep the bond term

between QMHost and MMHost to model the corresponding bond stretching, because when

inserting the link atom, the bond length of QMHost-QMLink (as well as MMHost-MMLink)

is defined to be constant thus is unaffected by the bond length of QMHost-MMHost. On the

other hand, we delete the angle energy term for the angle bending of QM-QMHost-MMHost.

This is because QMHost-QMLink is parallel to the QMHost-MMHost bond, and therefore

the angle bending effect will be approximated by the bending of QM-QMHost-QMLink

within the QM region. Valence terms involving more particles such as torsion terms are

intended to model a mixture of covalent and noncovalent interactions. The electrostatic
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portion of these noncovalent interactions are already included in the QM/MM Hamiltonian,

therefore the choices to keep or remove torsion and higher terms are largely motivated by

physical intuition. For example, we choose to keep the MM torsion term for (QM-2)-(QM-

1)-QMHost-MMHost, because although (QM-2)-(QM-1)-QMHost-QMLink shares the same

torsion angle, the steric contributions that the MM term accounts for will not be included

in the QM energy as QMLink is a hydrogen atom and not sterically hindered. Overall,

we follow the conventions of Das et al.47 for valence terms that AMOEBA shares with the

AMBER & CHARMM models, and similar conventions are proposed here for the pi-torsion

and torsion-torsion terms that are specific to AMOEBA.

Based on the discussions in this section, for every type of non-electrostatic interaction

in AMOEBA force field, we have summarized the corresponding condition that determines

whether a energy term should be deleted or not in Table 5.

Table 5: Summary of how non-electrostatic interactions are treated when the atoms involved
cross the QM/MM boundary. The names in the ”Force” column follow the class names in
OpenMM. The ”Bonding” column illustrates how the atoms involved in a particular force are
bonded to each other. The last column provides the condition to remove a force component
based on the bonding pattern.

Number of Atoms Force Bonding Condition to Remove from Classical Force

2
AmoebaBond A-B Both A and B are QM
HarmonicBond A-B Both A and B are QM

3
AmoebaAngle A-B-C B is QM
StretchBend A-B-C B is QM

4
PeriodicTorsion A-B-C-D Both B and C are QM

InPlaneAngle B

A

D

C B is QM

OutOfPlaneBend B

A

D

C B is QM

5 TorsionTorsion A-B-C-D-E B and C and D are all QM

6 PiTorsion D

A

B

C

E

F

Both C and D are QM

Long-Range Vdw A...B Both A and B are QM
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3 Results and discussion

The method described in this work is implemented in the TeraChem55,56 quantum chemistry

package and is interfaced to a modified version of the OpenMM software version 8.157 (using

the “Reference” platform) for computing terms related to the AMOEBA force field.58 All

calculations are performed on computing nodes with NVIDIA GeForce GTX 1080Ti GPUs

and Intel Xeon E5-2637 CPUs. Figures and tables in the supporting information (SI) will

be referred to as SI-Figures and SI-Tables.

3.1 Comparison of various options in link atom schemes

Figure 1: Chemical structure of the molecule used for testing different link atom scheme.
The molecule consists of anionic p-hydroxybenzylidene-imidazolidone chromophore (HBDI,
found in green fluorescent protein) covalently linked to valine. Solid lines in different colors
along with the numbers indicate six different choices of QM region used in the tests (the QM
region always includes the chromophore on the right).

To compare different link atom schemes, we design the following test system. The molecule

we used is illustrated in Figure 1, which is p-hydroxybenzylidene-imidazolidone (“HBDI”,

chromophore in green fluorescent protein) covalently linked to valine. In order to set up

QM/MM calculations, we first parametrize the AMOEBA force field for the entire molecule

using SA(2)-CASSCF(4e, 3o)/3-21G using the procedure described in SI-Section 4, and the

software involved include Gaussian,59 Tinker 8,60 MultiWfn,,61 and ForceBalance.62–64 The

parameters are also provided in the SI.
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In order to create samples of molecular structures, we energy-minimized two conforma-

tions (corresponding to two local energy minima of the valine residue) and each one was

used to initiate an ab initio molecular dynamics simulation in the NVE ensemble for 20 ps.

Initial velocities were taken from the Maxwell-Boltzmann distribution at 1000 K and a time

step of 0.5 fs was used. We then sample the structures every 80 frames (40 ps), leading to

1000 sampled geometries that will be used for testing.

As illustrated in Figure 2, we tested on six different choices of QM region for each

conformation. The chosen QM/MM boundaries cover various possibilities when applying

QM/MM to protein, including C-C single bond of side chain (QM5, deep blue), amide bonds

of backbone(QM3, green), Cα-N bonds along the backbone (QM1 red and QM4, cyan), and

Cα-C bonds along the backbone (QM2 yellow and QM6 purple). The QM region is anionic

in all cases.

Testing of parameters on ground state properties

We start with testing the accuracy of the link atom schemes by comparing energies and

gradients from QM/MM calculations to full QM calculations. The full QM calculations are

computed by SA(2)-CASSCF(4e,3o)/3-21G, and the QM/MM calculations are computed

using the same level of quantum theory embedded in AMOEBA model. As described in the

previous paragraph, the model in these tests uses the AMOEBA functional form but the

parameters are fitted to SA(2)-CASSCF(4e, 3o)/3-21G quantum calculations. Because the

quantum theory used in the calculations is consistent with how the AMOEBA models are

parametrized, the difference between QM/MM and full QM calculations will be primarily

related to the choice of link-atom scheme.

Figure 2 presents the distribution of errors using various settings of the link atom schemes.

The error in the energy for one particular structure is calculated as the absolute error in

the relative energy between QM/MM and full QM calculations, i.e.
∣∣∣E(QM)

relative − E
(QM/MM)
relative

∣∣∣,
where the relative energies are computed as E

(QM)
relative = E(QM) − ⟨E(QM)⟩ and E

(QM/MM)
relative =

E(QM/MM) − ⟨E(QM/MM)⟩. The error in the gradient for one structure is calculated by taking
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the maximum value of the norms of the gradient differences on each atom in the molecule

|g(QM)
a −g

(QM/MM)
a |. The dashed horizontal lines represent errors from pure MM calculations,

which show that the AMOEBA parameters we obtained are highly accurate for the test

systems. The bar charts represent the errors when QM/MM is used, and the bar colors are

consistent with the corresponding QM region in Figure 1.

Single atom link scheme (SL): As already discussed in Table 2, the only parameter in

the single link atom scheme (SL) is ωMM, which controls how the QM region interacts with

atoms in the MM region that are not MMHosts. Figure 2(a) shows the comparison of errors

when different values of ωMM are used in the SL scheme. The errors are notably affected by

the choices of the QM region. When the QM/MM boundary cuts through C-C single bond

between the backbone and the side chain (i.e. QM5, dark blue), the errors stay consistently

small for both energies and gradients, and are insenstive to the choice of ωMM. However,

such QM/MM boundary is often infeasible for protein simulations, and cutting through the

backbone is necessary in most situations. For all other choices of QM regions, the errors in the

energies stay relatively large for small ωMM (more delocalized charges), and becomes smaller

for ωMM → ∞ (i.e. treated as point charges). However, the behavior is quite different for

gradients. In particular, as ωMM becomes bigger and approaches point charges, we observe

notable errors in gradients for QM2 (yellow) and QM6 (purple), both corresponding to

cutting through Cα-C bond along the backbone. Examination of the gradient elements show

that at ωMM = ∞, large errors in nuclear gradients are concentrated on atoms within 1 or 2

bonds from the QM/MM boundary, while errors on other MM atoms remain small. We think

these large errors are directly related to the property that both the carbon atom (MMHost)

and oxygen atoms of the carbonyl group have large partial charges. When such large charges

are very close the QM region, it is no longer a good approximation to assume that the QM

region sees the carbonyl group as point charges, and a more physical description can be

obtained by treating them as delocalized charges when interacting with the QM region.
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Figure 2: Statistics of errors of ground state properties computed for 1000 conformations
of the molecule in Fig. 1 using QM/MM with different link atom schemes versus full QM
calculations. The table at the top summarizes the default settings for single link atom (SL)
and double link atom (DL) scheme respectively. Within each panel, colors of the bars rep-
resent different QM regions and are consistent with Fig.1. Positive bars correspond to mean
absolute errors in relative potential energies and negative bars correspond to mean gradient
errors as defined in the main text. Error bars represent one standard deviation. The dashed
horizontal lines indicate errors from pure MM calculations. In panel (d), the three letters in
the parenthesis specify choices of ”KeepPerm-KeepInduce-Redistribute” respectively, where
an uppercase letter means ”yes” while ”n” means ”no”. The ∗ indicates the default setting
of the DL scheme.
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Based on these observations, although we choose ωMM = ∞ as the default value for SL,

we are not able to find a value of ωMM in the current SL scheme that can provide consistent

reliable results for both energies and gradients. In particular, we have found that the largest

errors are often correlated with the situation when MM atoms near the QM/MM boundary

possess large point charges. These will be improved through the DL scheme as discussed

below.

Double atom link scheme (DL): Double link atom scheme (DL) also contains the pa-

rameter ωMM similar to the SL scheme. In addition, DL scheme offers a few more options

related to the MMHost and MMLink atoms, which include: whether to keep the permanent

dipoles and quadrupoles on the MMHost (KeepPerm), whether to keep the induced dipoles

on the MMHost (KeepInduce), whether the permanent charges on the MMHost should be

redistributed (Redistribute), and lastly the parameter ωlink that determines the interactions

with the QM region.

We first study how the accuracy is affected by ωlink and ωMM respectively. Figure 2(b)

shows when ωMM is fixed at ∞, how the errors change with different values of ωlink. As

shown in Figure 2(b), the errors in both energies and gradients remain small as ωlink changes

from 0.1 to 0.3, while the errors in gradients become larger at ωlink = 0.5 corresponding to

more localized multipoles on MMHost and MMLink atoms. In the limit of point charges

(ωlink = ∞), very large errors are observed for both energies and gradients. We think these

behaviors are again related to the facts that MMHost and MMLink atoms are too close to

the QM region to be treated as point charges, and the resulting full Coulomb interaction

likely causes overpolarization in the system. The small errors from ωlink = 0.1 and 0.3

suggest that such overpolarization can be effectively mitigated with the damped Coulomb

interaction, which is equivalent to delocalizing the charges on MMHost and MMLink atoms.

Based on these observations, we choose ωlink = 0.3 as the default value in DL scheme, which

corresponds to roughly the vdW radius of the MMHost (length scale of 1/0.3 a.u. = 1.76

Angstrom).
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Calculations in Figure 2(b) delocalize the permanent multipoles on MMHost and MMLink

atoms, while those on the remaining MM atoms are kept as point multipoles. The question

remains whether the multipoles on the other MM atoms should also be delocalized, such that

the entire MM region is treated in the same way. We test this in Figure 2(c) by comparing

errors from such two tier treatment (i.e. ωlink = 0.3, ωMM = ∞) with results from setting

ωlink = ωMM to the same value. As shown in 2(c), except for QM5 (deep blue, cut through

C-C single bond), ωlink = ωMM generally gives worse results. We think this is related to the

fact that the AMOEBA force field are parametrized with the assumption that MM atoms

are described with point multipoles, and the accuracy of the force field is degraded when

the same parameters are used as delocalized multipoles in the QM/MM interaction term.

Therefore, we think the multipoles on the remaining MM atoms should be kept as point

multipoles, and we choose ωMM = ∞ as the default value in the DL scheme.

Figure 2 (d) tests various options regarding quantities on MMHost and MMLink atoms.

The improvement from the redistribution algorithm on the MMHost permanent charges is

obvious for QM boundary that cuts through Cα-C bond (QM2 yellow and QM6 purple) or

the amide bond (QM3, green), where the errors without redistribution (Pnn) are notably

larger than with redistribution (PnR). Thus, we choose to apply the redistribution algorithm

as the default setting in DL scheme. Other than the redistribution algorithm, the errors are

not very sensitive to whether the permanent multipoles and induced dipoles are turned on

or off on MMHost/MMLink atoms. In SI-Figure S3, we have repeated similar tests as 2(b)

and 2(c) but with the induced dipoles on MMHost/MMLink kept. As shown in SI-Figure

S3, the trends with varying ωlink and ωMM are similar with or without the induced dipoles.

However, once the ωlink and ωMM value exceed 0.5, keeping the induced dipoles often leads to

larger errors, likely due to overpolarization. Based on these results, in the default setting of

DL scheme, we set KeepPerm to true such that information from the AMOEBA force field

is maximally preserved, and set KeepInduce to false to avoid potential overpolarization.

Testing of link-atom schemes on excited state properties
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The results so far are obtained with the 3-21G basis set, and have only been applied to

ground state properties. We now need to test if the link atom scheme is applicable to excited

state properties.

Using the default settings for SL and DL schemes, in Figure 3(a), we have repeated the

same test as Figure 2 for ground state properties but using the cc-pVDZ basis set, which has

additional p functions on hydrogen atoms and additional d functions on all other atoms. The

errors from the pure MM calculations (horizontal dashed lines) become bigger, especially that

the gradient errors almost doubled. This is expected since the force field parameters were

fitted to calculations using 3-21G. The errors from QM/MM calculations don’t change as

much, and the results from cc-pVDZ behave quite consistently with the results from 3-21G.

In particular, we see that DL scheme is more advantageous than the SL scheme in that the

errors are less sensitive to the choices of the QM regions. In addition, we have repeated the

same test but for the first excited state properties in Figure 3(b). The pure MM calculations

are qualitatively wrong in this case since the parameters are only designed to reproduce the

ground state properties. When DL scheme is used, the errors are quite consistent between

ground state and excited state. In contrast, when SL scheme is used, we observe a notable

increase in errors for the excited state when QM Region 3 is used (green).

To help understand the discrepancy between the two link atom schemes for excited states,

in Figure 3, we present the same data from a different perspective and focus on analyzing the

first excitation energy instead. In Figure 3(c), we use box plots to present the distribution

of errors in the first excitation energy, i.e. ∆E
(QM)
S1-S0 − ∆E

(QM/MM)
S1-S0 . When DL scheme is

used, the mean absolute error in the first excitation energies is 0.020 eV for QM region 2

and smaller for other QM regions, and all are within 0.1eV for all sampled structures and

for all QM regions. In contrast, when SL scheme is used, the mean absolute error for QM

region 3 (green) is 0.264 eV and we observe several outliers where the errors exceed 1eV.

The errors in QM region 3 using SL are significantly larger than the results from DL, which

is consistent with what we observed in 3(b). The notable difference between SL and DL for
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QM region 3 is further presented in 3(d), which shows the scatter plot that compares the

QM/MM excitation energies with full QM results. The excitation energies from DL scheme

(black dots) are concentrated on the diagonal line, indicating good agreement with full QM

results. In contrast, the SL data are separated into two groups, with one group close to the

diagonal line, while the other group notably underestimating the first excitation energy.

Figure 3: Statistics of errors from computing the (a) S0 and (b) S1 properties using QM/MM
versus full QM for the same 1000 conformations as in Fig. 2. Both SL and DL use the same
default settings as in Fig.2. (c) Errors in the excitation energies presented as box plots
using Tukey’s definition where the box ranges from 25-75 percentile, whiskers are 1.5× the
interquartile range and points indicate outliers.65 The y-axis for errors greater than ±0.1 eV
is scaled for improved readability. (d) Scatter plots of QM/MM excitation energies using QM
region 3 versus full QM, which has the largest difference between SL (green) and DL (black).
For the structure that has the largest error in (d) using SL, (e) shows the attachment-
detachment density analysis for full QM, SL and DL respectively. (f) shows the scatter plots
of QM/MM transition dipole moments versus full QM results corresponding to QM region
3. Both attach-detach analysis in (e) and transition dipole moments in (f) can be considered
as indicators for the characteristics of the excited state.

32



In order to understand the source of these large errors, we took the structure where

SL produced the largest error and applied attachment-detachment analysis to analyze the

characteristics of the corresponding excitation. As shown in Figure 3(e), the result from

the DL scheme agrees well to the full QM calculations, and both involve excitations on the

chromophore. In constrast, the result from the SL scheme is qualitatively different, and

predicts an excitation from the chromophore to atoms near the QM/MM boundary. We

think this is probably related to how DL and SL treat the MMHost differently. The SL

scheme zeros out a significant negative charge on the MMHost (−0.6868) and distributes it

evenly on the other MM atoms; this significantly increases the electrostatic potential close to

the MMHost and lowers the energy for electrons to be excited into this region. On the other

hand, the DL scheme transfers part of the negative charge on the MMHost to positively

charged atoms bonded to the MMHost, and this does not perturb the MM electrostatic

potential as greatly as the SL scheme. Along similar lines, the DL scheme has a partial

negative charge on the MMLink that has a repulsive effect on electrons excited into this

region, whereas this charge is distributed throughout the MM region in the SL scheme.

Because the characteristics of the excited state is also reflected in the transition dipole mo-

ment, we show the scatter plot that compares the transition dipole moments from QM/MM

to full QM calculations in Figure 3(f). The results from DL scheme stay close to the diagonal

line, indicating that the small errors in its excitation energy are correlated with being able

to find the correct excitation states. In contrast, the transition dipole moments from the

SL scheme are clearly separated into two groups, with one close to the diagonal lines, while

the other group is much lower in the transition dipole moment. These results show that

the large errors in the SL scheme are directly related to the situations when an incorrect

excitation state is identified. Although a large QM region can prevent this from happening,

this may not always be computationally feasible, and the choice of the link atom scheme will

be important for providing the correct electrostatic interaction near the QM/MM boundary.
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3.2 Application to NanoLuc

Figure 4: (a) Bioluminescence reaction of coelenterazine (CTZ). The box highlights the
elementary reaction studied in this work, which involves the dissociation of the red O-O
bond in CTZ dioxetanone. (b) Illustration of QM/MM models of NanoLuc. The chemical
structure on the left shows what side chains and water molecules are included in the QM
region in addition to the chromophore. In the 3D structure on the right, the chromophore
is rendered as vdW spheres. Other atoms in the QM region are rendered using CPK (ball
and stick). MM atoms in the protein are rendered according to their secondary structure.
MM atoms in solvent water are rendered as lines.

To test the method on real reactions in protein environment, we applied SA-CASSCF/AMOEBA

to the studies of an elementary reaction step in NanoLuc,66 which is an engineered luciferase

that catalyzes bioluminescent reaction.

The chromophore in NanoLuc is coelenterazine (CTZ), and its structure is shown in Fig-

ure 4(a). Its chemical structure contains imidazopyrazine (will be referred to as the “core”)

in which positions 2, 6, and 8 are substituted by 4-hydroxybenzyl (“HBz”), 4-hydroxyphenyl
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(“HPh”), and benzyl groups (“Bz”), respectively. As described in a mechanistic study by

Nemergut et al,67 the bioluminescence process is initiated by CTZ reacting with an oxygen

molecule. Through a series of elementary reactions, CTZ is eventually transformed into CTZ

dioxetanone (see Figure 4(a)). The red O-O bond in the CTZ dioxetanone then dissociates,

followed by the leaving of CO2. The hypothesis is that the leaving of CO2 provides the

thermal activation energy needed to promote the system to the excited state, which makes

light emission possible.

Due to the complexity of the bioluminescence mechanism, we chose not to simulate

the entire reaction pathway in this work. Instead, we will mainly focus on the elementary

reaction step of O-O bond dissociation of CTZ dioxetanone as shown in the box of Figure

4(a). Despite that this reaction step primarily proceeds on the ground state, it still makes a

good test for the newly developed SA-CASSCF/AMOEBA for the following reasons. First,

a multi-reference approach is required for describing the prominent strong correlation that

arises during the bond dissociation process. Second, past theoretical studies on dioxetanone

in the gas phase have suggested as the O-O bond dissociates, the energy gap between ground

state and 1(n, σ∗) excited state gradually approaches zero, and this property may play an

important role to facilitate transfer of molecules to the excited state for light emission.68,69

As a result, it will be important to understand the behaviors of both ground and excited

states along the reaction pathway.

Below we will first discuss how the QM/MM system is set up for SA-CASSCF/AMOEBA

calculations, and we will then discuss the results that show how the reaction mechanisms

differ in gas phase, PCM, and QM/MM system. Geometry optimizations (including un-

constrained or constrained minimization, and minimal energy conical intersection search)

are performed using geomeTRIC software.70,71 Interpolation pathways are generated using

linear interpolation of the translation-rotation internal coordinates (TRIC), a delocalized

internal coordinate system that explicitly treats fragment translation and rotation degrees

of freedom.
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Setup of QM/MM system

We start with the PDB structure 8BO967 corresponding to NanoLuc complexed with

aza-CTZ, a non-oxidizable analogue of CTZ. The PDB file contains three chains of similar

structures, and we only keep the chain that has the greatest number of crystallographic

waters for our studies. In particular, the chain we kept contains one crystallographic water

near the chromophore. The coordinates of aza-CTZ are converted to CTZ by substituting

N with C at position 2 of the core, and the HPh group is assumed to be deprotonated, thus

setting the charge on CTZ to −1. The nearest water molecule to CTZ is replaced with O2.

H++ software72 is used to determine protonation states of residues and adding hydrogens

correspondingly, and PDBFixer57 is used to add solvation of a rectangular box with a 1.0 nm

water padding around the protein. To obtain force field parameters for CTZ, the geometry is

optimized using B3LYP-D3/6-31G*, then the electrostatic parameters are obtained by fitting

the electrostatic potential of MP2/6-311G(d,p) following the recommended procedure.29 The

AMOEBA parameters for CTZ are provided in the SI. For the O2 molecule, the permanent

multipoles are all set to zero, the bond length is set to the gas phase experimental value

of 1.207 Å, while other parameters are borrowed from carbonyl oxygen parameters in the

AMOEBA organic molecule force field.29 AMOEBA protein force field parameters are used

for amino acids,27 and the AMOEBA14 water model is used for solvents.25 The solvated

complex is then equilibriated by 10 ns of classical MD simulation using the AMOEBA force

field under periodic boundary conditions. Because we did not optimize the intramolecular

force field parameters for CTZ, its conformation was restrained by the addition of a 100

kJ/mol/nm2 harmonic restraint force applied to the Cartesian positions of each atom. At

the end of the equilibration simulation, the structure of the solvated system is used for

further QM/MM calculations.

To create initial structure for any QM/MM geometry optimizations, two modifications

are made on the equilibrated snapshot. First, only water molecules within 5 Å from the

protein or within 20 Å from the chromophore are kept, which reduced the simulation size
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from 24,219 to 8,609 atoms. Second, the CTZ+O2 coordinates in the snapshot is manually

modified to the desired conformation (i.e. dioxetanone in the reactant) before QM/MM

optimizations, as described in details in SI-Section 5. Here we choose not to rerun the MM

equilibration after the substitution of dioxetanone. This is because the dioxetanone is a

reactive intermediate, thus its lifetime is unlikely to be sufficiently long to allow the entire

protein and solvents to fully equilibrate with respect to its structure. Instead, we choose to

only relax atoms within a selected region surrounding the CTZ dioxetanone using QM/MM

geometry optimizations as described below. Note that there are two different regions during

QM/MM geometry optimization. One is the QM region as illustrated in Figure 4(b). The

QM region contains 177 atoms, which includes the chromophore along with several nearby

side chains that form hydrogen bond with the chromophore. A second region is the “relaxed

region” as illustrated in SI-Figure S4. As the name implies, the positions of atoms within the

relaxed region will be relaxed during geometry optimizations or interpolations, while atoms

outside the relaxed region will stay fixed at the positions from the snapshot. The relaxed

region contains 932 atoms, which includes the entire QM region, as well as several hydrogen-

bonding, polar, nonpolar residues, and water molecules surrounding the QM region. The

relaxed region was chosen by selecting all atoms within around 5 Å of the chromophore and

extending it to include complete residues and joining together segments that are separated

by 1-2 residues.

In all the QM/MM calculations, AMOEBA force field parameters for the MM atoms are

identical to the ones used in the pure MM equilibriation simulation. The method for the QM

region is SA-CASSCF(8e,9o) using 6-31G* basis sets, which includes sufficient active orbitals

for describing the O-O bond dissociation of interest. Four singlet states and two triplet states

are included in the state-averaging in the calculations. Because the reaction proceeds on the

ground state, S0 is chosen as the reference state for determining the dynamic weights of

states using a bandwidth of 3 eV. For comparison, we have also included calculations in gas

phase and PCM(ϵ = 78.4) at the same level of theory.
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Optimized structures of reactant and product using QM/MM

The MM equilibration simulation discussed in the previous paragraph was designed to be

consistent with the hypothesis in Nemergrut et.al,67 who proposed that CTZ is deprotonated

at HPh throughout the reaction by D139 and is protonated at N1 by R162, and is therefore

an anion overall. This hypothesis is based on experimental observation of a redshift in

the CTZ absorption when in complex with a Renilla luciferase mutant (RLuc8), and the

disappearance of the redshift following a D162A (aspartic acid → alanine) mutation.73 After

replacing the CTZ + O2 with a model of the CTZ dioxetanone and carrying out QM/MM

unconstrained geometry optimizations of this intermediate, we found that HPh is always

protonated and the D139 is deprotonated in the optimized structure regardless of which

group is protonated initially. Optimization of the deprotonated state can only be achieved

by applying constraints on the O-H distances in the proton transfer region and increases the

energy relative to the HPh-protonated structure by 15.6kcal/mol. Based on these results, we

decided to keep the HPh group protonated and D139 deprotonated throughout our studies.

However, it is worth noting that because SA-CASSCF lacks dynamic correlation, the method

is inherently not good at describing the dispersion interactions that contribute to hydrogen

bonding.74,75 Therefore, this problem should be revisited in the future when we have MS-

CASPT2 to capture dynamic correlation on top of SA-CASSCF.
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Figure 5: (a) Induced dipoles in the relaxed region corresponding to the optimized reactant
structure, where the HPh group on the CTZ dioxetanone is protonated. (b) Changes of the
induced dipoles in the relaxed region after the proton is transferred from HPh group to D139.
The energy of the deprotonated structure is minimized through constrained optimization.

The induced dipoles in the AMOEBA model should spontaneously respond to any change

in the QM region. As an additional verification of the method, Figure 5(a) shows the induced

dipoles surrounding the QM region when the HPh group in CTZ dioxetanone is protonated,

and Figure 5(b) examines the change in these MM induced dipoles once the proton moves

from CTZ dioxetanone to the nearby D139. As shown by the lengths and directions of

the red arrows, the induced dipoles mainly change near the proton transfer region, while

those away from the proton transfer largely stay the same. In addition, after the proton

transfer, we expect that the donating oxygen becomes more negative in charge while the

accepting oxygen becomes more positive in charge. In respond to this, we observed that

the induced dipoles change to point towards the donating oxygen on CTZ dioxetanone and

point away from the accepting oxygen on D139. These observations are consistent with the

expected behavior of the induced dipoles, and provide further evidence that the method is

implemented correctly. In SI-Figure S5, we have also compared the above proton transfer
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energy with SA-CASSCF(8e,9o)/6-31G* calculations in fixed charge force field, which was

set up in AMBER using the AMBER-FB15 protein force field,64 SPC/Fw flexible water

model,76 and GAFF forcefield77 for CTZ dioxetanone. The geometries of both protonation

states in the relaxed region were reoptimized using SA-CASSCF in fixed charge model. To

investigate the dependence of the proton transfer energy on the QM region size, we further

carried out single point calculations on the optimized structures using four different QM

region sizes that are different subsets of the original QM region. As shown in SI-Figure S5,

the proton transfer energy computed using the AMOEBA QM/MM model is more stable

with respect to the QM region size compared to the fixed-charge model, especially in the case

of the smallest QM region where the QM/MM boundary goes through the chromophore. One

possible explanation is that the AMOEBA force field more closely reproduces the response of

the QM system to the structural changes, in particular the change in polarization response

caused by the proton transfer. This indicates that future QM/MM studies with polarizable

embedding could benefit from using smaller QM regions, although more extensive benchmark

studies are needed to confirm this.

We have also carried out QM/MM geometry optimization of the product structure in

NanoLuc. As shown in Figure 6 (c), the positions of the chromophore side-groups before

and after the O-O bond dissociation stay almost the same in the protein environment. In

contrast, when optimizing only the chromophore structure either in the gas phase (Figure

6(a)) or in PCM (Figure 6(b)), there are notable changes in the positions of HBz group when

comparing the reactant and product. This different behavior of QM/MM versus gas phase or

PCM is likely related to the strong steric effect in the cavity of protein, which restrains the

motions of the chromophore during the reaction. In SI-Figure S6, we have also presented the

same results from a different perspective by showing how the reactant and product structures

differ in gas phase, PCM and QM/MM. For both reactant and product, the structures in

the gas phase and PCM are quite similar except for a small rotation in the HBz group.

The QM/MM structure is much more twisted likely due to steric effect again. For example,
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the large twist in the Bz group in the protein compared to in the gas phase is likely to

avoid collision with the hydrophobic side chains of L18 and L22. These comparisons show

that steric effects are important for predicting the geometry of the chromphore in protein

environment, and using atomistic models is important for properly capturing such effects.

Figure 6: Comparison between optimized structures of the reactant and product using SA-
CASSCF(8e,9o)/6-31G* in (a) gas phase, (b) PCM (ϵ = 78.4) and (c) QM/MM respectively.

Potential energy curves along reaction pathways

Given the optimized reactant and product structures, we then generate an interpolation

path connecting the reactant and product and compute the potential energy curves along

the pathway. The results are presented in Figure 7.

The gas phase potential energy curves are shown in Figure 7(a). There are a few in-

tersections with higher electronic states during the initial part of the pathway, but the

characteristics of the states stay unchanged as the reaction proceeds. To understand the

characteristics of each electronic state, we have carried out attach-detach density analysis at

image 20 along the path. From the analysis results presented in SI-Figure S7, S1 through

S3 are all local excitations 1(n, σ∗) in the O-O bond region. The two triplet states are also
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local excitations, except that T1 is 3(n, σ∗) while T2 is 3(σ, σ∗). One prominent feature of

the gas phase results is that the energy gap between S1 and S0 gradually closes as the O-O

bond dissociates, which is consistent with previous theoretical studies on dioxetanone in the

gas phase.68,69

Figure 7: Potential energy curves along the interpolation path from reactant to product
in (a) gas phase, (b) PCM and (c) QM/MM respectively. Geometries along the path are
generated by interpolating the optimized reactant and product structures shown in Fig.6
for each environment separately. Dynamic weights are applied in the PCM and QM/MM
calculations, where the ground state is set as the reference state with a bandwidth of 3eV.

The potential energy curves in the PCM environment are presented in Figure 7(b), and

are quite similar to the gas phase results. The attach-detach analysis in SI-Figure S7 shows

that excitations in PCM share similar characteristics from the gas phase calculations, and

the S0 and S1 also become energetically close as the O-O bond dissociates. The similarity

bewteen PCM and gas phase is likely related to the fact that these low lying electronic

states mainly involve local excitations, thus the electrostatic response from the solvent do

not change significantly between the ground and excited states. Therefore, the excitation

energies are not notably affected when PCM is used as the solvent model.

The potential energy curves in QM/MM (Figure 7(c)) are quite different from either

gas phase or PCM results. One major difference is that S2 and S3 become much higher in

42



energy in QM/MM. This may be due to that S2 and S3 in QM/MM also involve excitations

in the core region, as revealed by the attach-detach analysis in SI-Figure 7. Another major

difference is that the energy gap between S0 and S1 in QM/MM no longer approaches zero

as the O-O bond dissociates. The intersection between S0 and S1 is further investigated

using conical intersection minimization as discussed below. These observations all suggest

that the potential energy curves can be qualitatively modified by the protein environment,

which should be taken into account for accurate simulation of reaction mechanism.

Search for minimal energy conical intersection (MECI):

To further understand the behavior of how the energy gap between S0 and S1 closes,

we search for minimal energy conical intersections in the vicinity of the product region.

Because in gas phase and PCM, the energy gap is already very close to zero as the bond

dissociates, the corresponding MECI geometry closely resembles the product structure as

shown by the comparison in SI-Figure S8. Nevertheless, despite their similarity in the MECI

geometry, the shapes of the potential energy surfaces around the conical intersection are still

quite different between gas phase (Figure 8(a)) and PCM (Figure8 (b)). This shows that

the shapes of conical intersections can be quite sensitive to the electrostatic effects from the

environments.

The MECI in QM/MM is quite different both in terms of its molecular geometry as well

as the topology around it. In terms of the molecular geometry, the structure of MECI in

QM/MM no longer resembles the product, which is consistent with our previous observation

that energy gap of S0/S1 does not close along the reaction pathway. Instead, as shown in

Figure 8(d), the O-C-O group in the QM/MM system needs to rotate by almost 90 degrees

from the original plane of the dioxetanone 4-membered ring in order for S0 and S1 to come

close and reach conical intersection. In terms of the topology, the MECI in PCM is peaked,

as the red contour lines in Figure 8(b) indicate that its S1 local mininum also occurs at the

conical intersection. In contrast, the MECI in QM/MM is sloped, as the red contour lines

in Figure 8(c) suggest that S1 local mininum is no longer at the MECI but is located along
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the positive g-vector direction. Theoretical studies have suggested that whether the MECI

is peaked or sloped may affect the dynamics of population transfer between the two states,

which provides another way for the protein environment to affect the reaction mechanism.78

Figure 8: Potential energy surfaces around the minimal energy conical intersections (MECI)
for (a) gas phase, (b) PCM, and (c) QM/MM. In each panel, the red and blue contours lines
correspond to the isoenergy curves of S1 and S0 respectively. (d) compares the MECI
structure with the optimized product structure in QM/MM.

In summary, SA-CASSCF/AMOEBA simulations on the O-O bond dissociation of CTZ

dioxatone in NanoLuc lead to qualitatively different results from simulations in the gas phase

and PCM. Through interactions with the protein environment, we have observed changes in

the optimized structures, characteristics of the excited states, and properties of the conical

intersections.
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4 Conclusions

In this work, we have developed two important ingredients needed to make SA-CASSCF/AMOEBA

feasible for studying photoreactions in protein environments, i.e. intramolecular polarization

and the link atom scheme. We have shown that the inconsistency between direct and po-

larization electric fields can be naturally incorporated into the SA-CASSCF framework with

very little additional computational cost. We have also shown that the double link atom

scheme can provide consistent accurate results for both ground and excited state properties.

The success of the this work paves the way towards simulating photo-reactions in pro-

tein with rigorous descriptions of the protein environmental effects. There are a few im-

provements that can be further addressed in future works. Recently, improvements to the

AMOEBA functional form have been described including charge penetration, charge trans-

fer, and geometry-dependent charge flux terms, and these have been implemented into the

AMOEBA+79 and HIPPO80 models. Many of these improvements were modeled after the

short-range behavior of the QM density, and therefore these force fields may have improved

compatibility with QMmethods, though a careful treatment of the QM/MM boundary would

still be needed.

In terms of the QM method, as mentioned in the discussions about NanoLuc, the SA-

CASSCF method used in this work lacks dynamic correlation needed for dispersion inter-

actions, thus cannot accurately describe the hydrogen bonding interaction within the QM

region. The simplest way is to capture the dynamic correlation through second order pertur-

bation theory, and the Fock operator from SA-CASSCF/AMOEBA can be used as the zeroth

order Hamiltonian for extended multi-state CASPT2 (XMS-CASPT2) calculations.81–83 In

particular, a dynamic weight scheme very similar to what we used in this work has recently

been incorporated into the framework of XMS-CASPT2,84 with similar purpose of inter-

polating between state-specific Fock operator at the Franck-Condon region and the equally

state averaged Fock operator at the conical intersection region. As an initial step for XMS-

CASPT2/AMOEBA calculations, we will only include the effects from AMOEBA in the
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zeroth order Hamiltonian, and we will determine whether this is sufficient by carrying out

benchmark studies on the errors from XMS-CASPT2/AMOEBA calculations versus full QM

XMS-CASPT2 calculations.

Another future improvement needed is more efficient treatment of the MM induced

dipoles. The NanoLuc studied in this work is a small protein (19.1 kDa). After includ-

ing the solvent water molecules, the entire MM region is within ∼ 10,000 atoms, and solving

the correponding MM induced dipoles is not a computational bottleneck so far. However,

many interesting photoreactions take place in much larger protein (e.g. molecular weight of

phytochrome is approximately 120 kDa), and the corresponding solvent water sphere will also

be much bigger. Such large protein is currently beyond the capabilities of our code, because

interactions involving the MM induced dipoles are treated in the same way regardless of their

distance. This results in a quadratic scaling increase in the computational cost with respect

to the number of MM atoms for our current implementation. The fast multipole method has

been shown to be effective in reducing the computational cost of QM/AMOEBA to linear

scaling,85 and we plan to incorporate this idea into SA-CASSCF/AMOEBA in future works.
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