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Integrated Systems and Technologies: Mathematical Oncology

Multiscale Modeling of Inflammation-Induced
Tumorigenesis Reveals Competing Oncogenic
and Oncoprotective Roles for Inflammation
Yucheng Guo1, Qing Nie2, Adam L. MacLean2, Yanda Li1, Jinzhi Lei3, and Shao Li1

Abstract

Chronic inflammation is a serious risk factor for cancer; how-
ever, the routes from inflammation to cancer are poorly under-
stood. On the basis of the processes implicated by frequently
mutated genes associated with inflammation and cancer in three
organs (stomach, colon, and liver) extracted from the Gene
Expression Omnibus, The Cancer Genome Atlas, and Gene
Ontology databases, we present a multiscale model of the
long-term evolutionary dynamics leading from inflammation to
tumorigenesis. The model incorporates cross-talk among interac-
tions on several scales, including responses to DNA damage, gene
mutation, cell-cycle behavior, population dynamics, inflamma-
tion, and metabolism-immune balance. Model simulations
revealed two stages of inflammation-induced tumorigenesis: a
precancerous state and tumorigenesis. The precancerous state was
mainly caused bymutations in the cell proliferation pathway; the

transition from the precancerous to tumorigenic states was
induced by mutations in pathways associated with apoptosis,
differentiation, and metabolism-immune balance. We identified
opposing effects of inflammation on tumorigenesis. Mild inflam-
mation removed cells with DNA damage through DNA damage-
induced cell death, whereas severe inflammation accelerated
accumulation of mutations and hence promoted tumorigenesis.
These results provide insight into the evolutionary dynamics of
inflammation-induced tumorigenesis and highlight the combi-
natorial effects of inflammation and metabolism-immune bal-
ance. This approach establishes methods for quantifying cancer
risk, for the discovery of driver pathways in inflammation-
induced tumorigenesis, and has direct relevance for early detec-
tion and prevention and development of new treatment regimes.
Cancer Res; 77(22); 6429–41. �2017 AACR.

Introduction
Epidemiologic data suggest that infection-driven chronic

inflammation is linked to approximately 15%of the global cancer
burden (1–4). Cancer risk increases strongly with the duration
and extent of chronic inflammation (2, 5). As such, infection has
gradually become accepted as a major driver of inflammation-
induced tumorigenesis and hence a preventable cause of cancer
(6). An understanding of the dynamic processes linking inflam-
mation to tumorigenesis is crucial for the prevention and treat-
ment of inflammation-induced cancer in general and for early
diagnosis in particular.

The transition from inflammation to tumorigenesis is a pro-
longed process that results from the interplay between multiple

1MOE Key Laboratory of Bioinformatics and TCM-X Center/Bioinformatics
Division, TNLIST, Department of Automation, Tsinghua University, Beijing,
China. 2Department of Mathematics, Department of Development and Cell
Biology, Center for Mathematical and Computational Biology, University of
California, Irvine, Irvine, California. 3Zhou Pei-Yuan Center for Applied Mathe-
matics, MOE Key Laboratory of Bioinformatics, Tsinghua University, Beijing,
China.

Note: Supplementary data for this article are available at Cancer Research
Online (http://cancerres.aacrjournals.org/).

Corresponding Authors: Shao Li, Department of Automation, Tsinghua Uni-
versity, Beijing 100084, China. Phone: 8610-6279-7035; Fax: 8610-6277-3552;
E-mail: shaoli@tsinghua.edu.cn; and Jinzhi Lei, jzlei@tsinghua.edu.cn

doi: 10.1158/0008-5472.CAN-17-1662

�2017 American Association for Cancer Research.

Major Findings
Chronic inflammation is a serious risk factor for cancer;

however, the routes from inflammation to cancer are poorly
understood. A full understanding of these pathways is impor-
tant for the prevention and treatment of inflammation-
induced cancer. Here, based on themajor processes implicated
by frequently mutated genes associated with inflammation
and cancer in three organs (stomach, colon, and liver)
extracted from the Gene Expression Omnibus, The Cancer
GenomeAtlas, andGeneOntology databases, we established a
multiscale model from an evolutionary perspective that

enables us to investigate the long-term processes implicated
in inflammation-induced tumorigenesis. The model incorpo-
rates cross-talk between microscopic events, that is, DNA
damage and gene mutations, and macroscopic events, that is,
cell population dynamics driven by stem cell regeneration
throughout an organism's lifetime. We identified driver path-
ways for tumorigenesis, demonstrated the opposing effects of
inflammation, and revealed the importance of the interaction
between inflammation and metabolism-immune balance in
triggering tumorigenesis. This model provides a method for
quantifying cancer risk based on the degree and duration of
inflammation.
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Quick Guide to Equations and Assumptions

Model Structure
We combined the major processes responsible for the progress from inflammation to tumorigenesis (Fig. 1A) to establish a

multiscale model of stem cell regeneration in the inflammatory microenvironment (Fig. 1B; Supplementary Fig. S1).
In themodel, the population dynamics arise from the dynamics of individual cells, each of which is based on amodel of the cell-

cycle dynamics, and the proliferation rate is dependent on the population size.We integrated the cell-cycle dynamicswith individual
heterogeneity due toDNAdamage andpathwaymutations (7). In addition,wemodeled stochastically the effects of specific pathway
mutations.

The model was implemented via single-cell–based model simulation, that is, we considered a system of multiple cells in which
each cell undergoes the processes of proliferation, DNA damage response, gene mutation, apoptosis, or differentiation during each
cell cycle. The probabilities of occurrence of each of these processes in an individual cell are inflammation-related and can be altered
by genemutations. The inflammatory microenvironment specifically affects the processes of proliferation, apoptosis, and the DNA
damage response. After each cell cycle, the population size changes according to cell division, apoptosis, differentiation, or cell
removal (due to metabolism-immune balance response) events (Supplementary Figs. S2–S6).

Major Assumptions

(i) Cellswere classified into resting (G0) or proliferating phases.During each cell cycle, a cell in the restingphase either irreversibly
differentiates into a terminally differentiated cell or reenters the proliferating phase. A cell in the proliferating phase may
undergo DNA damage and trigger a DNA damage response, resulting in either apoptosis or survival and continued cell-cycle
progression. Proliferating cells can also exit the cell cycle through DNA damage–independent apoptosis. Each surviving cell
divides into two daughter cells at the end of mitosis. Although we do not consider interactions between single cells explicitly,
there is a dependence on the population size through the proliferation rate of each single cell.

(ii) Mutant cells in the resting cell pool can be cleared by the immune system due to the metabolism-immune balance (MIB)
response. In the model, for each cell with two or more pathway mutations, there is a constant probability (MIB > 0) of being
cleared in one cell cycle (Supplementary Eq. S4).

(iii) DNA damage triggers the processes of DNA damage repair and cell-cycle arrest or DNA damage–induced apoptosis if the
damaged loci are not repaired. Nonrepaired cells can escape from damage-induced apoptosis and reenter the cell cycle such
that over time, damage accumulates and can eventually induce functional gene mutations in the specific pathways of focus
(Supplementary Section S1).

(iv) The inflammatorymicroenvironment affects the cell cycle andDNAdamage in different ways, and cells can secrete a variety of
signaling factors that perturb the inflammation level (Supplementary Section S1). To quantify the inflammation level, we
applied the murine endoscopic index of colitis severity, which takes values from 0 to 15, as the inflammatory score (IS) to
represent the grade of inflammation from zero to severe (Supplementary Section S1; Supplementary Fig. S2). Inflammation
was included in themodel through the relevant biological processes. Inflammation can promote cell proliferation, inhibit cell
apoptosis, induce DNA damage, and repress DNA repair (Fig. 1B). Moreover, DNA damage can initiate the secretion of
inflammatory cytokines such as IL6 that perturb the inflammatory microenvironment.

(v) Tomodel genemutation without the additional complexity of detailed gene-regulatory networks, we identifiedmutations by
their effects on the relevant physiologic processes and represented them by changes in the model parameters (Fig. 1C;
Supplementary Section S2). We considered mutations in eight pathways (Table 1; Supplementary Table S1). These pathways
were subdivided into three types: (i) cell cycle: increasing the cell proliferation rate (DProlifþ); increasing the feedback strength
to cell proliferation (DFSProlifþ); decreasing the cell differentiation rate (DDiff�); or decreasing the cell apoptosis rate
(DApop�); (ii) DNAdamage response: increasing the probability of DNAdamage induction (DDamageþ); decreasing theDNA
damage repair efficiency (DRepair�); or increasing the probability of escaping apoptosis following unsuccessful DNA repair
(DEscapeþ); (iii) MIB: here, we consider decreasing the rate of removal of mutant cells in the resting phase via MIB response
(DMIB�). The probability of a cell gaining one or more of the above mutations increases with the number of nonrepaired
damaged loci.When amutation event occurs, it is assigned equal probability of affecting any one of the above eight pathways,
or resulting in no change to the model parameters.

Parameters
The proposedmodel is a generalmodel for inflammation-induced tumorigenesis, andwe focusmostly on its qualitative properties.

For the calculation of cancer risk, we marked cancer initiation by a relative population (RP) value of RP >2. See Supplementary
Sec. S2 and Supplementary Tables S2 and S3 for details of the parameter values. For simulation, parameters were fit to the cumulative
percentage of occurrence of colorectal cancer subsequent to a diagnosis of ulcerative colitis (Fig. 1D; Supplementary Table S4).

For details of the model formulation and implementation, see the Supplementary Material.

Guo et al.

Cancer Res; 77(22) November 15, 2017 Cancer Research6430

on November 15, 2017. © 2017 American Association for Cancer Research. cancerres.aacrjournals.org Downloaded from 

Published OnlineFirst September 26, 2017; DOI: 10.1158/0008-5472.CAN-17-1662 

http://cancerres.aacrjournals.org/


intracellular and extracellular processes. Multiple hallmarks are
involved in the process, including proliferation abnormalities,
genomic instability,metabolism-immune imbalance, reprogram-
ming of the stromal environment, and aberrant transitions
between epithelial and mesenchymal states. Inflammation is a

cancer-promoting factor that contributes to the acquisition of
most core cancer hallmarks (8). The major inflammatory cancer
pathways converge on transcription factors STAT3 andNF-kB (1).
However, inflammation can also act as a suppressor of tumori-
genesis. The inflammasome can downregulate DNA repair and
lead to cell death, a mechanism used by the immune system to
eliminate cellswith severeDNAdamage (9, 10). Aspirin andother
NSAIDs have received considerable interest as potential cancer
chemopreventive agents (11–13). In addition, tumors themselves
are actively involved in the modulation of inflammatory
responses via manipulation of inflammatory factors and the
immune system (14, 15). Despite these studies, the mechanisms
by which inflammation promotes neoplastic transformation are
incompletely understood, limiting our ability to translate knowl-
edge of the pathways linking tumorigenesis and inflammation
into therapeutic modalities. In addition, very few biomarkers of
inflammation-induced tumorigenesis have been identified, thus
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Figure 1.

Multiscale model of inflammation-
induced tumorigenesis. A, Workflow
identifying major pathways (by GO
terms) associated with DEGs in
different progression stages from
chronic inflammation to cancer and
HMGs based on the TCGAdatabase.B,
Illustration of the mathematical model
framework. The model describes cell
population dynamics with underlying
single-cell–based attributes derived
from three components: the cell cycle,
DNA damage response, and
inflammation. The black arrows
represent the processes involved in
stem cell regeneration; the red arrows
show interactions with the
inflammatory microenvironment, and
the blue arrow represents the effect of
the metabolism-immune balance
(MIB) pathway that clears mutant cells
to maintain G0-phase homeostasis. C,
Summary of pathway mutations
observed in inflammation-induced
tumorigenesis of colorectal cancer.
Each node represents a pathway; the
node size is proportional to the
probability of finding mutations
associated with that pathway, and the
edge widths are proportional to the
probability of finding a double
mutation in a sample (see
Supplementary Table S6 for a full list
of genes). The mutations are defined
as follows: DApop� , cell apoptosis;
DDamageþ , DNA damage induction;
DProlifþ , cell proliferation; DRepair� ,
DNA damage repair; DMIB� ,
metabolism-immune balance
response; DDiff� , cell differentiation.
D, Cumulative risk of developing
colorectal cancer following a
diagnosis of ulcerative colitis. The blue
points were obtained by model
simulation; the gray region represents
clinical data from ref. 28.

Table 1. Pathway mutations considered in the model

Symbol Description

DProlif Cell proliferation rate
DFSProlif Feedback strength on cell proliferation
DDiff Cell differentiation rate
DApop Cell apoptosis rate
DDamage Probability of DNA damage induction
DRepair DNA damage repair efficiency
DEscape Probability of escaping from DNA damage-induced apoptosis
DMIB Probability of removingmutant cells throughmetabolism-immune

balance
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limiting our ability to measure changes in cancer risk associated
with chronic inflammation (16, 17).

Genomic data analysis and mathematical models have been
valuable for deriving a detailed understanding of the somatic
evolution of cancer (18–20). Today, single cancer cells can be
analyzed in great detail at the molecular level, and tumor cell
populations can be sampled extensively. Many computational
models have been developed and used to describe aspects of
cancer population dynamics (18, 21, 22). Agent-basedmodels are
often used to consider the more intricate spatiotemporal features
of cancer, such as population structure and cellular interactions
(23, 24). These modeling approaches have helped provide a
detailed understanding of the mechanisms and processes impli-
cated in cancer. Nevertheless, predictive modeling of the evolu-
tionary dynamics of cancer is still a major challenge for compu-
tational biologists (19).

Despite the accumulation ofmolecular evidence linking cancer
cells to the inflammatory microenvironment via multiple path-
ways, many of the mechanisms driving the transition from the
inflammatory response to tumorigenesis remain elusive. Signif-
icant questions include: how do inflammatory insults promote
the accumulation of DNA damage? How does inflammation play
different roles in tumorigenesis? How can we predict the cancer
risk associated with inflammatory diseases?What are the possible
pathways from inflammation to tumorigenesis?

Here, by extrapolating from molecular details to pathway
mechanisms, we established a hybridmultiscalemodel of inflam-
mation-induced tumorigenesis from the perspective of evolution-
ary dynamics. The model considers the evolution of a system that
combines individual cell behaviors with population dynamics
through single-cell–based modeling, that is, the cells are hetero-
geneous with respect to the amount of DNA damage and the
number of gene mutations they have experienced. In the model,
we track individual cells undergoing, in each cell cycle, the
processes of replication, DNA damage and DNA damage
response, apoptosis, differentiation, and removal of mutant cells
due to ametabolism-immune balance response. The probabilities
of events related to inflammation can be altered by the occurrence
of specific genemutations. Themodel enables us to investigate the
long-term process of inflammation-induced tumorigenesis. The
model incorporates cross-talk betweenmicroscopic DNA damage
responsemechanisms and genemutations in individual cells, and
macroscopic cell population dynamics via stem cell–mediated
tissue homeostasis and regeneration throughout life. We identify
multiple driver pathways implicated in the transition from
inflammation to tumorigenesis, demonstrate the opposing effects
of inflammation on tumorigenesis in specific situations, and in
particular highlight metabolism-immune balance as a key deter-
minant for inflammation-induced tumorigenesis. Moreover, we
provide a method by which specific cancer risk can be quantified
on the basis of the degree and duration of inflammation.

Materials and Methods
Experimental data

Gene expression series (GSE4183, GSE2669, and GSE25097)
were obtained from the Gene Expression Omnibus (GEO) data-
base (http://www.ncbi.nlm.nih.gov/geo/). The Cancer Genome
Atlas (TCGA) mutation datasets (colon and rectum adenocarci-
noma, liver hepatocellular carcinoma, and stomach adenocarci-
noma) were obtained from the UCSC Cancer Genomics Browser

(https://genome-cancer.ucsc.edu/proj/site/hgHeatmap/). Gene
Ontology (GO)–gene associations were obtained from the GO
database (http://www.geneontology.org/gene-associations/). The
procedures used for experimental data analysis are described in
Supplementary Section S4.

Numerical scheme
In simulations, we initially set the IS, forbade mutations, and

ran themodel for 1,000 cycles so that the population size reached
its stationary state (prior to mutation). We then allowed muta-
tions to occur in subsequent simulations. For each set of para-
meters, we repeated the simulation process for 1,000 independent
runs, thus simulating the evolutionary dynamics of many
individuals.

One cell cycle in simulationswas taken as 18hours basedon the
proliferation rate of colonic epithelial cells (25). Hence, 1 year
corresponds to 487 simulation cycles. For simplicity, we omitted
the changes in the duration of the cell cycle that normally occur
during the lifespan.

Statistical analysis
The time point t ¼ 0 was chosen as the point at which gene

mutations were initialized. As the cell population at t ¼ 0 is
dependent on the inflammation level, we reported the cell pop-
ulation at t > 0 as the relative population (RP), that is, the
population size with respect to the population size at t ¼ 0. The
precancerous state was defined as the state in which
1:3 < RP <1:6, and tumorigenesis was assumed to occur when
RP > 1:6 (Fig. 2A; Supplementary Fig. S7). For the calculation of
cancer risk, we marked diagnosable cancer as having RP >2.

The mutation frequency of a mutant type (whether harboring
either single or double mutations) was given by the fraction F of
cells possessing the given mutant type, formulated as

F mutation type; tð Þ ¼ Number of cells with mutation at time t
Total number of cells at time t:

Results
Major processes responsible for the progression from
inflammation to tumorigenesis

To investigate major processes responsible for the progression
from inflammation to tumorigenesis, we combined data from
three sources: GEO datasets for differentially expressed genes,
TCGA database of mutant genes, and GO terms to identify the
frequently mutated pathways that are associated with inflamma-
tion and cancer. The procedure is summarized in Fig. 1A and
Supplementary Fig. S8 and described in detail in Supplementary
Section S4. First, we explored the GEO datasets for three types of
cancer (gastric, colorectal, and liver) to identify differentially
expressed genes (DEG) that show statistically significant differ-
ences in expression between inflamed and healthy control sam-
ples andbetween cancer and control samples (Supplementary Fig.
S8D–S8E; Supplementary Table S5). The numbers of DEGs asso-
ciatedwith each cancer type are shown in Supplementary Fig. S8B.
Next, for each cancer type, we examined the gene mutation data
available from TCGA and obtained a set of highly mutated genes
(HMG) whose mutations are linked to DEGs based on protein–
protein interaction analysis (26). The numbers of HMGs are
shown in Supplementary Fig. S8C and Supplementary Tables
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S6 and S7. To link the mutant genes with biological processes, we
identified the GO terms that are implicated by at least one gene in
the selected set of HMGs; this yielded 838 terms for gastric cancer,
493 terms for liver cancer, and 332 terms for colon cancer
(Supplementary Table S8; Supplementary Fig. S8F). To eliminate
redundancy in the obtained GO terms, we classified them into 20
categories based on key words in the GO names (Supplementary
Tables S9 and S10; Supplementary Fig. S9).

Of the 20 GO category processes, nine were processes such as
assembly, kinase activity, transcription, etc., that are associated
with general transcription, translation, and protein–protein inter-
action processes (Supplementary Fig. S9). One process, migra-
tion, plays an important role inmetastasis. The other 10 categories
identified were apoptosis, proliferation, metabolism, cell cycle,
senescence, DNA damage, telomerase, differentiation, immune
response, and DNA repair. Dysregulation of these processes often
results in abnormal cell growth; hence, they are major contribu-
tors to tumorigenesis. Analysis of the mutations implicated in
these particular processes show that mutations in genes in the
apoptosis and proliferation categories are highly cooccurrent in
colorectal cancer (Fig. 1C; Supplementary Table S11). Moreover,
frequent occurrence of double mutations in the processes of
metabolism and apoptosis or proliferation, as well as double
mutations in DNA damage and DNA damage repair processes, is
observed.

In this study, we combined the major processes identified
above with a model of cell-cycle dynamics to establish a hybrid
multiscale model of stem cell regeneration in an inflammatory
microenvironment (Fig. 1B). In the model, both senescence and
telomere erosion result in permanent cell-cycle arrest or cell death
(analogous to the cell flux that can occur either due to differen-

tiation or to apoptosis); hence, we omitted these pathways for
simplicity. For the structure andmajor assumptions of themodel,
see the Quick Guide to Equations and Assumptions.

Low- and high-grade inflammation have opposing effects on
population size and accumulation of DNA damage

To investigate how the inflammatorymicroenvironment affects
stem cell growth and the accumulation ofDNAdamage, we varied
the IS from 0 to 15, forbade the occurrence of genemutation, and
ran simulations until the system reached a stationary state.

The stationary cell population depends nonlinearly on the IS:
the population size increased with IS for IS � 3 and then
decreased with IS for IS> 3, with an inflection point at IS ¼ 6
(Supplementary Figs. S10 and S11). We further examined the
numbers of cells that underwent apoptosis andmitosis at each cell
cycle. There are two modes of apoptosis: independent of and
induced by DNA damage. The rate of DNA damage–independent
apoptosis decreased with IS, whereas that of DNA damage–
induced apoptosis remained low for IS � 3 but increased with
IS for IS> 3 (Supplementary Fig. S10C). Hence, the overall depen-
dence of the apoptosis rate on IS showed two phases: a decrease
during low-grade inflammation and an increase under conditions
of higher grade inflammation. The mitosis rate was calculated as
the ratio of the number of mitotic cells to the number of cells in
the G0 phase (before entering the proliferation phase) and shows
a decreasewith IS in low-grade inflammation and an increasewith
IS in higher grade inflammation (Supplementary Fig. S10B).
Together, these results demonstrate the contrasting dependencies
of population size on the inflammatory conditions: low-grade
inflammation increases the cell population size due to a decreased
rate of DNA damage–independent apoptosis, whereas higher
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grade inflammation suppresses cell growth through an increasing
rate of DNA damage–induced apoptosis.

To examine how inflammation promotes the accumulation of
DNA damage, we analyzed the amount of DNA damage in each
cell; from this, we obtained the distribution of cells and their
corresponding number of nonrepaired DNA-damaged loci (Sup-
plementary Fig. S10D). The results show that under normal
conditions, nearly all cells were free of nonrepaired damaged
loci. The percentage of cells with large numbers of damaged loci
increased significantly when the inflammation became severe.
The fraction of cells with accumulated DNA-damaged loci (more
than 5 loci) increased linearly with IS for IS>6 (Supplementary
Fig. S10D, inset). We further examined the population dynamics
and found that despite a decrease in the total cell population as
the inflammation level increased from IS ¼ 3 to IS ¼ 13, the
number of damaged cells increased with IS over this range
(Supplementary Figs. S11 and S12). These results demonstrate
that there are two phases in the accumulation of DNA-damaged
loci in response to inflammation: low-grade inflammation usu-
ally does not increase the accumulation of DNA damage, but
high-grade inflammation does promote the accumulation of
DNA damage. These results are in agreement with experimental
observations (27).

Biphasic dynamics from inflammation to tumorigenesis
To investigate the progression from inflammation to tumori-

genesis, we initialized the system with moderate inflammation
(IS ¼ 10) and ran the model for a time period of 30 years
(�15,000 cell cycles) to study the cell population dynamics. The
overall cell population showed a biphasic increase following
inflammatory disease, first to approximately RP ¼ 1:5 (cell pop-
ulation relative to the homeostasis level) in 3 to 8 years, followed
by a more rapid increase to a much higher level (up to RP ¼ 3) in
some individuals (Fig. 2A). We refer to the first phase, in which
1:3 < RP < 1:6, as the precancerous state and to the second phase,
in which RP >1:6, as tumorigenesis.

To further examine the effects of inflammation on tumorigen-
esis, we compared simulations for mild (IS ¼ 5), moderate
(IS ¼ 10), and severe (IS ¼ 15) inflammation. In the case of mild
inflammation, 90% of 1,000 independent individuals progressed
to theprecancerous statewithin30years, but no tumorigenesiswas
observed in this population. For bothmoderate and severe inflam-
mation, the number of individuals in the precancerous state
increased in the first few years, and this was followed by the onset
of transitions from the precancerous state to tumorigenesis in later
years (Fig. 2B). Particularly, when IS ¼ 10, 176 of 1,000 indivi-
duals experienced tumorigenesis within 30 years, yielding a cancer
rate of approximately 18%, comparable with clinical data (28).

Next, we analyzed the transition dynamics between normal
tissue, theprecancerous state, and tumorigenesis; these transitions
are indicated in our model by the time points at which the RP
reaches 1.3 and 1.6, respectively (Supplementary Fig. S7). For
IS ¼ 5, the timing of the transition from normal to precancerous
state is distributed over a wide range, from 3 to 30 years, but when
IS ¼ 10 or IS ¼ 15, the timing of this transition is more restricted,
occurring between 3 and 8 years (Fig. 2C; Supplementary Fig.
S13). These results indicate that moderate- to high-grade inflam-
mation dramatically shortens the time required to reach the
precancerous state.

The duration over which a precancerous state persists is
crucial for tumorigenesis. We ran longer simulations for the

conditions IS ¼ 10 and IS ¼ 15, extending the simulation time
for up to 100 years after the onset of inflammation, and we
examined the distribution of holding times between the
precancerous state and cancer (Supplementary Fig. S7). Of
1,000 independent individuals, 755 developed tumorigenesis
when IS ¼ 10, and 957 developed tumorigenesis when
IS ¼ 15. The duration of the precancerous state was distrib-
uted over a wide range of values (0–100 years) under both
conditions. Severe inflammation (IS ¼ 15) substantially
increased the probability density of existence of the precan-
cerous state within the time window of 0 to 25 years, showing
that, relative to moderate inflammation, high-grade inflam-
mation promotes the transition from the precancerous state to
tumorigenesis (Fig. 2D).

A single mutation in the cell-cycle pathway can give rise to a
precancerous state

Genemutations occur randomly in tissues at a rate on the order
of 10�8 per base pair per generation (29). Very few of these
mutations cause abnormal cell growth during later tissue devel-
opment (30). When a mutation occurs in a stem cell, the mutant
cell can either be removed or can survive to generate a colony of
the mutant type (Supplementary Fig. S14). Here, we investigated
the minimum number of mutations required to induce a precan-
cerous state.

To study how the cell population dynamics respond to one
mutation in a single pathway, we induced mutations of different
types in 10% of the cells and examined the resulting cell popu-
lation dynamics (Supplementary Fig. S15). The cell populations
responded differently to mutations in different pathways (Fig.
3A). When the mutation occurred in the metabolism-immune
balance pathway (DMIB�), there were no significant changes in
the numbers of mutant and wild-type cells (Fig. 3A; Supplemen-
tary Fig. S15E). When the mutation occurred in one of the path-
ways related to DNA damage, the total population size was
maintained at the same level as before the mutation; however,
the dynamics of the mutant cell population were affected by the
type of mutation (Supplementary Fig. S15F–S15H). When the
mutation increased DNA damage induction (DDamageþ), the
mutant cell population was quickly removed; when themutation
decreased DNA damage repair (DRepair�), the mutant cell pop-
ulation was slowly removed, and when the mutation increased
the rate of cell escape from DNA damage–induced apoptosis
(DEscapeþ), the mutant cell population was slowly expanded.
When a mutation occurred in a cell-cycle pathway (DProlifþ,
DFSProlifþ, DApop�, or DDiff�), the total number of cells
increased to 130% to 150% of the level previous to the induction
of mutation, indicative of the precancerous state. Moreover, the
number ofmutant cells increased, so that themutant cells became
dominant in each of these populations (Supplementary Fig.
S15A–S15D). These results demonstrate the variety of possible
responses to a single mutation. A mutation in either the metab-
olism-immune balance pathway or the DNA damage response
pathway rarely results in abnormal cell growth, whereas a single
mutation in one of the pathways that promote cell cycling leads to
abnormal cell growth, accumulation of mutant cells, and the
emergence of a precancerous state. Upon the emergence of a
precancerous state, the surviving subpopulation of cells bearing
the cell-cycle pathway mutation is potentially prone to further
mutations that can lead to tumorigenesis. These steps are dis-
cussed in more detail below.
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As mutations in the cell-cycle pathway result in abnormal cell
growth, we further studied the population dynamics in response
to a mutation in one of the cell-cycle pathways in a single cell
(rather than in a subset of 10% of the cells). In each case, the
mutant cell is either eliminated from the population or survives to
form a subpopulation of mutant cells (Supplementary Fig. S14).
In our simulations, approximately 20% of individuals harbor
mutant cells one year after the induction of the mutation (Sup-
plementary Fig. S14). In these individuals, the number of mutant
cells increases in a sigmoidal fashion, approaching a new station-
ary state approximately 6 years after the occurrence of the muta-
tion (Fig. 3B). Mutations in the proliferation pathways (DProlifþ
or DFSProlifþ) cause more rapid accumulation of mutant cells
than mutation in the apoptosis (DApop�) or differentiation
(DDiff�) pathways (see also Fig. 3B). These results confirm that
one mutation in a cell cycle–related process in a single cell is
sufficient to produce a significant subclone or even to replace the
entire population of nonmutant cells and that the accumulation
of mutant cells occurs more rapidly when the mutation is in a

proliferation pathway. These findings are consistent with cancer
genomics data showing that mutations in proliferation pathways
are among the most frequently observed types of mutations in
several cancer types (Supplementary Fig. S9).

Doublemutations provide earlymarkers for the transition from
the precancerous state to tumorigenesis

To investigate themutations responsible for the transition from
the precancerous state to tumorigenesis, we tracked the mutation
routes followed by individual cells within populations that devel-
oped into cancer over a 30-year period following the onset of
inflammation. Hereafter, as mutations of both the DProlifþ and
DFSProlifþ types result in an increase in the proliferation rate, we
merged them into a single type, DProlifþ. We calculated the
frequency of each mutant type for single mutations and for the
combination of double mutations at three time points: RP ¼
1.3, 1.6, and 2.0 (Materials and Methods). The three time
points correspond to the stages of early precancerous state,
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Figure 3.

Pathwaymutations driving the transition
from inflammation to tumorigenesis.
A, Changes in the population size in
response to a mutation in a single
pathway. The bars show the relative
populations of wild-type (white) and
mutant cells (black). A single mutation
was induced in 10%of the cells. Thebar to
the left of thedotted line shows the initial
condition; the bars to the right of the
dotted line show the relative populations
5 years after the induction of the
indicated mutations. B, Dynamics of
mutant cell populations after the
induction of a mutation in a single cell.
C, Distribution of mutation frequencies
for different pathways at each of the
three time points: RP ¼ 1.3 (green), 1.6
(blue), and 2.0 (red; see Materials and
Methods for details). A total of 153
individuals who developed tumors were
analyzed; each point represents an
individual. The black bars show themean
values in each case. D, Evolutionary
dynamics from three sample runs
(columns). The top panels (D1–D3) show
the population dynamics of all cells
(black solid line) and of double-mutant
cells: DProlifþDMIB�(red dashed line),
DProlifþDApop�(blue dashed line), and
DProlifþDDiff�(green dashed line). The
bottom panels (D4–D6) show the
percentages of mutant cells that have
undergone specific mutations:
DProlifþ(black), DMIB�(red),
DApop�(blue), and DDiff�(green).
E, Summary of the double mutations
present at the three time points. Each
node represents a mutation type, and its
size is proportional to the corresponding
mutant frequency; eachedgeconnecting
twonodes represents a doublemutation,
and its width is proportional to the
frequency of the double mutation (see
Supplementary Fig. S16 for details).
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transition from the precancerous state to tumorigenesis, and
full tumorigenesis.

Mutations in the proliferation pathway (DProlifþ) were highly
occurrent (80%) in the early precancerous state (Fig. 3C). We also
note the emergence of mutations in the apoptosis (DApop�) and
differentiation (DDiff�) pathways, but other mutations were
rarely present in the early precancerous state. These findings are
in agreement with the results of the previous analysis, which
showed that a single mutation in the proliferation pathway could
give rise to the precancerous state and that single mutations in the
pathways of metabolism-immune balance or DNA damage
response were not alone sufficient to induce abnormal cell
growth.

During the progression from the precancerous state to tumor-
igenesis, a significant increase in the number of mutations in the
pathways of metabolism-immune balance (DMIB�), cell apopto-
sis (DApop�), and cell differentiation (DDiff�) occurred. Never-
theless, the occurrence of mutations in DNA damage response
pathways remained lowexcept for a slight increase inmutations in
the pathway of escape from DNA damage–induced apoptosis
(DEscapeþ) during tumorigenesis (Fig. 3C).

We next examined the frequencies of double mutations. The
doublemutation rates of any type ofmutation are low in the early
precancerous state (Fig. 3E). At the transition stage from the
precancerous state to tumorigenesis, the occurrence of double
mutations in DProlifþ plus either DApop�; DDiff�, or DMIB�

increases, and it further increases at the stage of tumorigenesis
(Fig. 3E, Supplementary Fig. S16). These results highlight the
significant effects of mutations in pathways related to prolifera-
tion, cell apoptosis, differentiation, and metabolism-immune
balance in the progression toward tumorigenesis.

To study how the above mutations work in coordination to
trigger transition dynamics, we explored the population dynamics
of three typical individuals (Fig. 3D). In these three individuals,
mutations in the proliferation pathway occurred after inflamma-
tion to induce a precancerous state. The precancerous state per-
sisted until a mutation in either DMIB�; DApop�, or DDiff�
occurred, at which point the transition to tumorigenesis occurred,
along with an increase in the number of cells with double
mutations (Fig. 3D). This result suggests that the double muta-

tions DProlifþDApop�, DProlifþDDiff�, and DProlifþDMIB� may
serve as possible early biomarkers for an increased risk of tran-
sition from the precancerous state to tumorigenesis.

Multiple routes exist from inflammation to tumorigenesis
Wehave seen that the fourmutations DProlifþ; DMIB�;DApop�,

and DDiff� occur frequently during tumorigenesis (Fig. 4A). To
investigate the occurrence of particular sequences of combina-
tions of these mutations, we characterized each individual run
by ordering the four mutations in accordance with the criterion
that 50% of all cells posses the given mutation (Supplementary
Fig. S17). Thus, for each run, we have an ordered sequence of
the four mutations. We summarized those sequences that
developed to tumorigenesis (712/1,000 individual runs) with-
in 100 years after the induction of moderate inflammation
(IS ¼ 10) and severe inflammation (IS ¼ 15). The results
showed that a mutation in the proliferation pathway,
DProlifþ, was very likely to be the earliest event among these
mutations, occurring first in more than 94% of cases; a muta-
tion in the differentiation pathway, DDiff�, was the earliest
event in the other tumorigenesis cases (Fig. 4A). The most
frequent mutational sequence under both IS ¼ 10 and
IS ¼ 15 was DProlifþ ! DApop� ! DDiff� ! DMIB�; this
sequence occurred in more than 25% of the runs that led to
tumorigenesis (Fig. 4A).

Following the occurrence of DProlifþ, the probability of the
second mutation being any of the other three types was fairly
similar; however, the third mutational step, DApop�, was signif-
icantly less likely to occur last, that is,DApop� wasmore likely than
DDiff� or DMIB� to occur as the second or the third mutation.
From the sequence of pathway mutations in each individual, we
determined the different possible routes to inflammation-
induced tumorigenesis. These are represented as a progression
tree in which the probability of occurrence of each mutation is
dependent on the specific pathway (Fig. 4B). This progression tree
allows quantification of the degree of progression for each tumor,
for example, the expected waiting time for the specific mutational
pattern to accumulate (31, 32). Hence, this progression model is
of value in the prediction of evolutionary biomarkers of tumor
evolution (19, 33).
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During periodic acute inflammation, mild inflammation
between attacks protects against tumorigenesis

We have seen that severe chronic inflammation significantly
increases cancer risk, whereas mild chronic inflammation can
induce the precancerous state but does not show a clear
correlation with cancer risk. Clinically, many patients with
chronic inflammation show sustained mild chronic inflamma-
tion along with occasional or repeated acute inflammation
attacks. We thus investigated how the occurrence of repeated
episodes of acute inflammation might affect cancer risk. To this
end, we considered individuals who were inflammation free
(IS ¼ 0) or who exhibited mild inflammation (IS ¼ 5) and
repeatedly induced 1 week (9 cell cycles) of acute inflammation
(IS ¼ 15), with the time period between acute inflammation
attacks ranging from 1 week to 24 months. The two protocols
corresponding to no inflammation and mild inflammation
were termed protocol 0–15 and protocol 5–15, respectively
(Supplementary Figs. S18 and S19).

We calculated the cancer risk based on simulation of 1,000
independent individuals at 10, 20, and 30 years after the onset of
inflammation (Fig. 5A; Supplementary Table S12). In all cases,
when the period between attacks was sufficiently long, the cancer
risk was equivalent to that of individuals who experienced no
acute inflammation attacks. Under both protocols, the cancer risk
increasedwith the frequency of acute inflammation attacks except
for a slight decrease under the 0–15 protocol when the time
between acute inflammation attacks was less than 2 weeks. These
results demonstrate that frequent acute inflammation attacks
increase the risk of cancer.

Surprisingly, the simulations showed that under conditions of
mild chronic inflammation (protocol 5–15), the cancer risk was
much lower than when the intervals between acute inflammation
attacks were inflammation free (protocol 0—15; Fig. 5A; Supple-
mentary Figs. S18 and S19). For example, when we consider the
cancer risk over 20 years (Fig. 5A, green), the risk associated with
inflammation-free periods was much higher than the risk
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associatedwithmild inflammation periods between acute inflam-
mation attacks, when the time between acute inflammation
attacks ranged from 1 week to 6 months. This difference was
mainly due to the persistence of the precancerous state under
protocol 5–15 (Fig. 5B). This counterintuitive result suggests that
mild inflammation might play a dramatically different, protec-
tive, role compared with high-grade inflammation.

Acute inflammation promotes the accumulation of DNA dam-
age (Supplementary Fig. S10D); however, based on our previous
findings, we wished to assess whether the presence of mild
inflammation between acute inflammation attacks attenuates the
accumulation of damaged cells. We examined the precancerous
state at the single-cell level and classified the cells according to
their fates during the cycle: removal by DNA damage–induced
death; reduction in DNA damage (fewer DNA-damaged loci
remaining after completion of the cell cycle); or increase in DNA
damage (more DNA-damaged loci remaining after completion of
the cell cycle). The average cell numbers at each cell cycle during
and after an acute inflammation attack are shown in Fig. 5C–E.
These results indicate that mild inflammation can attenuate the
accumulation of DNA damage by removing damaged cells via the
pathway of damage-induced cell death.

The number of cells that undergo damage-induced cell death
between acute inflammation attacks is larger under IS ¼ 5 than
under IS ¼ 0 (Fig. 5C). The numbers of cells with reduced or
increased levels of damage do not differ under the two protocols
(Fig. 5D and E). These results intriguingly suggest opposing effects
of inflammation on cancer risk (34): sustained high-grade inflam-
mation tends to promote tumorigenesis due to the accumulation
of DNA-damaged loci, whereas mild inflammation (even with
interspersed acute inflammation attacks) tends to inhibit tumor-
igenesis by removing damaged cells.

Discussion and Conclusions
Chronic inflammation can increase cancer risk, but quanti-

fication of the mechanisms by which this occurs has been
lacking. We have established a multiscale model of the evo-
lutionary processes of inflammation-induced tumorigenesis.
The model was developed to describe the major biological
pathways associated with inflammation and cancer. The model
also describes the dynamics of stem cell population in an
inflammatory environment with respect to cell proliferation,
differentiation, apoptosis, and the DNA damage responses that
occur in single cells. The model incorporates cross-talk
between the inflammatory microenvironment, and these cel-
lular processes on different time scales ranging from the
molecular kinetics of the DNA damage response (minutes to
hours) and the individual cell cycle (�20 hours), to the pro-
tracted progression toward tumorigenesis, which may occur
over a period of decades. Cell–cell interactions are not consid-
ered explicitly in the model, but enter through cell parameters
that are dependent on population-level effects. Multiscale
modeling lets us track and quantify the heterogeneity resulting
from DNA damage and gene mutations in different cells. This
heterogeneity plays an increasingly important role in theories
of cancer stem cell evolution and has been intensively studied
in the past decade. Moreover, our model provides a method
that can be used to quantify the risk of inflammation-induced
tumorigenesis based on both the degree and the duration of
inflammation.

Model simulations conducted using themodel predict biphasic
dynamics on the route from inflammation to tumorigenesis. The
two phases can be associated with the sequential accumulation of
mutations in the pathways under consideration. Although muta-
tions occur constantly in single cells in somatic tissues (35), only
rare mutational events result in the accumulation of mutations
leading to global changes in the cell.We classifiedmutationsbased
on the biological pathways in which the genes within which they
occur are involved and found that single mutations that affect the
cell cycle–implicated pathways of proliferation, differentiation,
and apoptosis were sufficient to induce abnormal cell growth.
Following the occurrence of a precancerous state, when cells
carrying a single mutation acquired a second mutation in a cell-
cycle pathway or in the pathway of metabolism-immune balance,
the tissue underwent increased abnormal growth, and tumorigen-
esis was initiated (Fig. 2A). The transition from the precancerous
state to tumorigenesis was often associated with the emergence of
double mutations (Fig. 3E). We identified possible dynamic
biomarkers for the transition from the precancerous state to
tumorigenesis; these include the occurrence of the double muta-
tions,DProlifþDApop�,DProlifþDDiff�, andDProlifþDMIB�. These
predictions complement recently identified dynamic biomarkers
associated with cancer checkpoint blockade or critical transitions
(36, 37), which have led to analysis of cell-to-cell variability
through single-cell–based modeling (38, 39).

We have discovered multiple possible routes from inflamma-
tion to tumorigenesis. A mutation affecting the proliferation
pathway DProlifþ is the most prevalent first mutation in such
routes; the other mutations considered (DApop�;DDiff� and
DMIB�) occur with approximately equal frequencies in subse-
quent events. Our model simulations corroborate the work of
others in categorizing inflammation-induced tumorigenesis as a
randomprocess ofmultistage genomic changes (33, 40–43). It is a
challenge to reconstruct the evolutionary history of a tumor based
on genomic alterations. In ourwork,model simulations provide a
way to explore different mutational routes toward tumorigenesis.
We expect that further integration of cancer genomic datawith this
modelwill improve our ability to predict cancer development and
patient survival (19). In themodel,mutations to the pathways are
represented as irreversible changes in the activities of the pathway.
Biologically, changes to these parameters might also result from
epigenetic modifications (44), and such changes may be revers-
ible. The nature of how epigenetic control affects progression
toward tumorigenesis remains open to further investigation.

Many patients with chronic inflammation display sustained
mild inflammation but suffer occasional acute inflammation
attacks. Our results showed that if the frequency of acute inflam-
mation attacks was sufficiently low, these attacks usually did not
increase the cancer risk. Long-term high frequency acute inflam-
mation events can increase cancer risk (Fig. 5A). Most strikingly,
this analysis revealed opposing effects of inflammation on tumor-
igenesis: sustained severe inflammation increases cancer risk due
to an accumulation of DNA damage, but mild inflammation
between acute inflammation attacks can attenuate the accumu-
lation of DNA damage through the induction of damage-induced
cell death and thus can decrease cancer risk. In particular, mild
inflammation may trigger the elimination of DNA-damaged cells
by the immune system.

In the model proposed here, the effects of microenvironment
were represented through metabolism-immune balance–
induced homeostasis. If we vary the level of inflammation and
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metabolism-immune balance, there is a sharp change from low
to high cancer risk over a small parameter region (Fig. 6A). This
sharp change suggests that there is a critical transition from low
to high cancer risk. A balance between inflammation and the
metabolism-immune response is thus crucial for a sustained
low cancer risk; this balance is mediated by the competition
between inflammation and the metabolism-immune balance
response through the modulation of cell proliferation and
death (Fig. 6B). This balance can be maintained under condi-
tions of low-grade inflammation. However, under conditions
of high-grade inflammation, the accumulation of DNA
damages is capable of inducing cellular changes that perturb
the metabolism-immune balance. Moreover, metabolism-
immune imbalance can induce a series of abnormalities that
ultimately lead to cancer (45). Thus, changes due to inflam-
mation and metabolism-immune responses are important for
the identification of biomarkers for inflammation-induced
tumorigenesis and targets for therapeutic intervention.
Although the appearance of a precancerous state can be
markedly high in tissues (46–48), signals from the microenvi-
ronment are important for the persistence of this precancerous
state. The current study highlights the fundamental role of
signaling cross-talk between metabolism-immune balance and
inflammatory control mechanisms.

Here, we sought to understand the progression from inflam-
mation to tumorigenesis. Themodel we proposed is applicable to
different types of cancers; however, the parameters may vary
between different cancer types. Nevertheless, the qualitative con-
clusions reached in the current study are valuable for understand-
ing the evolutionary dynamics of inflammation-induced cancer in
various tissues. The computational model constructed here com-
bined single-cell behavior with population dynamics. The bio-
logical processes represented in the model are essential for stem
cell regeneration and are affected by the frequency of mutated
genes in various cancers. The current model also serves as a
springboard for other multiscale models of stem cell dynamics

that can be used to discover the drivers of tumorigenesis. Other
biological processes, such as themetabolism, the immune system,
autophagy, telomere dynamics, and heterotypic cell responses to
niche signals, could be added to extend the model further toward
an integrative model of cancer development. Moreover, loss of
homeostasis has been found to be closely related to cold syn-
drome and hot syndrome, which are key 1,000-year-old thera-
peutic concepts in traditional Chinese medicine and in particular
manifest the metabolism-immune imbalance in patients with
chronic atrophic gastritis (45, 49).

Cancer progression is an evolutionary process driven pre-
dominantly by somatic gene mutation and clonal cell expan-
sion. Many of the elaborate regulatory circuits governing cancer
progression have been discovered; however, predictive model-
ing of the evolutionary dynamics of cancer remains a key
challenge for computational cancer biology (19). In this study,
pertinent biological processes were represented through phe-
nomenological parameters associated with their core pathways;
the genetic details of their regulation were omitted. In partic-
ular, mutations were modeled via changes in the model para-
meters of certain pathways; they do not describe changes in
specific genes. To investigate specific gene effects, an additional
layer of complexity is required, that is, the gene-regulatory and
epigenetic networks governing them (e.g., the networks involv-
ing NF-kB, APC, or TP53) should be included in the model.
These additional details would allow us to link specific gene
mutations to different phases of inflammation-induced tumor-
igenesis, an important step in understanding the network-
driven mechanisms of complex diseases (50). By investigating
the core pathways of cancer development through model
simulation, such efforts will permit the discovery of promising
new biomarkers and targets for the therapeutic prevention and
treatment of inflammation-induced cancer.
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Inflammation and cancer risk. A, Cancer risk as a function of varying values of inflammation (0 < IS < 15) and metabolism-immune balance (0:01 >MIB > 0).
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