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Abstract of the Dissertation

Toward Production of Ultracold Molecular Ions

by

Kuang Chen

Doctor of Philosophy in Physics

University of California, Los Angeles, 2013

Professor Eric Hudson, Chair

Ultracold cold molecular ions promise new directions in various studies of fundamental

physics, such as precision measurements, ultracold chemistry and quantum information sci-

ences. All these exciting applications require the molecular ion to be prepared at ground

state of motional and internal degrees of freedom. It has been proposed that this stringent

goal could be achieved through sympathetic cooling via collisions with laser-cooled neutral

atoms. Three fundamental issues of this method are addressed in this thesis.

First, an analytical model is established to accurately describe collision-induced heating

of a single ion in contact with cold neutral atoms. This model reveals that micromotion

interruption is the cause of heating, and gives results about steady-state temperature and

sympathetic cooling rate verified by Monte-Carlo simulations. It also provides insight into

the power-law tails observed in the energy distribution of the trapped ion.

Next, we consider the case of multiple ions, whose inter-particle Coulomb repulsion causes

ions in the Coulomb crystal state to spontaneously melt into a gas phase ion cloud, due to

the same micromotion interruption mechanism. The analysis of this problem with a plasma

model leads to the experimental determination of a quantity central to plasma physics,

Coulomb Logarithm, in an ion trap.

Finally, we demonstrate a molecular ion spectroscopy technique through the example of

trap-depletion photodissociation of BaCl+. Although not sensitive to rotational structure,

this method already reveals much about the fundamental quantum physics in the photodis-
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sociation process. The measured cross-section results paves the road toward state-selective

spectroscopy currently going on in our lab.
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CHAPTER 1

Introduction

1.1 Why molecular ions

The twentieth century has witnessed humanity’s unprecedented control over atoms, prompted

by precise knowledge of the atom’s finest structures and revolutionizing techniques such as

laser-cooling. It is natural that at the turn of the new century, scientists started to extend

these techniques to molecules. Molecule’s rotational and vibrational degrees of freedoms,

which are not present in atoms, can lead to exciting possibilities for study of fundamental

physics. For example, the sensitivity to parity-violating effects [10, 11, 12, 13], or variation of

fundamental constants [14, 15, 16] are enhanced in certain molecules, which can be revealed

by high-resolution molecular spectroscopy. The anisotropic dipole-dipole interactions [17]

between molecules means enormous opportunities for experimentally exploring novel phases

of matter [18, 19]. Furthermore, the long-lived rotational states in molecules coupled with

this dipole-dipole interactions, are promising candidates for quantum computations [20, 21].

Most of these potential applications require high phase-space density [22], which gener-

ally means molecules need to be kept at an extremely low translational temperature, and

internally molecules need to be cooled to the ro-vibrational ground state. Now the compli-

cated molecular structure poses a series of challenges. The general lack of cycling transitions

in most molecules makes laser-cooling, the routine method to prepare translationally cold

atoms samples, limited to only a few molecules species with diagonal Frank-Condon factors

(FCFs) [23, 24]. Photoassociation from laser-cooled atoms successfully achieved the goal of

making cold molecules in a single ro-vibrational state [25]. Nevertheless it is only applicable

to atoms that can be laser cooled, and therefore not amenable to many of the precision mea-

1



surement and quantum computation/information experiments. Buffer gas cooling, another

technique that relies on cooling from heat exchange of molecules with helium [26], often

results in relatively warm temperature and low density.

Molecular ions, on the other hand, offers an alternative to achieving the aforementioned

ambitious goals for neutral molecules. Trapping molecular ions in quadrupole ion trap only

relies on the ion’s mass-to-charge ratio, thus a much broader range of ions could be potentially

used. Quadrupole ion traps also have a large trap depth, and typical trap time of minutes

have been observed. The trapping potential is independent of the molecule’s internal state,

which could help to achieve a long coherence time for quantum computation/information

experiments. Therefore most of the applications of neutral molecules find their counterpart in

molecular ions [27, 28, 29, 30]. Despite these advantages, the problem of preparing internally

and externally cold samples of molecular ions still needs to be addressed.

1.2 Sympathetic cooling of molecular ions using neutral atoms

Various theoretical and experimental effort has been carried out to solve this problem. First,

certain types of molecular ion species have been proposed as candidate for direct laser-cooling

[31, 32], or experimentally produced using threshold photoionization of neutral molecules

[33]. Same as the case in neutral molecules these methods are not amenable to any general

molecular ion species and typically require a few more repump lasers.

Sympathetic cooling of molecular ions with laser-cooled co-trapped atomic ion is a species

non-specific method. The Coulomb interaction with the coolant ions quickly reduce the

molecular ions’ kinetic energy, and an ordered structure called Coulomb crystal is formed

with a typical temperature less than 100 mK desirable for various precision spectroscopy

experiment [34, 35, 36, 27], shown in Fig. 1.1. However, the long-range nature of the

Coulomb repulsion also prevents molecular ions and coolant atomic ions from approaching

each other close enough to make internal state relaxation happen effectively [37], leaving the

rotational temperature at ∼ 300K. Subsequent optical pumping schemes [1, 38] can further

lower the rotational temperature to ∼ 20K (shown in Fig. 1.2), limited by redistribution of
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population due to the black-body radiation.
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Figure 1.1: Simulation results of 30 trapped ions in the form of Coulomb crystal at temper-

ature of ∼ mK shown in panel a (axial view) and b (side view). For comparison, the same

ions in gas phase at temperature of 300K are shown in panel c and d. Note the change of

figure scale.

In 2009, we proposed that sympathetic cooling with laser-cooled neutral atoms is capable

of providing both external and internal relaxation [39]. The key ingredient is to replace the

Coulomb repulsion V (r) ∼ 1

r
, by the attractive potential induced from the polarization of

3



Figure 1.2: Population distribution on rotational states of MgH+ in a Coulomb crystal co-

trapped with Mg+. Red and blue bars are population before and after optical pumping

schemes, respectively. A thermal distribution at 293K is presented by crosses. Figure taken

from [1].

the coolant atom by the charge of the molecular ion,

V (r) = −1

2
αE(r)2 ≡ − C4

2r4
(1.1)

where E(r) =
e

4πε0r2
is a singly-charged ion’s electric field at distrance r from the atom,

and α is atom’s polarizability. Compared to earlier experimental studies where helium was

used as the coolant atom [40], laser-cooled atoms have a much larger polarizability. For the

particular choice of neutral atom, i.e. Ca, αCa ∼ 100αHe [41]. As a result, this attractive

potential greatly enhances the chance that the molecule-atom complex tunnel into short

separation, also known classically as Langevin capture [42].

Recent measurement in a hybrid system shows near unit probability of inelastic collision

happening once the complex is in short separation [43, 44, 45, 9]. For the BaCl+ and Ca
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Figure 1.3: Interaction potential between molecular ion and neutral atom. The gray rectangle

indicated the range of separation where inelastic collisions happen.

system, undesirable inelastic collision channels, including charge-exchange and substitution,

are energetically forbidden [39]. Thus vibrational and rotational relaxations are expected to

occur with high efficiency for BaCl+ and Ca system.
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1.3 Challenges

Many theoretical and experimental challenges are associated with producing cold molecular

ions. First of all, compared to neutral atoms, there is a relative paucity of spectroscopic data

on molecular ions [46, 47], which is critial for characterizing the population on each individual

ro-vibrational level of the molecular ion to prove if our method works. In particular, the

spectroscopic knowledge about rotational states are important for future experiments where

microwaves are used to manipulate the rotational levels [48] of molecular ions as qubits.

For BaCl+, despite the observation that it has similar electronic structure to alkaline-

earth chalcogens and an ionically bonded complex of two closed-shell atoms (M2+X−), there

is no spectroscopic information of BaCl+ available to us. Due to space-charge effects, real-

istic ion traps can only trap 103 ∼ 104 ions [49], a number difficult for many conventional

spectroscopic methods [50] on neutral molecules. Based on these observations, we performed

(crude) photodissication spectroscopy of BaCl+ [51] as the first step toward a fully resolved

ro-vibrational BaCl+ spectrum. As shown in Chapter 5, with this information, very impor-

tant results regarding vibrational relaxation [9] have already been found.

Second, the kinetics in ion trap have not yet been fully understood. In the simplest case

of sympathetic cooling of a single ion, ion’s trajectory is constantly interrupted due to colli-

sions with laser-cooled atoms. But quite contrary to the classical Brownian motion, collisions

in ion trap could on average lead to dramatic exponential-like heating of the ion, which is

certainly detrimental to any ultracold molecular ion experiment! Thus a quantitative under-

standing ion’s kinetics is fundamental to the design, optimization and interpretation of both

the cold molecular ion experiment, and the recent surge of ultracold quantum chemistry ex-

periments in hybrid traps [43, 52, 53, 54, 55, 9, 45, 56, 44, 57]. Futher, the significance of this

understanding reaches beyond the scope of atomic physics, to areas including fundamental

thermodynamics and statistical physics.

Finally, it is observed that multiple atomic ions trapped and initialized at a Coulomb

crystal state will spontaneously heat and melt into liquid and gas phase after active laser-

cooling is turned off. Since the inter-particle force is the same in the molecular ions, similar
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heating phenomenon is expected to exist in the preparation cold molecular ion crystals, caus-

ing problems in ion based quantum computation experiments. Microscopically, this heating

phenomenon is explained as a result of interruption of one ion’s micromotion by a collision

with another nearby ion. Nevertheless, due to the long-range nature of the Coulomb force,

the microscopic understanding of single ion kinetics need to be combined with plasma physics

model to solve this complicated this many-body problem [58]. From the perspective of plasma

physics, trapped ions in Coulomb crystals realize a strongly-coupled one-component plasma,

which is not often explored by plasma physicists. Therefore, the study of heating of trapped

ions could provide additional insights for plasma physics.

1.4 Dissertation Outline

The overall structure of the dissertation takes the form of six chapters. As the common theme

of the following chapters, we first review the basic theory of ion trapping and detection in

Chapter 2. In Chapter 3, we present our experiment result on the direct photodissociation

spectroscopy of BaCl+. Then we switch gears to show our analytic theory of sympathetic

cooling of single ion by neutral gas, along with comparison with numerical simulations in

Chapter 4. Chapter 5 connects the problem of self-heating phenomenon of multiple trapped

ions to an experimental measurement of the quantity Coulomb logarithm in plasma physics.

In Chapter 6, we briefly explain some ongoing experiment and theoretical efforts. For the

ease of reading, some technical details are arranged into the appendix.
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CHAPTER 2

Review of Ion Trapping and Detection

2.1 Ion Trapping

Trapping, i.e. containing a particle within a given volume, generally relies on the existence

of a restoring force and thus a static confining potential in its simplest form

V (r) =
m

2
(ω2

xx
2 + ω2

yy
2 + ω2

zz
2) (2.1)

where ωx,y,z are the oscillation frequency. This is the foundation of a vast majority of

particle trapping techniques, including the magneto-optical trap [59], the magnetic trap [60],

the optical dipole trap [61] and so on.

However, trapping an ion of charge e in a charge-free space using static electric potentials

turns out to be impossible. Proved by Earnshaw [62], a confining potential in the form of

Eq. 2.1 violates ∇φ(r) = ∇V (r)/e = 0, the zero gradient of electric potential in vacuum

dictated by Maxwell’s equation. In other words, a static trapping potential can at best create

a saddle potential for the ion. Focused in x − y dimensions, the ion is de-focused in the z

dimension.

Nevertheless, trapping is still possible if the field is made to oscillate in time. In this case,

the time-dependent potential prevents the ion from leaking out by rapidly flipping the sign

of potential, and the ion has stable trajectories in each direction. The alternating feature

of the trapping field is imprinted onto the ion’s motion, which leads to distinct features in

ion’s kinetics that are not seen in static trapping. The details of ion’s motion, along with

the physical trapping device are described in the following sections.
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2.1.1 Linear Quadrupole Trap

The trapping field is created by a Linear Quadrupole Trap (LQT), a device which usually

consists of four parallel electrodes and two end-caps. Shown in Fig. 2.1, radio-frequency (rf)

1 applied to the four electrodes create a quadrupole field that provides trapping in the radial

direction. Axial confinement on the other hand is accomplished by a dc voltage applied onto

two end-caps.

Figure 2.1: Schematic of a linear quadrupole trap viewed from axial direction (panel a), and

from side (panel b).

From the superposition principle, the electric potential φ(r, t) near the center of the trap

is the sum of two parts,

φ(r, t) = φ1(r, t) + φ2(r, t) (2.2)

where φ1(r, t) and φ2(r, t) electric potential due to the electrodes and endcaps respectively.

Under the quadrupole approximation, the potentials are given by

φ1(r, t) =
Ṽrf
r2
o

(x2 − y2) =
Vrf
r2
o

(x2 − y2) cos(Ωt) (2.3)

φ2(r, t) =
αUec
z2
o

(
z2 − 1

2
(x2 + y2)

)
(2.4)

where ro is the field radius, zo is the distance from trap center to the end cap used for axial

confinement, Vrf and Uec are the radio-frequency (rf) and end cap voltages, respectively, Ω

is the radial frequency of the rf voltage, and α is a geometric factor less than unity.

1Canonical operation of LQT also involves a static (dc) voltage on the four parallel electrodes. However,
the trap in our lab is usually operated with this voltage set to zero.
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2.1.2 Equation of Motion, Mathieu Functions

Ion’s trajectory in the trap is described by Newton’s equation mr̈ = −e∇φ, which can be

simplified into
d2rj
dτ 2

+ (aj − 2qj(cos 2τ))rj = 0, (2.5)

where τ = Ω
2
t and j = x, y, z. The Mathieu parameters aj and qj are given by {ax, ay, az} =

{a, a,−2a} and {qx, qy, qz} = {q,−q, 0} with q =
4eVrf
mr20Ω2 and a = −4αeUec

mz20Ω2 , where m is the ion

mass. The fact that the equation of motion depends only on the combination of m/e is the

cornerstone of quadrupole mass-spectrometry.

The general solution to Eq. 2.5 is a linear superposition of two real orthogonal Mathieu

functions c(aj, qj, τ) and s(aj, qj, τ),

rj(τ) = Aj cj(τ) +Bj sj(τ)

vj(τ) = Aj ċj(τ) +Bj ṡj(τ)
(2.6)

where the coefficient Aj, Bj are set by initial conditions.

2.1.3 Secular Motion and Micromotion

The dynamical system described by Eq. 2.5 has a periodic coefficient. By the Floquet

theorem, the solutions to Eq. 2.5 have a discrete Fourier spectrum [63],

cj(τ) + ısj(τ) =
∞∑

n=−∞

C2ne
ı(βj+2n)τ (2.7)

The n = 0 term corresponds to the ‘typical’ motion of a harmonic oscillator – i.e. the

secular ion motion. Correspondingly, keeping only this term in the Fourier transformation

of Mathieu sine and cosine functions is dubbed “secular approximation”. The remaining

terms with n 6= 0 represent the component of the ion motion driven by the rf field – i.e. the

so-called micromotion. Shown in Fig. 2.2 is a sample trace of the ion’s trajectory, where the

fast micromotion appears as the wiggles on top of the slow secular motion.

The frequency of the secular motion is given by ωj = Ω
2
βj, where βj is the so-called
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Figure 2.2: A sample trace of ion’s trajectory in x− y plane (panel a). x and y component

are presented in panel b and c respectively. Mathieu parameters a = 0 and q = 0.15.

Mathieu characteristic exponent . βj can be found numerically [64],

β2
j = aj−

(aj − 1)q2
j

2(aj − 1)2 − q2
j

−
(5aj + 7)q4

j

32(aj − 1)3(aj − 4)
−

9(a2
j + 58aj + 29)q6

j

64(aj − 1)5(aj − 4)(aj − 9)
+O(q8

j ) (2.8)

For ion traps operating at a = 0 and q < 0.4 values, Eq. 2.8 is further simplified into

βj ≈
qj√

2
(2.9)

and keeping the expansion Eq. 2.7 to n = ±1, we have

rj ∼ (1 +
qj
2

cos(2τ))(Aj cos(βjτ) +Bj sin(βjτ)) (2.10)

2.1.4 Stability Region

It can be seen that βj in Eq. 2.8 is real only for certain values of (a, q). For these trap

parameters, the ion has stable trajectories in the trap. Otherwise the imaginary part of βj
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causes cj(τ) and sj(τ) to diverge, and experimentally the ion escapes the trap after just a few

rf cycles. Shown as the shaded region in Fig. 2.3, the lowest order stability region of an ion

trap defines values of (a, q), for which an ion would have stable trajectories simultaneously

in all three dimensions.

0.0 0.2 0.4 0.6 0.8 1.0

q

0.00
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a

Figure 2.3: LQT stability region indicated by the blue region.

The universality of the stability region is useful in many ways. For instance, the boundary

of the stability region ends at qmax ≈ 0.908. Therefore, the mass-to-charge ratio of an

unknown ion species m can be inferred from the maximum value of Vrf that can still trap

ion [3] through the following relation,

4eVrf,max

mr2
0Ω2

= qmax (2.11)

Explained in Chapter 5, the stability region can also be used to selectively load or remove

certain ion species, by properly setting or ramping the (a, q) parameters [51].
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2.1.5 Trap Depth

Even for Mathieu parameters (a, q) inside the stability region, an ion can still escape the

trap if its energy exceeds the depth of the trap D. Under secular approximation D is given

by [65]

Dx,y =
m

2
ω2
x,yr

2
0 =

qVrf

4
(2.12)

Dz =
m

2
ω2
zz

2
0 = αUec (2.13)

Typical values of Dx,y and Dz is on the order of 103 ∼ 104 K. Note this trap depth is large

compared to other types of trap [61] (depth of magneto-optical trap ∼ 1 K , magnetic trap

∼ 100mK, optical trap ∼ mK). This large trap depth makes it straightforward to load and

trap ions. For instance, 103 ions with a typical translational temperature of 103 K [51, 9]

can be routinely loaded from the laser ablation plume of a target.

2.2 Ion Detection

Detection of trapped ions generally falls into two categories: the destructive method which

detects using a channel electron multiplier (channeltron), and non-destructive method which

detects the ion’s fluorescence.

2.2.1 Channeltron Detection

In this method, ions extracted from the trap hit the multiplier under a voltage gradient.

The incident charges impinging on multiplier’s surface is amplified through the repeated

processes of secondary emission, thus making the gain of detection very large. However,

channeltron detection by itself is not capable of identifying ion species, an important task in

molecular ion experiment. For this reason, channeltron detection is usually combined with

various other techniques to differentiate ion species.

One technique is resonance excitation, where a small tickle AC voltage (typically a few

volts) in resonance with ion’s secular frequency ωj is applied to the ion trap electrodes [49, 2].
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As a result, ion’s secular motion energy is excited beyond the trap depth D, causing the ion

to escape the trap. This trap loss is selective, because ωj depends on the specific mass of

the ion. Shown in Fig. 2.4 is the secular excitation spectrum for Ca+
2 (m=80 amu) from Ref

[2], demonstrating decent accuracy of this method.
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Figure 2.4: Secular excitation spectrum taken from Ref [2]. The observed loss near 70 KHz

(and its second harmonic at 140 KHz) is within 10% of the predicted secular frequency for

Ca+
2 (m = 80 amu). The split peak feature is likely due to trap imperfections.

Another technique is time-of-flight mass spectrometry. In this method, ions are first

rapidly accelerated to the same energy E over a short distance, and they drift freely a long

distance of l to reach the channeltron detector. The arrival time of ion species i is connected

to its mass mi through

ti =
l

vi
= l

√
mi

2E
(2.14)
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Thus, the mass of an unknown species can be inferred from its time-of-flight by

mi = mc

(
ti
tc

)2

(2.15)

where mc and tc is the (pre-determined) calibration ion’s mass and its time-of-flight.
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Figure 2.5: A 3D model of the LQT-ToF device, taken from Ref. [3]

Based on this principle, an integrated ion trap and time-of-flight (LQT-ToF) spectrom-

eter [3] (shown in Fig. 2.5) has been constructed in our lab for chemical and photo-reaction

dynamical studies. Trapped ions are extracted radially into the drift tube by a two-stage

acceleration scheme, and register voltage signals on the channeltron as shown in Fig. 2.6.

Near isotope resolution for atomic and molecular ions with masses of a few 100 amu has been

achieved. Equipped with the resolving capability of LQT-ToF, we measured the photodis-

sociation (listed in Eq. 2.16) cross-section of BaCl+ with almost 100 times more precisely

than in Ref. [51].

BaCl+ + hν → Ba+ + Cl (2.16)

15



4 6 8 10

Flight Time 

S
ig

n
al

 [
A

rb
]

Figure 2.6: A sample trace from LQT-ToF [3]. The parent ion BaCl+ and its photodissoci-

ation product Ba+ are well-resolved.

2.2.2 Fluorescence Detection

A few atomic ions (e.g. Ba+, Yb+, Ca+) with strong cycling transitions can be detected by

their fluorescence. Because of the distinct optical wavelength associated with the excitation

and emission, fluorescence identification of ions can be applied without complications usually

present in channeltron-based detection, which for instance include isotopes (137Ba+ and

138Ba+) or accidental interference (173Yb+ and 173BaCl+).

The physical device to collect the fluorescence photon is a photon multiplier tube (PMT),

usually coupled with sophisticated imaging system to maximize photon collection. A typical

fluorescence image of trapped ion is shown in Fig. 2.7.
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Figure 2.7: The fluorescence image (false color) of trapped 174Yb+ ion cloud.
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CHAPTER 3

Neutral gas sympathetic cooling of an ion in a Paul

trap

3.1 Introduction

The fact that two isolated objects in thermal contact tend to the same temperature is the

most basic tenet of thermodynamics. It is also the essence of the technique of sympathetic

cooling, where a sample is prepared at a desired temperature by bringing it into thermal

contact with a much larger body already at the desired temperature. It is difficult to overstate

the importance of this technique as it underpins applications ranging from basic refrigeration

to quantum information science.

It may be considered surprising then that a gas of ions trapped in a radio-frequency

Paul trap and immersed in a reservoir of neutral atoms, does not equilibrate to the same

temperature as the neutral atoms. Instead, the ions are found to have a higher temperature

than the neutral gas, and in some cases are heated so much that they escape the trap.

Since the early work of Dehmelt [5] it has been known that this apparent contradiction with

the laws of thermodynamics is due to the fact that ions are subject to a time-dependent

confining potential and are therefore not an isolated system. However, despite pioneering

work by Dehmelt and others, an accurate analytical description of the relaxation process

has not yet been achieved. Given the recent surge in interest in hybrid atom-ion systems

[43, 52, 53, 54, 55, 9, 45, 56, 44, 57], where ions are immersed in baths of ultracold atoms,

there is currently a strong need for such a description so that these systems can be understood

and optimized.
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Building upon the important result of Moriwaki [4], here we present a simple kinematic

model, which accurately describes the ion relaxation process. This model, which has been

verified by detailed molecular dynamics simulations, provides a simple and accurate means to

calculate both the relaxation dynamics and the properties of the ion steady state. This model

also provides significant physical intuition for the problem and as such suggests several ways

for optimizing ongoing and planned experiments in fields as diverse as quantum chemistry

[43, 52, 53, 54, 55, 45, 56, 44, 57, 66, 67], mass spectrometry [68], and quantum information

[48].

In the remainder of this work, we first review the basics of ion trapping and introduce

the time-averaged ion kinetic energy. We then consider the effect of a collision with a neutral

particle on the evolution of the kinetic energy of a single ion in a Paul trap, and show that

due to the presence of the time-dependent potential the collision center-of-mass frame energy

is not conserved. Following this result, we develop a rate equation model, which accounts

for the relaxation and exchange of the ion energy in all three dimensions. We then present

simple formulae for the calculation of the ion temperature relaxation rate and steady-state

value, as well as the dependency of these values on the ion trapping parameters and particle

mass. We establish the validity of these results by comparing them to a detailed molecular

dynamics simulation. We conclude with a qualitative explanation for the recent observation

[6] of non-Maxwellian distribution functions for these systems.

3.2 Time-averaged kinetic energy

Before proceeding to the theory of energy relaxation, an ambiguity regarding the definition

of ion’s “energy” needs to be resolved first. Although collisions with neutral atoms per-

tains to ion’s instantaneous velocity v and thus instantaneous energy 1
2
miv

2, their values

are constantly fluctuating (shown in Fig. 3.1), because energy coherently flows back and

forth between the kinetic energy of the ion and the confining electric field at frequency Ω.
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Therefore, it is useful to define the time-averaged kinetic energy

Wj =
m

2
lim
T→∞

1

2T

∫ T

−T
v2
jdτ =

m

2
ċ2
j(A

2
j +B2

j ), (3.1)

where the bar denotes the time average. Wj includes contributions from both the random

thermal motion of the ion, i.e. the secular energy, and the micromotion. The ratio of the

secular energy Uj to the total average kinetic energy is simply

ηj ≡
Uj
Wj

=
|C0|2∑∞

n=−∞ |C2n|2
. (3.2)

In the x and y directions, ηx,y ≈ 1
2

for q < 0.4 and the micromotion energy is given by

Wmm,j = Wj − Uj. In the z direction where the trapping field is time-independent (a, q →

0), cz(τ) and sz(τ) simply become the cosine and sine functions. Thus, all micromotion

sidebands vanish and ηz = 1.

3.3 Modeling the collision process

When the ion trap is immersed in a buffer gas of neutral atoms, the Mathieu trajectory of the

ion is modified by interactions with the neutral atoms. The ion-neutral interaction potential

is comprised of a long-range attraction V (r) = −C4/2r
4 and short-range repulsion, where

C4 is given by C4 = αe2/(4πε0)2, and α is the polarizability of the neutral atom. Recent

work [5], has explored effects of this potential at ultracold temperatures, showing that the

perturbations of the ion trajectory by the C4 potential can lead to heating of the ion. Here

we do not consider this effect, but given that the characteristic length of the C4 interaction

[69] is small compared to the trap dimension we treat the collision as a point-like interaction.

As will be seen, this approximation is justified, despite the important result of Ref. [70],

as the effects considered here typically lead to temperatures that preclude the observation

of the effects considered in Ref. [70]. We also make the additional simplifying assumptions

that the density of the neutral atoms is constant and that inelastic processes, such as charge

exchange, do not occur.

Because the motion of the ion differs significantly in the radial and axial directions of a

linear Paul trap, the relaxation and redistribution of energy is significantly more complicated
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Figure 3.1: A sample of ion’s trajectory in 1D (top panel) and instaneous energy for m = 1

(bottom panel, red line). The time-averaged energy W is shown in the black dashed line.

than in a time-independent harmonic trap [71]. We therefore describe the evolution of the

average ion kinetic energy W = [Wx,Wy,Wz]
T by a three-dimensional rate equation,

dW(t)

dt
= −ΓM(W(t)−Wst) (3.3)

where Γ is an average collision rate (which may depend on energy), M is a 3×3 “relaxation

matrix” that accounts for energy damping and redistribution among the three trap directions,

and Wst is the steady-state kinetic energy.

3.3.1 Collision cross-section

In order to calculate both Γ and M, it is necessary to know the ion-neutral differential elastic

scattering cross-section, which, given the spherical symmetry of the interaction potential, can
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Figure 3.2: Comparison of the elastic (red solid line), diffusion (blue solid line) and isotropic

Langevin cross-section (black dashed line) for three different collision energy for Yb+ and

Ca system.

be calculated from [72]

dσel
dΩ

(θ, E) =

∣∣∣∣∣∑
`

(2`+ 1)P`(cos θ)
e2ıη` − 1

2ık

∣∣∣∣∣
2

(3.4)

where E is the collision energy and η` is the phase shift of the `-th partial wave induced

by the interaction potential. For a specific ion-neutral combination, and thus for a specific

interaction potential, it is straightforward to calculate this differential cross-section numeri-

cally [73]. For reference, we have calculated dσel
dΩ

for the Yb+ and Ca system as the necessary

interaction potential was available to us [55]. The results are shown in Fig. 3.2 for three

different collisional energies and expected to be similar for other atom-ion combinations [74].

As can be seen in Fig. 3.2 the differential cross-section exhibits a large forward scattering
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peak at all energy scales. Thus, the majority of ion-neutral collisions lead to only slightly

deflected trajectories, resulting in a very small change in W. Therefore, as originally argued

by Dalgarno and co-workers [75], to prevent an overestimate of the energy redistribution

due to collisions the momentum transfer (diffusion) differential cross-section, i.e. dσd
dΩ

=

dσel
dΩ

(1 − cos θ), also shown in Fig. 3.2, should be used to calculate the total ion-neutral

collision rate. Fortuitously, the diffusion differential cross-section is approximately isotropic

in scattering angle, especially after thermal averaging, and agrees quite well with the simple

Langevin cross-section [42] σd ≈ σL = π
√

2C4

E
, as seen in Fig. 3.2. Therefore, we replace

the cross-section by an isotropic profile which integrates to σL. Under this approximation,

the collision rate Γ = 2πρ
√

C4

µ
becomes energy independent and the calculation of M is

greatly simplified. As demonstrated below, the validity of this approximation is confirmed

by comparing the model to a detailed molecular dynamics simulation, which uses the full

differential cross-section.

3.3.2 Relaxation matrix

With the collision rate in hand, the relaxation matrix M is calculated by considering the

kinematics of a collision between an ion and neutral atom as follows. Suppose that at time τc

an ion undergoes an elastic collision with an incoming neutral atom of mass mn and velocity

vn. Conservation of momentum and energy for the collision dictate that the velocity of the

ion after the collision with neutral atom is given by the sum of center-of-mass velocity and

the scattered relative velocity [76],

v′ =
1

1 + m̃
v +

m̃

1 + m̃
vn +

m̃

1 + m̃
R(v − vn) (3.5)

where m̃ = mn

mi
is the mass ratio and R is the collision rotation matrix, which following the

above discussion is isotropic. Likewise, because the characteristic length of the C4 interaction

[69] is small compared to the trap dimension, the position of the ion is assumed to be

unchanged during the collision, i.e. r′ = r. By requiring that r′ and v′ also corresponds to a

Mathieu solution through Eq. 2.6, a new set of oscillation amplitude (a′,b′) and the energy

after the collision W′ can be found.
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This last step is the critical difference between sympathetic cooling in a static and time-

dependent trap, which is illustrated with the following one-dimensional example. In a static

trap, like that in Ref. [77], if a collision happens at position x = a that reduces the velocity

such that v′x = 0, the trapped particle with m begins a ‘new’ oscillation trajectory, described

by a x′ = a cos(2π
√
k/m t), where k is the trap spring constant. This collision always

reduces the total energy of the particle. By contrast in the time-dependent potential of

a linear Paul trap, because of the terms in Eq. 2.7 with n 6= 0, it is possible that even

though the collision brings the particle to rest, the particle may have a higher energy after

the collision. This can be seen by considering the time derivative of Eq. 2.7 as follows.

Suppose the collision happened at a time when one of the n 6= 0 terms was maximal, which

corresponds to a large micromotion velocity. If the collision brings the total velocity to zero,

this can be accomplished by having a large (and opposite) contribution to the velocity from

the n = 0 (secular) mode. Thus, even though the particle is momentarily stopped, it leaves

the collision on a trajectory of higher amplitude.

With this prescription the calculation of M is straightforward. First we rewrite, Eq. 3.1

in terms of the instantaneous coordinates for x direction,

Wx =
mċ2

x

2w2
0,x

(
(ċ2
x + ṡ2

x)x
2 + (c2

x + s2
x)v

2
x − 2(cxċx + sxṡx)xvx

)
(3.6)

where w0,x = cxṡx − sxċx is the Wronskian and constant in time [63]. The change in energy

with a collision is then

W ′
x −Wx =− mċ2

x

w2
0x

(cxċx + sxṡx)(x(〈v′x〉 − vx))

+
mċ2

x

2w2
0x

(c2
x + s2

x)(〈v′2x 〉 − v2
x)

≡ ∆Wx,1 + ∆Wx,2.

(3.7)

For ∆Wx,1 because vnx is a normally distributed random variable, and R is a random

rotation matrix, both 〈vnx〉 and 〈R(v−vn)x〉 vanish, so 〈v′x〉 = 1
1+m̃

vx. Therefore, using Eq.
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2.6 and 3.1 we obtain,

∆Wx,1 =
m̃

1 + m̃

mċ2
x

w2
0x

(cxċx + sxṡx)(xvx)

=
m̃

1 + m̃

(cxċx + sxṡx)2

w2
0,x

m

2
ċ2
x(a

2
x + b2

x)

=
m̃

1 + m̃
εxWx,

(3.8)

where εx = (cxċx+sxṡx)2

w2
0,x

.

To evaluate ∆Wx,2, we note that vnx, R and vx are uncorrelated, so 〈vxvnx〉 = 〈vxR(v−

vn)x〉 = 〈vnxR(v − vn)x〉 = 0. Furthermore, since R is random rotation, 〈R(v − vn)2
x〉 =

〈1
3
(v − vn)2〉. Rearranging terms we obtain,

〈v′2x 〉 − v2
x =

m̃2

(1 + m̃)2

((
−2

3
− 2

m̃

)
v2
x +

1

3
v2
y +

1

3
v2
z + 2σ2

vn

)
(3.9)

where σvn is the thermal width of neutral atom velocity distribution. Thus, we find

∆Wx,2 =
m̃

(1 + m̃)2

((
− 2m̃+ 2

3

)
(1 + εx)Wx +

m̃αx
6

Wy +
m̃αx

6
Wz + αxWn

)
(3.10)

where αx = (c2x+s2x)·(ċ2x+ṡ2x)

w2
0,x

, and Wn = mn

2
mv2 is the average kinetic energy of the neutral

atom.

Combining the results of ∆Wx,1 and ∆Wx,2, and the results for the y and z directions,

finally we have

W′ −W = −MW + N

= −M(W −Wst) (3.11)

where

M =
m̃2

(1 + m̃)2


2ε−1

3
− 1

m̃
α
6

α
6

α
6

2ε−1
3
− 1

m̃
α
6

1
6

1
6

−1
3
− 1

m̃

 (3.12)

and

N =
m̃

(1 + m̃)2


αWn

αWn

Wn

 (3.13)
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And, the steady-state kinetic energy is given by,

Wst = −M−1N

=

I− m̃


2ε−1

3
α
6

α
6

α
6

2ε−1
3

α
6

1
6

1
6
−1

3



−1 

αWn

αWn

Wn

 (3.14)

where α ≡ αx = αy and ε ≡ εx = εy. Because in z direction the trapping field is time-

independent, αz = 1 and εz = 0. For q < 0.4, the numerical values of α and ε are approxi-

mated by [58],

α ≈ 2 + 2q2.24 (3.15)

ε ≈ 1 + 2.4q2.4 (3.16)
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Figure 3.3: Wst as a function of mass ratio m̃ for q = 0.14 (red) and q = 0.42 (blue). The

axial and radial component of Wst are denoted by dashed and solid lines (theory) and dots

(simulation).
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3.4 Model results

Simply put, the main difference between sympathetic cooling in a linear Paul trap and

traditional buffer-gas cooling [71] is that, because the trapping potential is time-dependent,

a collision with a neutral atom can lead to heating of the trapped ion, regardless of the atom

energy. This, perhaps surprising, effect depends on m̃ and q, and can best be seen in the

steady-state energy and the asymptotic sympathetic cooling rate.

3.4.1 Steady-state energy

First shown in Fig. 3.3 are the three components of Wst normalized by Wn obtained from Eq.

3.14. Also, shown in this figure are the results of a detailed molecule dynamics simulation,

described in the Appendix B. In the case of a light neutral atom m̃ ≈ 0 and low rf-drive

q = 0, α ≈ 2 from Eq. 3.15, Wst ≈ [2Wn, 2Wn,Wn]T from Eq. 3.14. As discussed earlier,

this means that at steady state,

Ux = Uy = Uz = Wmm,x = Wmm,y = Wn (3.17)

a result often referred to as the “equipartition” [78] of kinetic energy between secular motion

and micro-motion in each direction. As m̃ increases, the steady-state secular energy deviates

from equipartition and also become much higher than Wn. For high q values, this deviation

become more significant. The analytical steady-state energy are given by

Wx,y

Wn

=
9(2 + m̃)α

18− 3m̃(α + 4ε− 4)− 2m̃2(α + 2ε− 1)

Wz

Wn

=
3(6 + m̃(2 + α− 4ε))

18− 3m̃(α + 4ε− 4)− 2m̃2(α + 2ε− 1)

(3.18)
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Figure 3.4: Eigenvalues of M as a function of m̃ for fixed q = 0.14 and a = 0. Black dots are

asymptotic relaxation rates (normalized by Γ) from numerical simulations. Lines are three

calculated eigenvalues of M. The smallest one (blue line) intersects λ = 0 line at m̃ = m̃c,

which separates cooling from heating.

3.4.2 Energy relaxation rate

By multiplying the diagonalizing matrix P of matrix M to Eq. 3.3 and defining W′ ≡

PW,W′
st ≡ PWst and M′ ≡ PMP−1, we have

dPW(t)

dt
= −Γ(PMP−1)(P(W(t)−Wst))

⇒ dW′(t)

dt
= −ΓM′(W′(t)−W′

st) (3.19)

The solution to Eq. 3.3 is thus linear combination of three fundamental relaxation processes,

whose rates are determined by the three eigenvalues of M. The asymptotic behavior of the

energy evolution is governed by the slowest relaxation rate, which is proportional to λ, the
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Figure 3.5: Simulated (dots) and calculated (blue line) critical mass ratio m̃c as a function

of trap q parameter, as compared to previous results in Ref. [4, 5, 6].

smallest eigenvalue of M, and given by

λ =
m̃

(1 + m̃)2

(
1− m̃

m̃c

)
(3.20)

where m̃c is the critical mass ratio given in terms of trap parameters,

m̃c =
3(4− α− 4ε+

√
α2 + 8α(1 + ε) + 16ε2)

4(−1 + α + 2ε)
(3.21)

Shown in Fig. 3.4 is the relaxation rate given by Eq. 3.20, compared to numerical fit

to asymptotic energy from simulation. For m̃ � m̃c, the cooling rate from Eq. 3.20 is

similar to the traditional sympathetic cooling result up to a numerical factor [71]. In this

regime, the initial positive slope of λ indicates an enhancement of energy transfer efficiency

through collisions with neutral atoms of similar mass. However, the additional factor 1− m̃
m̃c

soon causes λ to reach a maximum and decrease to negative values once m̃ exceeds m̃c. At
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this point, it is observed in the simulation that oscillation amplitude of the ion grows with

collisions, until the ion become too energetic to be trapped.

The critical mass ratio m̃c depends on the trapping q parameter. Shown in Fig. 3.5, the

analytical result from Eq. 3.21 are calculated for a range of q values, shows the cooling-

heating boundary moves toward smaller m̃ and matches accurately with simulation results.

This is a major improvement over previous results from various crude models in Ref. [5, 4, 6].

3.5 Ion’s energy distribution - power-law tails

The peculiarity of sympathetic cooling in ion trap is also manifested in ion’s steady-state

energy distribution, which features a heavy power-law tail [6] instead of Maxwell-Boltzmann,

due to the random amplifications of ion’s energy caused by collision. To gain a quantitative

understanding, consider a simplified one-dimensional model, in which ion and neutral atom’s

motion are restricted in one dimension, and R = −1 in Eq. 3.5. In (A,B) space, ion

undergoes random jumps followed byAN+1

BN+1

 =

I +
ζ

w0

 sċ sṡ

−cċ cṡ


τN


AN
BN

+
ζvn
w0

s
c


τN

(3.22)

where ζ = 2m̃
1+m̃

, [AN+1, BN+1]T are the coordinates after N -th collision which occurs at

τ = τN . τN (N = 1, 2, · · · ,∞) constitute an array of Poisson variables, with average interval

equal to Γ−1. A recurrence relation for WN can be derived from Eq. 3.1, given by,

WN+1 = C WN +D W
1
2
NW

1
2
n + E Wn (3.23)

If distribution of high energy ions i.e. WN � Wn are considered, then only the term linear

in WN is kept, changing Eq. 3.23 into

WN+1 = CWN (3.24)
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The full mathematical expression of the multiplicative coefficient C is given by,

C(τN , θN) = cos2 θN

((
1 + ζ

sċ

w0

)2

+ ζ2 c
2ċ2

w2
0

)
τN

+ sin2 θN

((
1− ζ cṡ

w0

)2

+ ζ2 s
2ṡ2

w2
0

)
τN

+2 sin θN cos θN

(
ζ
sṡ− cċ
w0

+ ζ2 ċṡ(c
2 + s2)

w2
0

)
τN

(3.25)

where θN is the polar angle given by θN = arctan(BN/AN). Because W only depends on

A2 + B2, it is expected that as N → ∞, θN becomes uniformly distributed in the range of

[0, 2π] and uncorrelated with τN . Q(C), the probability density of C, are calculated from

Eq. 3.25 for fix q and m̃ values and exhibits random amplifications shown in Fig. 3.6 panel

(a) and (c).

Due to this random amplification, W develops a power-law tail P (W ) ∝ W−(ν+1) at

steady state [79]. Self-consistency condition requires that P (WN+1), the probability density

of WN , is equal to the product of P (WN) and Q(C), under the constraint Eq. 3.24, namely,

P (WN+1) =

∫∫
Q(C)P (WN)δ(WN+1 − CWN) dC dWN

=

∫
Q(C)P

(
WN+1

C

)
1

C
dC

(3.26)

If P (W ) ∝ W−(ν+1) is plugged in, then ν is found to satisfy

〈Cν〉 = 1 (3.27)

This energy distribution have been verified numerically, by subjecting the ion to 106

simulations, in each of which the ion undergoes 104 collisions, for each m̃ and q parameter.

The statistics of ion’s energy W is presented in Fig. 3.6, panel (b) and (d), showing full

agreement with the numerical calculation given by Eq. 3.27. As m̃ and q increases random

amplifications become more frequent, causing the energy distribution to deviate more from

Maxwell-Boltzmann and become flatter.

In sharp contrast, a particle confined in a static potential V (x) = m
2
ω2x2 and in contact

with a reservoir at temperature T would have the same thermal distribution, regardless of
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the reservoir particle’s mass mn, or the trapping frequency ω. This is because for static traps

Mathieu functions c(τ) and s(τ) are replaced by cos(ωτ) and sin(ωτ), which simplifies Eq.

3.25 into

C = 1− (2− ζ)ζ sin2(ωτ − θ) (3.28)

Since 0 ≤ ζ ≤ 1, C ≤ 1. Thus the energy of such system is never amplified. From a

mathematical perspective, the solution for Eq. 3.27 is ν → ∞, meaning the predicted

energy distribution falls faster than any power-law tail of finite ν, consistent with the thermal

distribution exp(−E/kBT ).

To extend the above discussion to a full three-dimensional model, C necessarily become

3×3 stochastic matrices, and theory of stochastic matrix products [80] needs to be considered.
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Figure 3.6: Probability density of the multiplicative noise Q(C) and corresponding ion’s

energy P (W ) for 1-D model from simulations for fixed q = 0.23 (lines in panel a and b), and

fixed m̃ = 0.23 (dots in panel c and d). The tail of P (W ) is fitted to the power-law form of

W−(ν+1) (solid line in panel c and d), where ν is given by Eq. 3.27.
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3.6 Conclusion

In summary, we have developed an analytical theory for the kinetic energy of a single ion in

contact with ultracold atoms, based on the approximation of isotropic collision cross-section.

The calculation of ion’s steady-state energy from our model quantifies the deviation of equi-

partition of ion’s energy. The transition from cooling to heating, and its dependence on

trap parameter and mass ratio are also demonstrated, yielding improvements over previous

models. With a 1D model, we have shown that ion’s nonthermal energy distribution could

be attributed to the random amplifications in the ion trap. These results could be critical

for the design and interpretation of future experiments [39].
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CHAPTER 4

Measurement of the Coulomb Logarithm in a

Radio-Frequency Paul Trap

4.1 Introduction

Binary collisions in an ensemble of charged particles are fundamental throughout physics.

As such, modeling their behavior plays an important role in applications ranging from ther-

monuclear fusion [81], to quantum computation [82]. Despite their importance and the large

amount of work towards understanding their effects, there is still considerable ambiguity in

how to best model these collisions. Since Landau’s early work [83], the most straightforward

approach handles the divergence associated with collisions of charged particles by introducing

both a short-range and long-range cut-off for the 1/r interaction potential. The long-range

cut-off is typically associated with the Debye screening length, λD =
√
εokBT/ρe2, where ρ

and T are density and temperature respectively. The short-range cut-off is associated with

the Landau length, RC = e2/(4πεokBT ), which is the distance of closest approach. Taken

together, the integration bounds give rise to the so-called Coulomb logarithm in its simplest

form, ln Λ = ln (CλD/RC), where C is a constant coefficient.

Over the last 75 years, there have been many attempts to calculate an accurate form

of ln Λ, ranging from straightforward estimations of the coefficient C [84] to sophisticated

analytical treatments [85] with reasonable consensus that C ≈ 0.765 [8]. These results give

satisfactory agreement with data for weakly coupled systems, g = RC/λD � 1, but clearly

fail to describe strongly-coupled systems, g � 1, where the collision rate saturates. In this

regime, more sophisticated treatments [86], which do not require a short-range cut-off, have

recommended several alternative forms for ln Λ. And recently, a new approach, motivated by

34



the need to model thermonuclear ignition, used molecular dynamics simulations to suggest

ln Λ ∼ ln (1 + 0.7/g) [7, 87] for g < 10.

Given the importance of the Coulomb logarithm, there have also been attempts at a

direct measurement of its dependence on the strong-coupling parameter g. These experiment,

which have either been confined to the weak-coupling limit[88] or were inconclusive [89], were

typically performed in dense, high-energy plasmas produced via laser ablation. In this work,

we use an alternate route to realize a strongly-coupled ion system and measure ln Λ: laser-

cooled 174Yb+ ions confined in a linear Paul trap. Here, the confining trap potential provides

a smoothly varying, neutralizing background for the positively charged ions, resulting in a

system described as a one-component plasma. Despite the low density, the low temperature

accessible through laser cooling make it possible to realize systems with g � 1. Further, by

laser cooling the sample to a large g and then allowing the ions to heat through micromotion

interruption, we are able to measure the evolution of both the temperature and structural

phase of the trapped ion cloud over a large range in g. From these measurements, we are

then able to determine ln Λ for 10−7 ≤ g ≤ 10−2. Using a molecular dynamics simulation,

we confirm this experimental determination and extend it to 10−7 ≤ g ≤ 103. As the values

of ln Λ for large g are known to be process dependent [90], this result must be carefully

interpreted before it can be applied to other systems. Nonetheless, it offers a complete

description of ln Λ for Paul traps, and thus allows a simple analytical description of trapped

ion thermodynamics.

In the remainder of this chapter, we review the concept of Coulomb Logarithm and

Chandreshakar-Spitzer formula, explain the phenomenon of ion heating by micromotion in-

terruption, detail the method by which ln Λ is extracted, and describe the experimental

system. We present experimental and molecular dynamics results and a recommended ex-

pression for ln Λ in linear Paul traps. We conclude with a discussion of the implications of

this work for trapped-ion quantum information efforts.
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4.2 Theoretical background

In a linear Paul trap, a singly charged ion experiences both a time-dependent force from the

confining electric potential of the trap and Coulomb repulsion from the other ions, resulting

in trajectories given by:

m
d2ri
dt2

= −e∇φ(ri, t) +
N∑
i 6=j

e2

4πεo

ri − rj

|ri − rj|3
, (4.1)

with the trap potential given by Chapter 1. Due to the infinite range of the Coulomb

interaction, Eq. (4.1) represents a complicated many-body problem and has no closed-form

solution. Therefore, two alternative approaches are usually employed to treat this system.

First, rigorous molecular dynamics (MD) simulations have been performed to study the

structure of ion clouds [91] and rf heating rates [92], and for comparison with experimental

ion fluorescence images [93]. Despite their successes, these simulations offer little physical

intuition, making it difficult to optimize a given system.

The second approach to modeling large ion systems in a Paul trap has been through

analytical techniques [94, 95, 78, 4]. Of these, the simplest and most intuitive describes the

trapped ion trajectories by the well-known Mathieu solutions and includes the effect of the

Coulomb interaction as hard-sphere collisions between ions to calculate, among other things,

the evolution of the trapped ion kinetic energy [78, 4]. In this limit, the collision-induced

heating rate is given as, Ẇ = γ∆W , where γ is the collision rate and ∆W is the kinetic

energy change per collision [4], which is found by enforcing conservation of momentum and

energy for the collision and requiring that the new ion trajectory corresponds to a Mathieu

solution. In contrast to static traps, ∆W does not average to zero over time, or over the

ensemble, in a rf Paul trap. In fact, as shown in Ref. [4] upon averaging ∆W is always

positive, leading to the so-called micromotion-interruption heating phenomenon. Though

this heating has been explained in different ways [96, 5, 94], it arises from the simple fact

that when ions undergo collisions their trajectories are not given by the stable Mathieu

trajectories and as a result the rf trapping field can do net work on them.
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To link temperature with W , we introduce Tsec and Ttot to be proportional to the random

thermal energy (secular motion) of the ions and the total kinetic energy (secular motion plus

micromotion), respectively [5]:

CTtot = W CTsec = Wsec = η(W −Wex) (4.2)

where C = 3
2
NkB and η is the ratio of secular energy to total energy – η ≈ 3

5
for low

Mathieu q parameter as a consequence of equi-partition of energy between secular motion and

micromotion [78]. Wex accounts for the excess micromotion energy [97] due to displacement

of the ion from the node of the oscillating electric field, as a result of either the location of

the ion in the crystal or stray, uncompensated, dc electric fields. Typically, Tex = Wex/C is

a few Kelvin for an ion crystal composed of N ∼ 103 ions [97, 93].

Using the Chandrasekhar-Spitzer plasma self-collision rate [84] (also see Eq. B.4 in

Appendix for detail), the rate of change of the secular temperature of the ion cloud is given

as:

Ṫsec =
e4ρi(Tsec) ln Λ

2πε20
√
m(3kBTsec)3/2

ε(Tsec + ηTex) (4.3)

where ρi(Tsec) is the ion density [4] and ε = ∆W/W is the average fractional increase of the

ion energy per collision. By averaging over the rf-phase at which the collision takes place,

Refs. [78, 4] have calculated ε in terms of the Mathieu stability parameters a and q. Through

numerical integration of their result, we have found ε can be simplified to ε ≈ 2
3
(1 + 2q2.24)

with a relative error < 0.4% for q ≤ 0.4, a = 0. Thus, by laser cooling a sample of trapped

ions to a low initial temperature, extinguishing the laser cooling, and monitoring the ion

temperature evolution, we are able to measure ln Λ as a function of g.

4.3 Experiment setup

The experimental apparatus used in this work consists of a sample of 174Yb+ ions, loaded

via laser ablation, into a linear rf Paul trap with ro = 1.2 cm, zo = 1.075 cm, α = 0.13,

Ω = 2π×300 kHz, Vrf = 155 V and Vec = 5 V. A strongly coupled ion ensemble (N = 102−3)

is realized by laser-cooling the Yb+ ions, along the trap axis, with a 369 nm cooling laser
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(detuned from resonance by δ = −30 MHz) and 935 nm repump laser (δ = 0 MHz) to

a starting secular temperature, measured from the Doppler broadened fluorescence profile,

ranging from Doppler limited, TD ∼ 1 mK to 100 mK, depending on crystal size, resulting

in a one-component plasma with g = 102 ∼ 103.

Once the strongly-coupled plasma is established in the trap, the cooling laser is extin-

guished and the ions evolve in the trap and heat through micromotion interruption. After a

variable time delay, the cooling and repump lasers are reapplied and the fluorescence level

of the ion cloud immediately recorded. If the ion temperature has increased during the time

when the lasers were extinguished, this fluorescence level will be different than the steady-

state value reached for the initially cold plasma, see Fig. 4.1(a). By recording the ratio

of fluorescence before and after heating, the temperature of the ions can be estimated (see

Appendix B) as a function of heating time in a manner similar to Ref. [98], as shown in Fig.

4.1(b)-(c) for a sample of ions with N = 280, with the uncertainties of estimation indicated

by the representative error bars in Fig 4.1 and 4.2 (for estimation of uncertainty, see Sup-

plementary Material). Typically, the observed fluorescence ratio decreases with increasing

temperature since both the fluorescence profile is further Doppler broadened and the higher

energy ion trajectories have less overlap with the laser beam inducing the fluorescence, see

Fig. 4.1(a)-(b).

As seen in Figs. 4.1(b)-(c), the fluorescence level, and thus the temperature, is relatively

unchanged until 10-100 ms after the laser cooing is extinguished, when a sharp increase in

temperature occurs, followed by a region of slower heating. As detailed below, the relatively

small heating rate observed at early times is a consequence of the suppression of ion-ion

collisions, i.e. a small ln Λ, for a strongly-correlated plasma, while the sudden jump in tem-

perature coincides with the phase transition from the liquid to gas phase. At the liquid-gas

boundary, the ion density is still relatively high, but the ion motion becomes less correlated,

i.e. increased ln Λ, leading to a larger heating rate. As the ions move into the gas phase, the

motion becomes even more uncorrelated, leading to a further increase in ln Λ, however, the

density, and thus the collision rate drops, leading to a reduced heating rate. Also shown in

Figs. 4.1(b)-(c) are the results of a molecular dynamics simulation, which initializes the ions
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Figure 4.1: (a) Laser fluorescence profile for a sample of ions at the TD (solid) and at ∼90 K

(dashed). The arrow denotes the change in fluorescence at a fixed detuning of δ = -30 MHz.

Also shown at the corner is a typical fluorescence image of ion cloud. (b) The observed

(dots) and simulated (line) fluorescence ratio for δ = -30 MHz vs. heating time. The inset

is a typical fluorescence image of an ion cloud. (c) The extracted (dots) and simulated Tsec

(line) and Ttot vs. heating time.

at the experimentally realized temperature and then integrates Eq. (4.1) numerically using

a leapfrog algorithm [99] implemented in ProtoMol software [100]. As the ions heat through

micromotion interruption, their fluorescence level is calculated from the known laser inten-

sity profiles and a rate-equation model, which includes the variation of laser intensity and

Doppler shift for each ion position and velocity, respectively. Given experimental imperfec-

tions, such as stray fields, machining errors, laser amplitude and frequency noise, etc., that

are not included in the simulation, the agreement between the simulated and measured flu-

orescence ratios (Fig. 4.1(b)) is satisfactory. In what follows, we use these results to extract

the ion-ion heating rate and ultimately ln Λ.
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Figure 4.2: A sample trace of ion’s fluorescence signal, with the status of the cooling laser

denoted below the trace.

4.4 Experiment and simulation results of ln Λ

Using experimental data like that shown in Fig. 4.1 for ion clouds with N between 300 and

3000, and modeling the density under the assumption of harmonic potential and thermal

equilibrium as

ρi(Tsec) =

 ρmax : Tsec ≤ Tp

ρmax

(
Tp
Tsec

)3/2

: Tsec ≥ Tp
(4.4)

where ρmax = 4ε0V
2
rf/mr

4
oΩ

2, Tp = mω2

2kB

[
3N
4π

mr4oΩ2

εoV 2
rf

]2/3

, and ω is the geometric mean of the

three secular frequencies, Eq. 4.3 is inverted to find ln Λ and the results are plotted in Fig. 2.

As the heating rate is the time derivative of Tsec, the coarse granularity of the experimental

data in time makes it difficult to calculate reliable values of ln Λ at short time scales. There-
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fore, we also determine the heating rate and ln Λ from molecular dynamics simulations. For

the simulated data, the heating rate is found by taking the numerical time derivative of the

ion temperature, defined by 3
2
NkBTtot = m

2

∑N
i=1 vi(t)2 and 3

2
NkBTsec = m

2

∑N
i=1 vsec,i(t)2

where vi and vsec,i are the total and secular velocity of ith ion and the overline denotes

averaging over several secular motion periods. The resulting values for ln Λ are consistent

with those extracted from experimental data, as shown in Fig. 4.3, but are expected to be of

higher accuracy. Using this technique, molecular dynamics simulations were performed, like

those shown in Fig. 4.1, for a range of ion numbers N = {50, 100, 500, 900} and ion-cloud

radial-to-axial ratios [101] of R/z = {0.25, 1, 4}) to determine if the parameterization of

Eq. 4.3 leads to a universal form for ln Λ in Paul traps.

The values of ln Λ extracted from the simulation are plotted versus g in Fig. 4.3 alongside

the Landau-Spitzer result [8] and the result of Ref. [7]. Also shown, as the top x-axis in this

figure, is the corresponding plasma coupling parameter Γ = e2/ (4πεoawskBTsec), which,

given the Wigner-Seitz radius aws = 3
√

3/(4πρi) and Tsec, characterizes the structural phase

of the ion cloud as denoted by the three regions of the graph [102]. Clearly, despite the

large changes in ion number and ion-cloud geometry, the dependence of ln Λ on g appears

universal and can be parametrized by the piece-wise fit:

ln Λ =

 fI(g) = ln(1+0.7/g)
1+125

√
g

: g < 1

fII(g) = fI(g=1)
g2

: g ≥ 1
(4.5)

where the form of fI(g) has been inspired by Ref. [7]. Interestingly, the observed change in

dependence of ln Λ on g occurs near the gas-to-liquid phase boundary, which, since λD/aws =

1/ 3
√

3g, also coincides with the regime where the Debye length becomes smaller than the

average inter-particle spacing. Therefore, assuming Debye theory is approximately valid for

g > 1/3, it is reasonable to expect the ion-ion cross-section is proportional to λ2
D and thus

ln Λ ∝ λ2
DT

2 ∝ g−2 in agreement with the fit.

For reference, the structural phases of the ion cloud are presented in Fig. 4.4 by the

pair correlation function [102] G(r/aws) = (4πρir
2)−1dN/dr for three different g values, as

determined by molecular dynamics simulation. For the solid phase G(r/aws) exhibits a sharp

peak at r/aws ∼ 1.7, confirming a highly-ordered crystal structure, which disappears as the

41



10-4 10-3 10-2 10-1 100 101 102 103
Γ

Gas Liquid Solid

10-6 10-4 10-2 100 102 104

g

10-11

10-9

10-7

10-5

10-3

10-1

101

ln
Λ

Figure 4.3: The experimental (black dots) and molecular dynamics (white dots) determi-

nations of ln Λ versus g. Despite large variation in trap parameters (see text) the observed

values fall along the same curve, indicating a ‘universal’ form for ln Λ. The red line represents

the best fit described in the text, while the black and dashed line are the results of Ref. [7]

and ln(0.765/g) [8], respectively.

ion cloud moves into the liquid and gas phases. For the gas phase, G(r/aws) is smoothly

falling, a signature of free-moving gas trapped in a parabolic potential.

Shown at the right of Fig. 4.3 are the secular velocity distributions of the ions for three

selected g values. In this figure the points are a histogram of the simulated secular velocity

distribution, while the solid curve is the Maxwell-Boltzmann (MB) velocity distribution

expected for the calculated temperature. Clearly, the simulation results for the gas and

liquid phases are consistent with the MB distribution, confirming the appropriateness of the
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Figure 4.4: Pair correlation function g(r/aws) for selected g-values from molecular-dynamics

simulation. From top to bottom are g(r/aws) for gas, liquid and solid phase.

Chandrasekhar-Spitzer rate in deriving Eq. 4.3. For the solid phase, the velocity distribution

exhibits a significant power-law tail, violating the assumptions of Eq. 4.3 and preventing an

accurate determination of ln Λ in this phase.
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molecular-dynamics simulation. From top to bottom are g(r/aws) for gas, liquid and solid

phase.

4.5 Discussion

Several analytical results can be derived using Eq. 4.5 that provide insight into the plasma

dynamics and have important consequences for quantum computation with trapped ions.

First, for g � 1, ln Λ can be approximated as a constant (as is typical for low density plasma

[103]) and Eq. 4.3 integrated, yielding Tsec ∝ t1/3. In this regime, the ion temperature grows
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Figure 4.6: Comparison of experimental temperature, density and heating rate (dots) for

two ion clouds (N = 280 (blue) and N = 2800 (red)) as a function of time to the result

predicted by Eq. 4.3 with ln Λ given by Eq. 4.5 (line).

slowly until it is eventually balanced by evaporative loss from the trap or sympathetic cool-

ing from residual neutral background gas. Second, assuming that Tex � Tsec in the initial

ion crystal, Eq. 4.3 can be directly integrated for g > 1 yielding Tsec = [c(tm − t)]−2, where

c = fI(1)2πε0k
3/2
B εηTex/(

√
me2) and the time of the dramatic rise in temperature as the ions

move into the gas phase is tm = T
−1/2
sec (t = 0)/c, which in the case of our experiment we have

found it is accurate to within 10 ms. Interestingly, in quantum computation with strings of

trapped ions the computational gate operations occur with the laser cooling extinguished.

Therefore, tm represents the upper limit for the time to implement a computational algo-

rithm since, once the ion string melts, the quantum information is lost and the register must

be reinitialized. For the parameters of e.g. Ref. [104] with 14 ions and Tex ≈ 1 mK, we find

this fundamental limit to be ∼ 103 s. If this system is scaled to a larger number of ions,

as necessary for many practical quantum computation applications, tm will be significantly

reduced if excess micromotion is not controlled and may limit the number of possible gate

operations. Likewise, recent proposed experiments to use kinked ion chains to study the

Kibble-Zurek mechanism [105] and the coherence of discrete solitons [106] will be fundamen-

tally limited to timescales less than 1 ∼ 10 s. In addition to providing the upper limit for a

single computation/simulation, the expression for tm can be used to guide future efforts. For
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example, linear string geometries of heavy ions at low Mathieu q parameter should exhibit

the longest lifetimes.

Finally, to demonstrate the utility of the expression for ln Λ, Fig. 4.6 compares exper-

imental data for two ion clouds of different size (N = 280 and 2800), taken in the same

manner as the data of Fig. 4.1, with the temperature and density predicted by the integra-

tion of Eq. 4.3 using Eq. 4.5. In addition to providing a simple means to accurately calculate

the thermodynamic properties of a system of trapped ions, these expressions explain sev-

eral well-known experimental observations. For example, the smaller ion-ion heating rate

(Fig. 4.6(c)) in the solid phase is due to ion-ion correlation as quantified through ln Λ.

4.6 Conclusion

In conclusion, we have measured the heating rate of ions trapped in a linear rf Paul trap

due to micromotion interruption. These data, and detailed molecular dynamics simulations,

have been used to determine the value of ln Λ over a range of 10−7 ≤ g ≤ 103. Though most

determinations of ln Λ are process dependent [90], we expect our results to be comparable

to ln Λ in other one-component plasmas for g � 1, as the Mathieu trajectories accurately

describe the ion motion in this regime. This expectation is supported by the fact that our

result converges to the traditional Landau-Spitzer result in this regime. However, as g grows

the Mathieu solutions provide a less accurate description of the ion trajectories, leading to

a change in e.g. ε. If future theoretical work accounts for these effects, then our measure-

ment might be reinterpreted to give a model independent determination of ln Λ, which we

expect to be similar to the form suggested by Dimonte and Daligault [7]. Nonetheless, in

its current form our result permits a simple, yet accurate, analytical description of ion cloud

temperature, density, and structural phase transitions in a linear Paul trap. Thus, it should

be immediately useful to a number of experimental efforts, including the growth of large ion

crystals [107], sympathetic cooling of atomic or molecular ions [34, 108, 39], and trapped-ion

quantum information.
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CHAPTER 5

Photodissociation Spectroscopy of BaCl+

5.1 Introduction

Ultracold molecular ions in the rovibronic ground-state hold immense promise for funda-

mental research in physics and chemistry. Of particular interest are novel applications to

quantum chemistry [109]; a better understanding of interstellar cloud formation [110] and

the identification of potential carriers of the diffuse interstellar bands [111]; the implemen-

tation of scalable quantum computation architecture [48]; and precision measurement tests

of fundamental physics [14]. In pursuit of these goals, several groups have recently initiated

work [39, 38, 1, 33] to realize samples of cold, absolute ground-state molecular ions. In fact,

Refs. [38, 1, 33] have already reported the demonstration of species-specific cooling methods

to produce molecular ions in the lowest few rotational states.

While these molecular ion cooling efforts, which include ultracold atom sympathetic

cooling [39], rovibrational optical pumping [38, 1], and state-selective ionization [33], are

diverse in approach, they share the common need for detailed spectroscopic understanding

of diatomic ions. However, compared to that of neutral molecules, spectroscopic data for

molecular ions is scarce. This can be attributed to the typically short lifetimes of molecular

ions due to fast ion-molecule reactions and rapid diffusion under the influence of small electric

fields [46]. A systematic review of the available spectroscopic data for simple diatomic ions

was carried out by Berkowitz and Groeneveld [112] in 1983. In recent years, interest has

shifted towards large molecular ions, atomic and molecular clusters, and multiply charged

ions [113]. Thus, for ultracold molecular ion research to realize its full potential, a new effort

in small molecular ion spectroscopy is required.
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Figure 5.1: A schematic of the depletion spectroscopy apparatus based on a linear Paul trap.

Here, we report the use of a simple and general technique to record the first spectroscopic

data for BaCl+ – the molecular ion we have proposed to cool in Ref. [39]. As an ionically-

bonded molecule composed of two closed-shell atomic ions, Ba2+ and Cl−, BaCl+ exhibits

reduced chemical reactivity compared to other ions and is energetically forbidden from un-

dergoing two-body chemical reactions with the ultracold calcium atoms proposed to use as a

sympathetic coolant in Ref. [39]. Further, its large dipole moment and convenient rotational

splitting are promising for cavity QED experiments [48]. Thus, these results are important

not only as the demonstration of a technique for recording molecular ion spectroscopy, but

also as an important first step towards the use and application of a generic, robust method

for the production of cold ground-state molecular ions.

Spectroscopic data is taken using a trap-depletion approach. BaCl+ ions are trapped in a

linear Paul trap in the presence of a room-temperature He buffer gas and photodissociated by

driving an electronic transition from the ground X1Σ+ state to the repulsive wall of the A1Π

state. Ion trap parameters are carefully chosen to ensure that the photodissociation products

are not trapped. The photodissociation spectrum is then recorded by simply monitoring the

induced ion trap loss as a function of excitation energy. This technique, which we estimate

should be easily applicable whenever the photofragments’ mass-to-charge ratio differs by

≥15% from the parent molecular ion, may be a simple alternative to both photofragment
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mass spectrometry [114] and storage ring based photodissociation spectroscopy [115].

In the remainder of this manuscript, we first give a detailed description of the experimen-

tal apparatus and technique. This is followed by the presentation of the first spectroscopic

data for the BaCl+ molecular ion. We continue with an ab initio calculation of the BaCl+

molecular structure and thermalized photodissociation spectra, which we compare to the

experimental observation.

5.2 Experiment Setup

Our apparatus, shown in Fig. 5.1, consists of a linear Paul trap housed in a vacuum chamber

with a background gas pressure of 10−8 mbar. The ion trap is designed to allow radial loading

of ions via laser ablation of a solid target, axial ejection of trapped ions into a channel electron

multiplier for ion detection, and axial optical access for a spectroscopy beam. The ratio of

the electrode radius re to field radius r0 is re/r0 = 0.401. A pressed, annealed target of

BaCl2 mounted below the ion trap is ablated by a ∼1 mJ, 10 ns pulse of 1064 nm laser

radiation to create BaCl+ molecular ions, which are trapped via the technique presented

in Ref. [116]. A sample of Yb is mounted alongside the BaCl2 target and is ablated to

produce and trap Yb+ ions, which are used as a control (described later). A leak valve is

used to insert up to 10−3 mbar of He buffer gas into the chamber to enhance the trapping of

high-energy ablated ions through sympathetic cooling. The spectroscopy beam is generated

by a frequency-doubled pulse dye laser (PDL) capable of photon energies up to 49, 000 cm−1

with pulse energies of ∼1 mJ at a 10 Hz repetition rate.

Ablation is a complicated process that creates a plume of atoms, molecules, and clusters

in various charge states [117], all of which can potentially be loaded into the ion trap. For

this experiment it is critical that BaCl+ is the only ablation product stable in the trap.

Further, we require that the possible photodissociation products, i.e. Ba and Cl ions, are

not trapped. To ensure the exclusivity of the trapping process, we record ion trap stability as

a function of trap radiofrequency (rf) voltage and dc offset voltage at a rf driving frequency

of Ω = 2π × 200 kHz. Based on the measurement of the trapped ion signal and comparison
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Figure 5.2: Ion trap stability region for Ba+ (red) and BaCl+ (green). Trap operates at

green-only region, such that only BaCl+ is stablely-trapped.

to theory [65], trapping parameters are chosen outside the stability region of Ba+ (Fig. 5.2).

The presence of singly-charged ions heavier than BaCl+ is ruled out by the lack of significant

ion detection when operating the trap for heavier ions. To further confirm the exclusivity of

BaCl+ in the trap, the resonant excitation spectra [65] of BaCl+ and Yb+, both with mass

to charge ratio of ∼173, are recorded and compared.

This work contains the only spectroscopic information for BaCl+ beyond a prior estimate

of the ground-state dissociation energy, D0, from a ligand field theory calculation [118], which

suggests D0 = −38, 500 ± 1, 100 cm−1. Using this energy as the minimum direct dissocia-

tion energy, we search for photodissociation using trap-depletion spectroscopy. During each

measurement, BaCl+ ions are loaded into the trap via ablation, where collisions with the He

buffer gas cool the ions’ translational motion to ∼300 K in ≤ 1 ms based on classical collision

theory [119]. Next, the spectroscopy beam is unshuttered potentially photodissociating the

trapped BaCl+ ions into untrapped Ba+ and Cl atom fragments. After a variable exposure
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Figure 5.3: The effect of the PDL light on BaCl+ and Yb+. Each data point represents the

mean of eight measurements with error bars reflecting the corresponding standard error. A

single exponential decay curve is fit to the BaCl+ data to calculate the photodissociation

rate.

time, the spectroscopy beam is reshuttered and the remaining ions are axially ejected from

the trap by grounding one of the end-cap electrodes. The ejected ions are then detected by

a channel electron multiplier. The resulting ion signal is normalized to a control signal, for

which the spectroscopy beam is always shuttered, in order to measure the fraction of ions

remaining for a given exposure time. By repeating this procedure for a range of exposure

times, a decay profile is measured and fit to a single exponential decay curve to obtain the

photodissociation rate, ΓPD. Typical data is shown in Fig. 5.3.
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To rule out systematic effects due to species-nonspecific loss processes, such as colli-

sions with spectroscopy-beam-induced photoelectrons that result when scattered UV light

impinges on the metallic trap electrodes, we also observe the spectroscopy beam’s effect on

Yb+ as shown in Fig. 5.3. For the range of photon energies used, we do not expect the PDL

to induce a loss of Yb+ through one-photon processes due to its high ionization potential,

IP(Yb+) = 98, 207 cm−1 [120]. For all photon energies used, we do not observe any significant

change in Yb+ trap population, indicating the observed loss of BaCl+ is species-specific.

To rule out systematic effects due to species-specific loss processes other than direct

photodissociation, such as multi-photon ionization of BaCl+, we measure the dependence of

ΓPD on the pulse energy and find a strong, linear relationship, shown in Fig. 5.4, indicative

of a one-photon process. One-photon photo-ionization is ruled out by the high ionization

energy of BaCl+, IP(BaCl+) ∼ IP(Ba+) > 80, 000 cm−1. This data, combined with the

results of our ab initio calculations, confirms that the observed loss is due to single-photon

photodissociation through the A1Π←X1Σ+ transition.

5.3 Measured Photodissociation Cross-section

The photodissociation cross-section is calculated as

σPD(ν) = hν
ΓPD

I
=
hνA

r

(
ΓPD
E

)
,

where ΓPD/E is the fitted slope in Fig. 5.4, A is the PDL elliptical beam area, and the

average light intensity for the r = 10 Hz repetition rate PDL is I = rE/A. The measured

photodissociation spectrum for a range of photon energies is shown in Fig. 5.5 alongside the

results of our ab initio calculation (described later).

Statistical error in the measurement of the photodissociation cross section arises from the

measurement of the photodissociation rate and the average intensity of the PDL light. Error

in the photodissociation rate is determined by a nonlinear fitting algorithm and is typically

< 10%. The error in the average intensity is experimentally manifested in the measurement

of the PDL pulse energy (. 10%) and PDL beam area (typically 10− 20%). Ultimately, the
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Figure 5.4: Measured BaCl+ photodissociation rate versus PDL pulse energy. The linear

dependence is indicative of a one-photon photodissociation process. Each point is the result

of a decay rate fit shown in Fig. 5.3 with error bars reflecting fitting error.

total statistical error for photodissociation cross-section values is < 30%.

The majority of the systematic error in the measurement is attributed to deviations from

optimal overlap between the trapped ions and the PDL light, which leads to systematically

underestimating the photodissociation rate. To counter this problem, we ensure to align the

beam such that the photodissociation rate is maximized – however, optimization is limited

by the variation in ablation yield. We estimate a total systematic error ≤40%.
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Figure 5.5: Experimental and theoretical cross-section values for the A1Π←X1Σ+ transition

as functions of the photon energy. Each data point is associated with set of data similar to

that in Fig. 5.4. The theoretical curves are thermally averaged for temperatures of 300 K

and 1 mK.

5.4 Quantum Chemistry Calculation, Reflection Principle

To interpret the recorded photodissociation spectrum we have calculated the ground and

lowest excited electronic potentials of the BaCl+ molecular ion, see Fig. 5.6, using a non-

relativistic multi-configurational second-order perturbation theory (CASPT2) implemented

in the MOLCAS software suite [121]. The potential curves relevant to the experimental

observation have solid lines and are labeled X1Σ+ and A1Π for the ground and first excited

states, respectively – spectroscopic constants are given in Tab. 5.1. To our knowledge there

exists no BaCl+ electronic potentials derived from experimental observation. Comparing
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our theoretical energies at large internuclear separations to the experimental energies of the

Ba+ and Cl atoms, we find differences of approximately 300 cm−1. In addition, our value

for D0 = De+ ωe/2 = -38,891 cm−1 for the v = 0, J = 0 level of the X state is consistent

with the value D0 = -38,500 ± 1,100 cm−1 of Ref [118]. Conservatively, we estimate a 3%

uncertainty in our spectroscopic constants. Other 1Σ (dashed lines) and 1Π (dash-dotted

lines) potentials shown in Fig. 5.6 are presented for completeness. A detailed description of

these and other symmetry potentials will be given in a forthcoming publication [122].

Using these potentials we have developed a quantum mechanical model of the photodis-

sociation process BaCl+(X1Σ+, vJM)+hν → BaCl+(A1Π, J ′M ′)→ Ba+(6s) + Cl(3p5) with

photon energy hν and kinetic energy release E. Based on the Franck-Condon principle, the

absorption of a photon occurs for an internuclear separation where the kinetic energies in the

initial and intermediate state are the same [123]. Fig. 5.6 shows this separation by a vertical

arrow for the v = 0 vibrational level of the X1Σ+ state to the continuum or scattering states

of the A1Π potential, leading to a Ba+ ion and Cl atom. For the photon energies used in

this experiment, this is the only viable dissociation pathway. Thus, the photodissociation

cross-section for each rovibrational level vJ of the X1Σ+ state, assuming equal population

in projections M and linear photon polarization, is [124]:

σvJ(ν) = 4π2αa2
0

hν

Eh

1

2J + 1

∑
J ′MM ′

|〈A,E, J ′M ′|dz|X, vJM〉|2

(ea0/
√
Eh)2

(5.1)

where Eh is the Hartree, a0 is the Bohr radius, and α is the fine-structure constant. The

quantity 〈A|dz|X〉/(ea0/
√
Eh) is dimensionless and contains both the radial and angular

parts of the dipole moment. To evaluate the dipole matrix element, we have used a MRCI

Table 5.1: Theoretical CASPT2 molecular spectroscopic constants of BaCl+. The estimated

uncertainty is 3%.

State Re[a0] De[cm
−1] ωe[cm

−1] ωexe[cm
−1] Be[cm

−1]

X1Σ+ 4.85 -39 055 328.3 -1.56 0.0918

A1Π 6.42 -2 075 90.53 -1.26 0.0524
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electronic-structure method, developed in Ref. [125]. For reference, at Re of the X1Σ+ state,

the dipole moment is ∼0.2 ea0, which is solely due to the Ba2+Cl− character of the electronic

wavefunction.

For comparison with experimental data, we thermally average the photodissociation

cross-section as

σPD(ν) = 〈σ(ν)〉T =
1

Z

∑
vJ

(2J + 1)σvJ(ν)e−EvJ/(kT ),

where Z and k are the partition function and the Boltzmann constant, respectively. In

Fig. 5.5, the agreement between the experimentally observed and the theoretical T = 300 K

photodissociation cross-section is shown to be good, indicating that the dissociation energy,

dipole moment, and the slope of the A state potential at Re of the X state potential are

accurate.

Reflection Principle The fact that the measured photodissociation cross-section resem-

bles a Gaussian shape is not a coincidence. As a matter of fact, the cross-section reflects

the square of the ground state vibrational wavefunction. This so-called “reflection princi-

ple” [Ref] can be understood by first realizing that near classical turning point Rc(E), the

molecular potential V (R) can be approximated linearly as

V (R) ≈ E −
∣∣∣∣dVdR

∣∣∣∣
Rc

(R−Rc(E)) (5.2)

where R(E) is the classical turning point. Thus, as the solution to the radial Schrodinger’s

equation (
d2

dR2
− 2µ

~2
(V (R)− E)

)
Ψ(R) = 0, (5.3)

the radial part of the continuum wavefunction |A,E, J ′,M ′〉 is given by Airy function [126]

ΨA(R;E) ≈ ξρ(E)1/2

∣∣∣∣dVdR
∣∣∣∣−1/2

Rc

Ai (ξ(Rc(E)−R)) (5.4)

where ξ =
∣∣2µ
~2

dV
dR

∣∣1/3
Rc

, ρ(E) is the density of states. The pre-factor is chosen such that the

wavefunctions are energy-normalized [127]∫ ∞
−∞

ΨA(R;E1)ΨA(R;E2)dR = ρ(E1)δ(E1 − E2) (5.5)
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where ρ(E) = E−1 is the density of states for the continuum states at energy E.

Shown in Fig. 5.7 is the continuum radial wavefunction for A1Π state calculated from

Eq. 5.4. From R = 0 outward, ΨA(R) continuously increases to a maximum near R ≈ Rc,

which is followed by rapid oscillation. In the calculation of matrix element, this oscillation

tends to cancel one another out, leaving significant contributions solely from the probability

amplitude at Rc. Mathematically, it has been shown in Ref. [128] that for many purposes,

the following formula is valid,

Ai(x) ≈ δ(x) +
1

3
δ′′′(x) (5.6)

The initial radial wave function ΨX (shown in Fig. 5.7) and the transition dipole moment

d(R) (shown in Fig. 5.8) are smoothly varying functions, therefore it is safe to ignore the term

1
3
δ′′′(x) in Eq. 5.6. Plugging Dirac delta function back into Eq. 5.1, the photodissociation

cross-section is found to be proportional to |ΨX(Rc)|2

σvJ(ν) =
4π2α

e2
0

hν

2J + 1
d2(Rc) |ΨX(Rc)|2

∣∣∣∣dVdR
∣∣∣∣−1

R=Rc

(5.7)

Since photon energy hν is linear in Rc, cross-section σv,J(ν) as a function of ν thus reflects

the square of probability amplitude of the initial state.

The vibrational energy splitting v = 0 state and v = 1 state is ωe = 328.3cm−1 ∼ 469K

(see Tab. 5.1). At room temperature, around 80% of the BaCl+ population is on v = 0 state.

Therefore the shape of thermally averaged cross-section resembles the ground vibrational

state, which is a Gaussian under harmonic approximation. For reference, the calculated

photodissociation cross-section for v = 0 and v = 1 state, along with refined experimental

cross-section taken with LQT-ToF device [3] are shown in Fig 5.9.

The thermalized photodissociation cross-section for a temperature of 1 mK is also pre-

sented in Fig. 5.5, where a weak dependence of the cross-section on T is evident. Thus, it

would be difficult to use photodissociation spectroscopy to probe the internal molecular ion

temperature. However, with the experimentally verified molecular potentials we have iden-

tified a strong predissociation channel between the first excited 1Σ and A1Π states, which

we are now investigating (see Section 6.1.1). It is expected that the rovibrational resolution
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afforded by predissociation spectroscopy will allow us to efficiently measure molecular ion

rovibrational temperatures [129], a crucial step in the demonstration of the method proposed

in Ref. [39].

5.5 Conclusion

In conclusion, we have demonstrated a simple technique for molecular ion trap-depletion

spectroscopy and used it to record the first experimental spectroscopic data for BaCl+. We

have also performed ab initio calculations of BaCl+ structure and found good agreement with

experimental data. From these results, we have reported the first spectroscopic constants for

BaCl+ and suggested assignments for the BaCl+ molecular potentials. Finally, as BaCl+ is a

leading candidate for ultracold molecular ion experiments, this work represents a necessary

step towards these important goals.
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Figure 5.6: Potential energy curves of the BaCl+ molecular ion as a function of the inter-

nuclear separation R. Solid, labeled curves indicate the potentials that are involved in the

photodissociation scheme. Other 1Σ+ (1Π) potentials are shown by dashed (dash-dotted)

lines. The vertical arrow indicates the A1Π←X1Σ+ single-photon photodissociation transi-
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ToF device in [3].
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CHAPTER 6

Outlook

6.1 Rotational State-selective Spectroscopy for Molecular Ions

Stated in the previous chapter, direct photodissociation spectroscopy is not capable of re-

solving each ro-vibrational quantum state of BaCl+. Two undergoing directions of state-

selective spectroscopy experiments are predissociation spectroscopy and resonant-enhanced

multi-photon spectroscopy. These are described below.

6.1.1 Predissociation Spectroscopy

In this method, a laser excites BaCl+ from the initial state X1Σ(v′′, j′′) to an intermediate

state B1Σ(v′, j′), close to the crossing between B1Σ and repulsive A1Π states, which un-

dergoes predissociation with A1Π state due to non Born-Opponheimer term J±L∓

2µR2 in the

molecular Hamiltonian. The calculated predissociation linewidth, detailed in the following

section, is smaller than the spacing between rovibrational states, allowing the resolution of

individual rovibrational state of BaCl+.

Rate Equation Model We model the population dynamics by an effective three-state

rate equation model with loss to unobserved states via spontaneous emission. This model

includes the following effects.

1. Broadening effects

Homogeneous broadening such as spontaneous emission into other bound X1Σ state

and the finite linewidth of pulsed laser. Doppler broadening is also included.
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2. Other Ba+ creation pathways

Spontaneous emission into the continuum of A1Π state or B1Σ state. Direct photodis-

sociation from X1Σ state can also provide a smooth Ba+ background signal.

3. Population re-distribution This is not included yet, but would account for relaxation

mechanisms such as blackbody radiation and collision. This leads to a conservative

estimate of Ba+ yield.

4. Multiple excitation

Multiple transitions could be excited if the laser linewidth is large and several transi-

tions are very close in frequency.

Thus we model the population dynamics by rate equation:

ṅX = ΓBXnX + ρLBBX(nB − nX)g (6.1)

ṅB = −ΓBXnX − ρLBBX(nB − nX)g − (Γpred + Γloss)nB − ΓdarknB

ṅBa+ =
∑
i

(Γpred + Γloss)nB

where

• nXi
, nBi

and nBa+ are the population of X1Σ and B1Σ state and Ba+ ions.

• ΓBX is the spontaneous emission rate.

• BBX is the Einstein B-coefficient.

• ρL is the energy density of pulsed laser.

• g is the lineshape function that describes the various broadening mechanisms.

• Γpred is the predissociation rate from B1Σ to A1Π state.

• Other Ba+ creation pathways are accounted for by Γloss.

• Γdark includes spontaneous emission into levels of X1Σ state that are not addressed by

laser.
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• Finally, summation is carried out over all possible B1Σ-X1Σ dipole transitions that

contribute to Ba+ creation.

Calculations of these rates are detailed below.

Predissociation Rate Γpred The relevant mechanism in the predissociation of BaCl+ is

rotational perturbation [127], in which the nuclear rotation under the Born-Oppenheimer

approximation gives rise to the mixing of B1Σ and A1Π. The predissociation rate is given

by Fermi’s Golden rule

Γpred(v
′′, j′′) =

2π

~
ρ(E)|〈ψA(E, j′)|M |ψB(v′′, j′′)〉|2 (6.2)

where E is the energy shared by A1Π and B1Σ states denoted by ψA(E, j′) and ψB(v′, j′′),

and ρ(E) is the density of A1Π states at energy E. M is L-uncoupling operator [127] given

by

M = − 1

2µR2
(J+L− + J−L+) (6.3)

where µ is the reduced mass of BaCl+, R is the internuclear distance, and J(L)± are the

raising/lowering operator of total(orbital) angular momentum.

Under Born-Oppenheimer approximation, the total wavefunction for diatomic molecule

can be broken into electronic, vibrational and rotational parts [127],

ΨΛ,S,Σ,v,j,Ω(r;R, θ, φ) = φΛ,S,Σ(r;R)χv,j(R)ψj,Ω(θ, φ) (6.4)

where φ, χ, φ are the electronic, vibrational and rotational wavefunctions. r is the collective

electronic coordinates, θ, φ are the spherical coordinates of internuclear vector. Λ, S,Σ,Ω

are quantum numbers in Hunds coupling case (a). For reference, a schematic representation

of them is depicted in Fig 6.1.

Likewise, Eq. 6.2 can be evaluated as product of coupling in radial, vibrational and

rotational part, and the predissociation rate is given by

Γpred(v
′, j′)[Hz] =

16.85763

µ[amu]
〈 b(R)

R[Å]2
〉2j′(j′ + 1) (6.5)
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Figure 6.1: Hunds coupling case (a).

where b(R) is a the matrix element of electronic angular momentum L+,

~b(R) = 〈φA(r, R)|L+|φX(r, R)〉 (6.6)

. The value of b(R) is provided from ab initio quantum chemistry calculations of molecular

orbitals, shown in Fig. 6.2. The angled bracket denotes the following integral,〈
b(R)

R2

〉
≡
∫ ∞

0

χA(R)
b(R)

R2
χB(R)dR (6.7)

Predissociation rates calculated from Eq. 6.5 as a function of vibrational quantum num-
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Figure 6.2: b(R) calculated from BaCl+ molecular orbitals of A1Π and B1Σ.

ber v for constant j values are shown in Fig. 6.3. For example, Γpred for v′=34 and j′=1

and v′=59 and j′=1 are 2.2 MHz and 1.8 MHz respectively. Since Γpred ∝ j′(j′ + 1), simple

scaling shows that predissociation broadens the B state by Γpred ∼ GHz for j′ ∼ 30.

Spontaneous Emission Rate ΓBX , ΓDark The rate at which B state decays into other

X state Γdark is calculated by

Γdark(v
′, j′) =

∑
v′′,j′′ 6=vinitial,jinitial

ΓBX(v′′, j′′, v′, j′) (6.8)

where vinitial and jinitial are the quantum numbers for the intital X state under consideration.
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Figure 6.3: Calculated predissoication rate for ro-vibrational state (v′,j′).

The total radiative rate for a given (v′, j′) of B1Π potential is given by the summation,

Γrad(v
′, j′) = ΓBX(v′, j′) + Γdark(v

′, j′) (6.9)

+
∑
E

ΓBX−cont(E, v
′, j′)

+
∑
E

ΓBA(E, v′, j′)

where the first two terms are bound-to-bound transition. The rest are B1Σ-X1Σ bound-to-

continuum and B1Σ-A1Π bound-to-continuum transitions, and E is the energy of continuum

state. All these rates are calculated by LEVEL [130] or BCONT [131]. The calculation

results are shown in Fig. 6.4.

Other Ba+ creation channel Γloss These channels include any non-predissociation chan-

nel that contributes to more Ba+, such as the transition from B1Σ state to the repulsive wall
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Π

Figure 6.4: Calculated radiative lifetime for ro-vibrational state (v′,j′ = 1).

of X1Σ state or A1Π state. The rate Γloss is given by:

Γloss =
∑
E

ΓBX−cont(E, v
′, j′) +

∑
E

ΓBA(E, v′, j′) (6.10)

Lineshape Function g The lineshape function considered here is the convolution of all

the broadening present in BaCl+,

g(ν) = V (ν − ν0,Γhomo,Γinhomo) (6.11)

= V (ν − ν0,Γpred + Γrad + Γlaser,ΓDoppler) (6.12)

where V (x, σ, γ) is the Voigt profile, with σ and γ being Gaussian and Lorentzian width

respectively. ν0 is the center of the transition. Γpred is the broadening due to predissociation

of B state. Γrad is the broadening due to all other radiative processes. Γlaser = 0.12cm−1 is
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the linewidth of pulsed dye laser. ΓDoppler is the thermal width of the transition, given by

ΓDoppler = ν0

√
kT

mc2
(6.13)

Result We have carried out predissociation spectroscopy in the wavenumber range be-

tween 41986 and 41993 cm−1 at T=300K, as shown in Fig (6.5). Fragment Ba+ ions are

distinguished from BaCl+ ion by their difference of time-of-flight. No obvious predissociation

features have been found, on top of a direct photodissociation background indicated by the

strip in the upper panel. Using the new time-of-flight spectrometer, Steven Schowalter has

ruled out a broader spectral region including this one. More detailed data will be presented

in his thesis.

B
a
 y

ie
ld

Laser Wavenumber [       ] 

Figure 6.5: Preliminary measurement result of BaCl+ predissociation spectrum (error bar),

and comparison to theory (red line). Direct photodissociation background is denoted by the

blue dashed line.
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6.1.2 Resonantly-enhanced multi-photon dissociation

Under construction.

6.2 Sympathetic cooling of multiple ions

The sympathetic cooling of multiple ions via collisions with neutral gas poses a much bigger

challenge than that of a single ion. Since ion-ion heating from micromotion interruption

provides a large heating mechanism, multiple ions will reach a higher temperature than that

of a single ion. For instance, a molecular-dynamics simulation shows that the temperature

of 50 trapped BaCl+ ions in a Ca MOT with density ρ = 1
4
× 1017cm−3 reaches 20K, while

a single ion will equilibrate to near MOT temperature at 5mK.

Shown in Fig. 6.6 is the competition of ion-ion heating and sympathetic cooling as a

function of the ions’ secular temperature. The ion-ion heating rates are suppressed at low

temperature as a result of highly correlated motion of the ion (see Chapter 4), and at high

temperature caused by reduced ion density. Consequently, the resultant shape of the ion-ion

heating curve reaches a maximum at an intermediate temperature. The sympathetic cooling

curve shows a monotonically decreasing trend as temperature is decreased. The steady-state

temperature is where these two rates are equal and stable against fluctuations. As shown

in Fig 6.6, the neutral atom has to be sufficiently dense, for the sympathetic cooling to

overcome the ion-ion heating barrier to reach the low temperature necessary for quantum

information and computation [48] applications.

6.3 Single ion in contact with two reservoirs - a model system to

study non-equilibrium thermodynamics

In Chapter 2, we develop the theory of the single ion in contact with one reservoir. In reality,

at any moment the ion is simultaneously in contact with multiple reservoirs at quite different

temperatures. For the experiment proposed in Chapter 1 in addition to laser-cooled Ca atoms
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Figure 6.6: A schematic presentation of ion-ion heating (red solid line) and sympathetic

cooling (black dashed line) for multiple ions in contact with laser-cooled atoms.

at temperature T1 ≈ 5mK, some residual hydrogen H2 at room temperature T2 ≈ 300K still

exist even with well-designed and well-baked UHV system. Now with these two neutral

atoms, what is the temperature of the single ion?

When T1 = T2, ion’s temperature is the common temperature T = T1 = T2 and at

steady-state ion’s energy E follows Boltzmann distribution,

P (E) =
exp(−E/kBT )

Z
(6.14)

where Z is the partition function. However if T1 6= T2, then there does not exist a general

equation like Eq. 6.14 and temperature is ill-defined such system. In fact, P (E) depends on

the dynamics of the system and on its couplings with the two reservoirs [132]. To illustrate

this, consider a really good vacuum with minimal amount of H2 left, such that the ion

undergoes frequent and infrequent (Γ1/Γ2 = 100) collisions with cold reservoir T1 = 5mK,
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and hot reservoir source T2 = 300K, respectively. Presented in Fig 6.7, the results of Monte-

Carlo simulation demonstrates that the steady-state velocity distribution is apparently not

thermal described by 6.14. While the peak of the distribution closely resembles thermal

distribution at T1, the fat shoulder of the distribution indicates large velocity jump due to

occasional collisions with hot reservoir.

Another way to illustrate the strangeness of this non-equlibrium system is to consider

the average kinetic energy Ti at steady state. To calculate Ti, one might be tempted to write

the change of ion’s energy
dTi
dt

as the simple sum of heat exchange with two reservoirs,

d

dt
Ti = Γ1(T1 − T ) + Γ2(T2 − T ) (6.15)

with the steady state temperature found by setting
dTi
dt

equal to zero, yielding Ti ≈ 3K.

However, the average kinetic energy found from Monte-Carlo simulation is 30K, almost one

order of magnitude higher!

To fully understand the kinetics of such system, we have initiated a collaboration of UCLA

physics professor Robin Bruinsma. Our strategy is to begin with the master equation, and

apply the Kramers-Moyal-van-Kampen expansion [133].
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Figure 6.7: Velocity distribution of a single ion in contact with two reservoirs at T1 = 5mK

and T2 = 300K with collision frequency ratio Γ1/Γ2 = 100.
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APPENDIX A

Numerical simulation procedures

We perform two types of Monte Carlo simulations to verify the analytical theory. Their

simulation details are described below respectively.

A.1 Type I

In Type I simulation, Eq. 2.5 is integrated numerically with fixed time step ∆t using Pro-

toMol software [100], where ∆t is chosen to be much smaller than the rf period Ω−1. Elastic

cross-sections σel are used in every collision. The simulation consists of following four steps,

1. The single ion is initialized at origin and zero velocity, i.e. r0 = 0, and v0 = 0. The

simulation step index N is set to 0.

2. Ion’s new position rN+1 and velocity vN+1 at the next step N + 1 are calculated by

leapfrog integration of Eq. 2.5.

3. To determine if a collision should happen during ∆t, an ultracold atom is generated

with velocity vn sampled from thermal distribution characterized by Wn. The associ-

ated collision rate Γ is given by ρσel|vrel|, where ρ is the density of ultracold atoms,

vrel is the relative velocity, and σel depends implicitly on the collision energy µ
2
vrel

2 in

the center-of-mass frame. A collision happens during ∆t if 1− exp(−Γ∆t) < d, where

d is the value of a random dice uniformly distributed in [0, 1]. If this is true, simulation

then proceeds to S4, otherwise to S2.

4. Ion’s velocity after the collision is updated according to Eq. 3.5. The rotation matrix

R is specified by polar angle θ and azimuthal angle φ, defined with respect to vrel. θ is
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sampled from the probability distribution function dσel
dθ

sin θ defined on [0, π], and φ is

sampled from uniform distribution on [0, 2π]. Simulation then loops back to S2, until

the prescribed number of collisions have been reached.

A.2 Type II

In Type II simulation, Langevin cross-section σL are used instead in collisions. The collision

rate Γ thus does not depend on collision energy, allowing for a much faster integration method

based on transfer matrix similar to [6]. The simulation consists of following four steps,

1. Same as S1 in Type I simulation, the single ion is initialized at origin and zero velocity.

However, a series of collision time τj(j = 1, 2, 3, · · · ) are pre-determined, which follows

Poisson distribution with average interval equal to Γ−1.

2. Ion’s new coordinate Pi+1 = [xi, vi,x, yi+1, vi+1,y, zi+1, vi+1,z]
T at τ = τi+1 are obtained

by multiplying the transfer matrix M(τi+1, τi) to Pi. To be more specific, the transfer

matrix M consists of three 2× 2 submatrices,

M =


Mx 0 0

0 My 0

0 0 Mz

 (A.1)

where each submatrix Mj (j = x, y, z) is given by

Mj(τ2, τ1) =
1

w0,j

cj(τ2)ṡj(τ1)− sj(τ2)ċj(τ1) −cj(τ2)sj(τ1) + sj(τ2)cj(τ1)

ċj(τ2)ṡj(τ1)− ṡj(τ2)ċj(τ1) −ċj(τ2)sj(τ1) + ṡj(τ2)cj(τ1)

 (A.2)

3. Collisions further modify ion’s velocity according to Eq. 3.5, where R now represents

rotation with equal probability into 4π solid angle. Simulation then loops back to S2,

until the prescribed number of collisions have been reached.
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APPENDIX B

Experimental/Numerical/Simulation Method

B.1 ln Λ and Chandreshakar-Spitzer Self-Collision Rate

Suppose a “test” ion is initially injected into a plasma with velocity v. For each collision

with a “field ion” in the plasma located at impact parameter b, under the approximation of

small-angle scattering, some transverse momentum

∆p⊥ =
e2

2πε0vb
(B.1)

is imparted to the “test” ion. As the “test” ion moves in the plasma, successive random

collisions cause momentum diffusion in the transverse direction. The mean square value of

the total transverse momentum ∆p⊥, after flight time t, is thus the sum of mean square

value of transverse momentum ∆p⊥,i for ith collision,

〈∆p2
⊥〉 = 〈(

∑
i

∆p⊥,i)
2〉 =

∑
i

∆p2
⊥,i (B.2)

which is equal to the number of “field ions” in each cylindrical shell of radius b and length

vt, integrated over b,

〈∆p2
⊥〉 =

∫ b+

b−

(
e2

2πε0vb

)2

2πbdb · vt · ρ

=
ρe4 ln Λ

2πε20v
t

(B.3)

where ρ is the ion density, b−,+ are the lower and upper impact parameter cut-off, and

ln Λ = ln(b+/b−) is the Coulomb logarithm. The appropriate value of b− and b+ is mentioned

in the introduction.

The “self-collision” rate γ is introduced by Chandreshakar and Spitzer in Ref. [84], whose

inverse γ−1 characterizes the amount of time for the
√
〈∆p2

⊥〉 to become equal to mv.
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Under the assumption of Maxwell-Boltzmann velocity distribution, v =
√

3kBT/m, and one

obtains,

γ =
ρe4 ln Λ

2πε20
√
m(3kBT )3/2

(B.4)

B.2 Ion-Ion Heating Through Micromotion Interruption

Similar to the approach in Chapter 2, the average effect of ion-ion collision on ion’s energy

W can be derived, except that now the sum of both ion’s energy should be considered.

Different from ion-neutral collision, upon averaging over the rf-phase and the ensemble, ion-

ion collision always leads to heating. For simplicity, let’s first consider 1D collisions, and

rewrite Eq 3.6. in the following matrix form.

W =
m

2
PTNP (B.5)

where ion’s phase-space coordinate P is a column vector, i.e. P = [x, v]T, N is a 2×2 matrix

given by

N =
ċ2

w2
0

 ċ2 + ṡ2 −cċ− sṡ

−cċ− sṡ c2 + s2

 (B.6)

As in Chapter 2, the bar denotes the time average.

Now suppose two identical ions a and b initially on their own Mathieu trajectories Pa

and Pb. The total energy of the system before the collision is

W =
m

2
PT
aNPa +

m

2
PT
b NPb (B.7)

By introducing the center-of-mass and relative coordinates

PCOM =
1

2
(Pa + Pb) ≡

[
xCOM, vCOM

]T
p = Pa −Pb ≡

[
x, v
]T (B.8)

the total kinetic energy is separated into two parts,

W =
2m

2
PT

COMNPCOM +
m/2

2
pTNp (B.9)
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At time τC , a Coulomb collision occurs which changes the Pa and Pb into P′a and P′b.

The center-of-mass part of kinetic energy in Eq. (B.9) remains unchanged as a result of

conservation of momentum and assumption that average position of two ions barely moves

during the collision. Therefore, the energy change is solely from the relative position and

velocity,

∆W =
m/2

2
p′TNp′ − m/2

2
pTNp (B.10)

In the center-of-mass frame, collision flips the sign of the relative velocity, but does not

change the relative position,

x′ = x v′ = −v (B.11)

Plugging Eq. (B.11) into Eq. (B.10), only the cross-product term xv remains,

∆W = mċ2xv
sṡ+ cċ

w2
0

∣∣∣∣
τC

(B.12)

To get an average ∆W , Eq. (B.12) needs to be averaged for all possible trajectories Pa’s

and Pb’s and all collision time τC ’s [4]. If ions’ oscillation amplitudes before the collision are

[Aa, Ba] and [Ab, Bb], then

〈∆W 〉 =
mċ2

w2
0

(
〈∆A2〉cċ(sṡ+ cċ) + 〈∆B2〉sṡ(sṡ+ cċ) + 〈∆A∆B〉(cṡ+ sċ)(sṡ+ cċ)

)
(B.13)

where ∆A = Aa − Ab, ∆B = Ba − Bb and the bracket denotes ensemble average. The last

term on the right-hand side of Eq. B.13 vanishes because the time-dependent part is an odd

function of time τC . The other two terms are related to the total kinetic energy before the

collision by

〈∆A2〉 = 〈∆B2〉 = 2〈A2〉 = 2〈B2〉 =
〈W 〉
mċ2

2w2
0

(B.14)

Plugging Eq. (B.14) into (B.13), we obtain the result in [4],

〈∆W 〉 = ε〈W 〉 (B.15)

where ε has been defined in Chapter 2. The numerical value of ε is given by Eq 3.16. If the

ions are trapped in static trap, like the confining field in z direction, εz = 0, and there would

be no ion-ion heating.
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Extending the above discussion to three-dimensional, and getting an analytical expression

for ε proves to be difficult. For one thing, N are different in three directions. In particular,

Nz is diagonal as there is no rf-field in the z direction. For another, full differential cross

section for Coulomb scattering need to be considered, making simplifications in Eq. (B.11)

non-existent in 3D. Although the numerical value of ε could be found through simulation, it

can simply be approximated by the average value of ε in all three directions,

ε3D =
1

3

∑
i

εi ≈
2

3
(1 + 2q2.24) (B.16)

B.3 Determination of ion’s initial temperature T0

After the ensemble of ions have been laser-cooled, T0 is measured by scanning the laser’s

detuning from the far red side of the cooling transition to almost zero 1. The ion’s fluorescence

follows a Voigt profile, resulting from the convolution of Doppler broadening and Lorentzian

profile,

V (δ;σ, γ) =

∫ ∞
−∞

G(δ′;σ)L(δ − δ′; γ)dδ′ (B.17)

where δ is the detuning. G(δ;σ) is the centered Gaussian profile:

G(δ;σ) =
1√
2πσ

exp

(
− δ2

2σ2

)
(B.18)

σ(T0) =
√

kBT0
mc2

νYb+ and νYb+ is ion’s center transition frequency. L(δ, γ) is the centered

Lorentzian profile

L(δ; γ) =
1

π

γ

δ2 + γ2
(B.19)

where γ =
√

1 + sγYb+ is power-broadened linewidth. γYb+ is ion’s natural linewidth, s =

I/IYb+ is the transition saturation parameter, I and IYb+ are laser’s intensity at the location

of ion cloud and ion’s saturation intensity. The value of νYb+ , IYb+ , γYb+ are given in Tab.

B.1. T0 is found from the optimal value of σ(T0) that fits the V (δ;σ, γ) to ion’s fluorescence

profile.

1Blue detuning causes rapid heating of ion.
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Physical Quantity Meaning Value

νYb+ Center transition frequency 369.5 nm

IYb+ Saturation intensity 60 mW · cm−2

γYb+ Natural linewidth 20 MHz

Table B.1: Physical property of 174Yb+

B.4 Determination of the number of ions N

The number of 174Yb+ ions, N , is proportional to the photo multiplier voltage Vp at zero

detuning δ = 0,

Vp = Nβ174ρeeγ174Yb+GeηΩTR (B.20)

where ρee is the average fraction of ion’s population on the excited state, given by

ρee =
Γ
√

1 + s

2

s

2(1 + s)
V (0;σ, γ) (B.21)

The value of various experimental parameters in Eq. B.20 are given in Tab. B.2.

Physical Quantity Meaning Value

β174
174Yb+ isotope abundance 31.8 %

G PMT Gain 107

e Charge of an electron 1.6× 10−19C

η PMT quantum efficienty 30 %

Ω Solid angle fraction for photon collection 0.12

T Optical transmission for λ = nm 0.27

R Terminal Resistance 50 Ω

Table B.2: Experimental parameters
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B.5 Determination of ion’s temperature T (t)

As ion’s temperature increases due to micro-motion interruption (see Appendix), ion’s fluo-

rescence changes, as the combined result of a broadened Doppler profile, and reduced overlap

between the ion cloud and cooling laser. To account for these two effects, we make the fol-

lowing assumptions:

1. The laser beam has a Gaussian intensity profile centered at the trap center,

I(r, z) = I0 exp

(
− 2r2

w2(z)

)(
w0

w(z)

)2

(B.22)

where w(z) = w0

√
1 + z2

z2R
and zR =

πw2
0

λ
. Because the size of ion cloud along the z

direction is typically smaller than zR of the laser beam, w(z) can be assumed to be

constant and equal to w0, which simplifies Eq. B.22 to

I(r) = I0 exp

(
−2r2

w2
0

)
(B.23)

2. Ion cloud is aligned with the trap center. Ion’s density ρ(r;T ) is described by Eq. 4.4,

namely for T < Tp, ion’s density is saturated at ρmax, and

ρ(r, T ) = ρ0 exp(−mω
2
rr

2

2kBT
) (B.24)

for T > Tp, where wr is the ion’s secular frequency in the radial direction.

Then ion’s fluorescence F (t) at time t is proportional to the product of density and Voigt

profile integrated along the radial direction,

F (δ, t) ∝
∫ ∞

0

V (δ;σ(T ), γ(I(r)))ρ(r;T )2πrdr (B.25)

The dependence of σ, γ on T (t) is written out explicitly. The exact proportionality factor is

not relevant, because experimentally the ratio of fluorescence

x =
F (δ, t)

F (δ, 0)
(B.26)

is measured, from which T (t) can be solved numerically.
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A minimum of 10% experimental uncertainty is assigned to the fluorescence ratio, to

reflect the noisy nature of measurement. As presented in Fig. 4.1 in the manuscript, close

to the phase transition, this method yields a temperature which depends sensitively on the

fluorescence ratio. Therefore, a 90% threshold value of fluorescence ratio is compared with

each time, above which the temperature is simply set to the initial Tsec.
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APPENDIX C

ProtoMol Manual

C.1 Introduction

ProtoMol is an “object-oriented, component based, framework for molecular dynamics

(MD) simulations”. Written in C++, ProtoMol can simulate classical mechanical systems

with very high accuracy and efficiency. For a detailed review of ProtoMol, see Ref [100].

In the remainder of this manual, we first explain the ProtoMol installation process, then

we detail the usage of ProtoMol and its add-ons. At last, we describe the processing of

writing customized add-ons for future simulation studies.

C.2 Obtaining ProtoMol

ProtoMol is an open-source and cross-platform software hosted at SourceForge. Con-

siderable modifications have been added for simulations in this dissertation, so it is highly

recommended to have the modified version to start with, which can be found at github

https://github.com/kuangchen/ProtoMol. Any git tool should be able to clone

this online repository into local copies.

C.3 Compiling ProtoMol

To compile modified ProtoMol, a C++ compiler compatible with C++11 standard is

needed. Modified ProtoMol also depends on two external library, Lua v5.2 and HDF5

v1.8.10, which can be found in the package repository (for Linux system) or downloaded
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online (for Windows system) at the following URL,

• Lua http://code.google.com/p/luaforwindows/

• HDF5 http://www.hdfgroup.org/HDF5/release/obtain5.html

The compilation and installation process is automated by CMake tool. On Linux sys-

tem, installation is accomplished by the following commands,

1 # Remove previous CMakeCache and CMakeFiles folder

rm -rf CMakeCache.txt CMakeFiles

# Turn on build_lapack switch and set the build_lapack_type to lapack

cmake -DBUILD_LAPACK=ON -DBUILD_LAPACK_TYPE=lapack

# Tell cmake to generate Makefiles

cmake .

# Install ProtoMol into system folder

11 sudo make install

The basic usage of CMake is documented at http://www.cmake.org/cmake/help/

documentation.html. To toggle other build switches (cluster computing, · · · ), see

CMakeLists.txt for detail.

C.4 Basic Usage

To start a simulation a user needs to provide a configuration file (in plain text) that defines

simulation initial conditions, integrator, outputs, and other properties of simulation. These

entries are organized in the format of self-explanatory “keyword - value” pairs. The defini-

tion of integrators and forces have their own special syntax. A sample configuration file is

presented below, with the meaning of each entry explained in the comment line. To see a

full list of keywords, please see Ref [100, 134].
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# Number of steps in simulation

numsteps 100000000

# The number assigned to the first step

firststep 0

# Random Number seed

seed 11

9

# Initial temperature of particles

temperature 1e4

# Simulation cell size

cellsize 5000000

# Boundary Conditions

boundaryConditions vacuum

19 # Cell Manager

cellManager Cubic

exclude none

# Initial position and velocitiy definition

posfile ion_neutral_cooling_ini_pos_32.xyz

psffile ion_neutral_cooling_32.psf

# Par file definition

parfile ion_neutral_cooling.par

29

# Output Setting

outputfreq 10000

# Add IonSnapshot as the output

IonSnapshot ss.lua
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# Integrator Setting

integrator {

# 0th level integrator

39 level 0 LeapfrogBufferGas {

timestep 1e8

filename buffer_gas.lua

# Add Coulomb force between ions

force Coulomb

-algorithm NonbondedSimpleFull

# Add ion trap force

force LQT

49 -lqt_filename trap.lua

}

}

C.5 Using ProtoMol Add-Ons

A set of new forces, integrators and outputs have been added specifically to simulate ion

trap dynamics, whose usage are detailed below.

C.5.1 New Forces

Rf-trapping force

Rf-trapping force is defined with the following syntax,

force LQT

-lqt_filename your_file
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where LQT is the name of the force, and the argument of -lqt filename, i.e. -your file

is a Lua file that defines an ion trap.

The trap definition declares a variable named trap, a Lua table that contains the mass

of the ion in the trap, the physical dimensions of the trap and the trap voltage. A sample

trap definition file is given below, where the meanings of each filed are the same as in Eq.

2.2 and their units are given in the comment.

trap = {

m = 173, -- AMU

r0 = 12e-3, -- m

z0 = 21.5e-3, -- m

v_rf = 175/2, -- V (Note arithmetic operations can be done in Lua file)

v_ec = 10, -- V

eta = 0.1275, -- 1

8 omega = 300e3 -- Hz

}

Harmonic static trapping force

The harmonic static trap is introduced to simulate ion dynamics under the secular approxi-

mation, in which ions are confined by a harmonic potential with the trapping frequency equal

to ion’s secular frequency. Harmonic trapping force is defined with the following syntax,

1 force HarmonicTrapForce

-ht_def your_file

where HarmonicTrapForce is the name of the force, and the argment of -ht filename,

i.e. -your file is a Lua file that defines an harmonic trapping force.

The trap definition declares a variable trap, a Lua table that contains a single field

freq, which in turn contains three fields x, y, z. A sample trap definition file is given

below,
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trap = {

freq = { x = 39.63e3 * 2 * 3.14159,

y = 39.63e3 * 2 * 3.14159,

z = 39.63e3 * 2 * 3.14159

}

}

The meanings and units of these fields are given in the following Tab. C.1.

Field Unit Meaning

trap.freq.{x,y,z} Hz ωx,y,z as defined in V = 1
2
(ω2

xx
2 + ω2

yy
2 + ω2

zz
2)

Table C.1: Harmonic trap definition syntax.

Damping force

The damping force, i.e. F = −bv, is introduced to emulate the laser-cooling force, which

quickly removes ions’ kinetic energy, and cause the ions to form Coulomb crystal. Damping

force is defined with the following syntax,

force DampingForce

-damping_def your_file

where DampingForce is the name of the force, and the argment of -damping def, i.e.

-your file is a Lua file that defines a damping force.

The trap definition declares a variable damping that contains the damping magnitude,

and when the damping is on. A sample damping definition file is given below,

damping = {

coeff = 3e-22,

t_start = -1,
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t_end = 0.01

}

The meanings and units of the fields in the damping table are given in Tab. C.2.

Field Unit Meaning

coeff ? damping coefficient b, defined by F = −bv

t start s start time. Laser is on only when t start ≤ t ≤ t end.

t end s end time

Table C.2: Damping force definition file

C.5.2 New Integrators

Buffer-gas Leapfrog Integrator V2

A leapfrog integrator is introduced to simulate random collisions with ultracold neutral

atoms. It is defined with the following syntax,

level X LeapFrogBufferGas2 {

timestep 1e8

filename your_file

}

where LeapFrogBufferGas2 is the name of the integrator, and the argument of filename,

i.e.your file is a Lua file that defines the buffer gas integrator, by declaring a table vari-

able neutral. A sample buffer-gas leapfrog integrator definition file is given below

neutral = {

mass = 40,

polarizability = 50,

temperature = 5e-3,
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density = 1e16

6 }

The meanings and units of the fields in the neutral table are given in Tab. C.3

Field Unit Meaning

mass AMU Mass of neutral atom

polarizability 1024cm3 Polarizability of neutral atom

temperature K Temperature of neutral atom

density m3 Density of neutral atom

Table C.3: Buffer-gas leapfrog integrator definition file

C.5.3 New output

Ion Snapshot

At each simulation time step, ions’ positions and velocities form a frame. A consecutive series

of frames form a snapshot. For analysis at a later time, an end user might want to record

an array of snapshots starting at different time ti (i = 1, 2, 3, · · · ) during the simulation, and

for simplify, let’s suppose every snapshot contains the same number of frames. It is defined

with the following syntax,

IonSnapshot your_file

where your file is a Lua file that defines the ion snapshots.

The IonSnapshot definition declares a table variable ss that contains the number of

snapshots, and frames in each snapshot. A sample IonSnapshot definition is given below,

start_time = {}
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for i=1, 50 do

start_time[i] = (i-1) * 2e-2

end

ss = {

num_frame = 250,

start = start_time

10 dir = ./

}

Ion Snapshot syntax

The meanings and units of the fields in the ss table are given in Tab. C.4

Field Type Unit Meaning

num frame integer 1 Nf , if set to -1, thenNf is set to number

of steps in the longest secular periods in

x, y, z three directions

start table sec ti, i.e. the start time of each snapshot

dir string N/A The name of directory where snapshot

files are stored

Table C.4: Snapshot Definition

All the snapshot files are stored under the same directory, specified by the dir keywords

in the definition file. They are named by the pattern snapshot i.hd5, where i ranges from 0

to Ns − 1.

The snapshot files are stored in HDF5 format, for its compact size and support by ma-

jor programming languages, including C/C++/Python/Matlab. For an overview of HDF5

file, visit its official website at http://www.hdfgroup.org/HDF5/. Shown in Fig. C.2,

every HDF5 file has a hierachical data structure, similar to the file system in an operating

system. In addition to Nf consecutive frames, a config header is also included which con-
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dir

snapshot 0.hd5

snapshot 1.hd5

...

snapshot (Ns − 1).hd5

Figure C.1: Directory structure of snapshot output.

sists of auxillary information intended to make the snapshot file self-inclusive. The meanings

of various fields in config is explained in Fig. C.5.

/

config

start

fps

numFrame

numAtom

numFrameperMM

frame0

x1, y1, z1, vx,1, vy,1, vz,1

x2, y2, z2, vx,2, vy,2, vz,2

...

xn, yn, zn, vx,n, vy,n, vz,n

frame1

x1, y1, z1, vx,1, vy,1, vz,1

x2, y2, z2, vx,2, vy,2, vz,2

...

xn, yn, zn, vx,n, vy,n, vz,n

frame2

...

frameN

Figure C.2: File structure of each snapshot file
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Field Type Unit Meaning

start float s Start time of the snapshot

fps integer 1 Number of frames per second

numFrames integer 1 Number of frames in the snapshot

numAtoms integer 1 Number of atoms in the simulation

numFrameperMM integer 1 Number of frames in one micromotion

period

Table C.5: Snapshot config header

C.6 Writing ProtoMol Add-Ons

ProtoMol makes use of object-oriented programming language, and it has been carefully

designed to ensure extensibility for new model encapsulation. How to add new modules to

ProtoMol is beyond the scope of this thesis. For interested readers, it is recommended to

read Ref. [135], combined with the newest ProtoMol source code to
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