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# ABSTRACT OF THE DISSERTATION <br> Reject Local Bases, Embrace Entanglement Features 

by

Ahmed Ali Akhtar<br>Doctor of Philosophy in Physics<br>University of California San Diego, 2023<br>Professor Yi-Zhuang You, Chair

The nonlocality of quantum information is an intrinsic consequence of the interactions in many-body systems. Quantifying it can reveal how information between parties propogates across space and time, but in general it is hard to keep track of the exponentially-large set of bipartite entanglement data. In this dissertation, we exploit statistic symmetries about local-basis invariant ensembles to efficiently characterize the bipartite entanglement data in the form of the average purity, or entanglement features. We are able to systematically study the entanglement features of a variety of locally-scrambled ensembles, and determine their entanglement velocities, volume-law coefficients, butterfly velocities, etc. Next, we propose a two-parameter, bond dimension two, matrix-product state ansatz for characterizing the full, multiregion entanglement
data of typical locally-scrambled state ensembles. We are able to compare this two-parameter ansatz to a variety of different models and show that it performs well at capturing the full evolution from product to Page state. We also study the meaning of the parameters physically and how they determine different aspects of the multiregion entanglement. Next, we adapt these techniques to classical shadow tomography, where the goal is to construct efficient, classical approximations of quantum states. We show that the reconstruction map is solely a function of the entanglement features of the snapshot state ensemble and we utilize our efficient description of the entanglement data to perform shallow circuit tomography scalably and flexibly. We show that shallow circuit tomography can perform better than Pauli or Clifford measurements for predicting quasi-local operators. We also demonstrate how shallow circuit tomography can serve as a more feasible alternative to Clifford measurements for fidelity estimation, a desirable task on current quantum devices. Lastly, we study the interplay between measurements and entanglement generating unitaries by studying the entanglement features of classical snapshot states produced from hybrid circuits, and show that such schemes are optimal at the phase transition in the purity.

## Chapter 1

## Primer on Entanglement, Measurement, and Randomness

Much of this disseratation revolves around three recurring themes: entanglement, measurements, and randomness. Therefore, in this chapter, we will introduce some of the core concepts and technical machinery related to these concepts, focusing specifically on how they will be applied in the following chapters. All three of these concepts come together when we discuss an efficient prediction scheme based on forming classical estimators of quantum states.

The profound ramifications of quantum entanglement have been explored at least as early as 1935, when Einstein, Podolsky, and Rosen (EPR) took to answering the question, "Can Quantum-Mechanical Description of Physical Reality be Considered Complete ${ }^{1}$ ?" The crux of their argument rests on the existence of non-factorizable states in a tensor product Hilbert space, and goes as follows: consider a pair of maximally entangled particles (e.g. in a Bell-pair state) separated at a very large distance. If property $Q$ of particle $A$ is measured at time $t_{0}$, the state w.r.t. $Q$ of the particle $B$ must be determined at all times $t>t_{0}$. This implies the existence of a so-called "element of reality" associated to particle $B$, and by locality, this element of reality must have a well-defined value for $Q$ for times $t<t_{0}$. Since quantum mechanics does not admit a description of this hidden variable prior to $t_{0}$, it must be an incomplete theory [56]. Decades later,

[^0]Bell went on to show that while one could construct local, hidden variable theories to reproduce the singlet correlations in the EPR paradox, no local, hidden variable theory could reproduce the correlations of measurements along arbitrary axes that are predicted by quantum mechanics and verified in experiment [18]. In other words, the non-locality of quantum information, i.e. entanglement, is an intrinsic feature of the real world, not a bug.

Nevertheless, as entanglement is a major source of confusion for physicists committed to a classical description of reality, so too is measurement. Although incorporating the non-linear collapse of the wavefunction into the formalism of quantum mechanics, via e.g. positive-operator valued measurement operators, is clunky, it works. Still, the philosophical ramifications has spawned various fascinating interpretations of quantum mechanics such as the Everettian view, which asserts that every measurement signifies a branching point of different universes [217]. Measurement plays an important role in the EPR paradox as well: one of the premises is that being measurable is closely tied to something being a real or physical [190]. Measurement is also interesting because, when performed locally, it tends to disentangle degrees of freedom. This is in contrast to generic time evolution, which due to interactions tends to generate entanglement between nearby degrees of freedom. The competition between measurement and entanglementgenerating unitaries will be an important theme in this disseratation.

That leaves randomness. At the heart of all physics is randomness. It is baked into quantum uncertainty, the essential randomness of a wavefunction. Frequently, one voluntarily introduces randomness into a quantum system to study the generic, basis-independent, or universal properties of a family of systems. Far from being obfuscating, it may be injected to simplify the physics by erasing or "averaging-out" the irrelevant information, and has been utilized to study the universal dynamical behavior of entanglement [37, 127, 154, 216, 243]. In this chapter, we'll learn how to average over random unitaries and apply that to the study of purity dynamics. Before doing that, we'll need a brief primer on what entanglement is all about.

Let us establish some notational practices that will be followed in this thesis:

- We follow bra-ket notation i.e. states are denoted $|\psi\rangle$ and their adjoint $\langle\psi|$; inner-products are written as $\langle\psi \mid \phi\rangle$; norms, e.g. $\langle\psi \mid \psi\rangle$, are denoted with double-bars $\||\psi\rangle \|^{2}$; etc.
- Recurring symbols:
- $\mathscr{H}$ - Hilbert space.
- $N$ - number of qudits.
- $d$ - qudit dimension. For qubits, $d=2$.
- $\Omega$ - refers to lattice of qudits, or the set of qudits $\{1 \ldots N\}$. Capital english letters refer to subsets $A, B, C \subset \Omega$.
- $S$ - entanglement measure.
- $X, Y, Z$ denote the Pauli matrices. Pauli strings are denoted the symbol $P$. The subscript $i$, e.g. $X_{i}, P_{i}$, denotes a Pauli matrix at site $i$.
- Renyi-entropies are denoted as $S^{(n)}$. Entanglement-entropy is denoted as $S^{(1)}$. The symbol $S$ without any super-script denotes a general, unspecified entanglement measure.
- Purity is denoted with a capital " $W$ ", whereas Pauli weight is generally denoted with a lowercase " $w$ ". These quantities are related by a local basis transformation. For entanglement features, the symbol $\sigma$ usually refers to an element of the permutation group $S_{2}$, whereas $\sigma$ in the context of classical shadow tomography refers to a snapshot state.


### 1.1 An brief introduction to entanglement in many-body systems

Evidently, entanglement characterizes how quantum information is shared between different parties. When a pure state $|\psi\rangle$ can be factored between two parties $A$ and $B$ s.t. $|\psi\rangle=|\chi\rangle_{A}|\chi\rangle_{B}$, measuring $A$ tells you nothing about the $B$ (and vice versa). In this situation, we say the state is a product state, and the two parties don't share any quantum information. On
the other hand, when the wavefunction cannot be factored between parties s.t. $|\psi\rangle \neq|\chi\rangle_{A}|\chi\rangle_{B}$, measuring $A$ should in principle tell you something about $B$; namely, the information that is shared between the two. One way to think about the "factorizability" of a wavefunction $|\psi\rangle \in \mathscr{H}$ on a product space $\mathscr{H}=\mathscr{H}_{A} \otimes \mathscr{H}_{B}$ is by considering its Schmidt decomposition between the factor spaces $\mathscr{H}_{A}$ and $\mathscr{H}_{B}$. Given a bipartition $A, B$ of the full system (e.g. $A, B$ could be complementary subsets of qubits situated on a lattice ), and $|\psi\rangle \in \mathscr{H} \cong \mathscr{H}_{A} \otimes \mathscr{H}_{B}$, we may decompose $|\psi\rangle$ as a sum over $m=\min \left(\operatorname{dim} \mathscr{H}_{A}, \operatorname{dim} \mathscr{H}_{B}\right)$ disentangled basis states,

$$
\begin{equation*}
|\psi\rangle=\sum_{i=1}^{m} \alpha_{i}\left|u_{i}\right\rangle_{A}\left|v_{i}\right\rangle_{B} \tag{1.1}
\end{equation*}
$$

where $\mathscr{B}_{A}=\left\{\left|u_{1}\right\rangle_{A}, \ldots,\left|u_{m}\right\rangle_{A}\right\}$ and $\mathscr{B}_{B}=\left\{\left|v_{1}\right\rangle_{B}, \ldots,\left|v_{m}\right\rangle_{B}\right\}$ are orthonormal basis kets on $\mathscr{H}_{A}$ and $\mathscr{H}_{B}$, respectively. The Schmidt decomposition may be derived using the Singular-Value Decomposition of the state viewed as a matrix [195]. The Schmidt coefficients $\left\{\alpha_{i}\right\}_{i=1 \ldots m}$ are non-negative, ordered, real numbers: $\alpha_{1} \geq \alpha_{2} \geq \ldots \geq 0$. Furthermore, their squares $\left\{\alpha_{i}^{2}\right\}_{i=1 \ldots m}$ form the diagonal elements of $\rho_{A}\left(\rho_{B}\right)$ in the $\mathscr{B}_{A}\left(\mathscr{B}_{B}\right)$ basis. Therefore, they are constrained by the normalization of $|\psi\rangle$ to satisfy $\sum_{i}^{m} \alpha_{i}^{2}=1$. This decomposition is unique up to phase changes in the basis states, which in principle could be highly entangled within their respective regions.

From the Schmidt decomposition, we see that $|\psi\rangle$ is a product state, i.e. disentangled, if and only if $\alpha_{1}=1$. We also see that "spreading out" the Schmidt weights $\alpha_{i}^{2}$ makes the state less "factorizable" or more entangled. For the Bell pair states, the weight is equally distributed over all Schmidt coefficients, $\alpha_{1}=\alpha_{2}=1 / \sqrt{2}$. These states must have the maximal entanglement since measuring a one qubit tells you everything about both qubits i.e. they mutually share two bits of information. This suggests that the entanglement could be characterized by the entropy of the Schmidt weights $\alpha_{i}^{2}$ viewed as probabilities, and motivates the definition of the Renyi entanglement-entropies[151] $S^{(n)}(A)$ :

$$
\begin{equation*}
S^{(n)}(A):=\frac{1}{1-n} \log \left(\operatorname{Tr} \rho_{A}^{n}\right) \tag{1.2}
\end{equation*}
$$

It is easy to check that $S^{(n)}(A)=H_{n}\left(p_{A}\right)$ where $H_{n}$ is the classical Renyi entropy of order $n$ and $p_{A}$ are the diagonal elements of $\rho_{A}$ in the Schmidt basis, which can be viewed as a probability distribution due to the normalization of the Schmidt weights, $\left(p_{A}\right)_{i}=\alpha_{i}^{2}$. Equation 1.2 seems ill-defined at $n=1$, but it reduces to the Von-Neumann entanglement-entropy by taking the limit $n \rightarrow 1$ and using L'hopital's rule. ${ }^{2}$

$$
\begin{equation*}
S^{(1)}(A):=\lim _{n \rightarrow 1} S^{(n)}(A):=-\lim _{n \rightarrow 1} \frac{\operatorname{Tr} \rho_{A}^{n} \log \left(\rho_{A}\right)}{\operatorname{Tr} \rho_{A}^{n}}=-\operatorname{Tr}\left(\rho_{A} \log \rho_{A}\right) . \tag{1.3}
\end{equation*}
$$

In Fig. 1.1, we consider the ( $\log 2$ normalized) Renyi entropy for a two-qubit system $S^{(n)}(A)$, where the subsystem $A$ is one of the qubits, in terms of first Schmidt coefficient $\alpha$. The first Schmidt coefficient uniquely characterizes the entropy because by state normalization the second Schmidt coefficient must be $1-\alpha$. When $\rho_{A}$ is pure state, it is a projector onto the wavefunction and therefore has one non-trivial, unital eigenvalue. This situation corresponds to $\alpha=0$ or 1 . Since a pure quantum state is a complete description of a system, pure states cannot share any information with their environment, so our measure of entanglement must vanish when $\alpha=0,1$. The simplest measure of entanglement would be 0 if $\rho_{A}$ is pure, and 1 if it is mixed-this is precisely the zeroeth Renyi entropy. The next Renyi entropy, $n=1$, is the average of the log Schmidt weights. The second Renyi entropy, $S^{(2)}(A)$, also characterizes how mixed the reduced density matrix is, and is of particular interest because it only depends on the second moment of the $\rho_{A}$, meaning that it can be treated much more easily analytically. In this thesis, we will focus predominantly on the second Renyi entropy or its exponential, $W^{(2)}(A)=\exp \left(-S^{(2)}(A)\right)$, denoted the purity.

The Renyi and entanglement-entropy satisfy a number of different properties that make them amenable to our intuition about entanglement. For example, both Renyi and Von Neumann entropy are additive for products of independent states i.e. $S^{(n)}\left(\rho_{A} \otimes \rho_{B}\right)=S^{(n)}\left(\rho_{A}\right)+S^{(n)}\left(\rho_{B}\right)$. Intuitively, the entanglement of producted states should simply add together, because there is
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Figure 1.1. We plot the $\log 2$ normalized Renyi entropy of a two-qubit system as a function of the Schmidt weight $\alpha^{2}$. For all Renyi entropies, the entropy is zero at $\alpha=0,1$, and increases monotonically until $\alpha=1 / \sqrt{2}$, where they take value 1 , and then decreases symmetrically back to zero. The midpoint corresponds to a maximally-entangled state on the two sites, which after tracing out one of the qubits gives a maximally-mixed reduced density matrix $\rho=\mathbb{1} / 2$. The top boundary is $S^{(0)}(A)$ and the bottom boundary is $S^{(\infty)}(A)$, and the Renyi entropy decreases monotonically in $n$ for fixed $\alpha$.
no redundant information shared between the two. However, the entanglement-entropy some stronger constraints, such as strong sub-additivity [164]. In Tab. 1.1, we compare and contrast some different properties satisfied by the Renyi entropies. In the following, we will use $S^{(n)}$ to refer specifically to a Renyi entropy measure, and we will use $S$ to denote an arbitrary entanglement measure.

In condensed matter, we are interested in the physics of many-qubit systems, and so we want to extend our notions of entanglement to many-particle systems. All the physics in this disseration will take place on a lattice of $N$ qudits $\Omega=\{1 \ldots N\}$. The Hilbert space $\mathscr{H}$ is a tensor product of $N d$-dimensional Hilbert spaces $\mathscr{H}_{i} \equiv \mathbb{C}^{d}$, with $i=1 \ldots N$,

$$
\begin{equation*}
\mathscr{H}=\otimes_{i=1}^{N} \mathscr{H}_{i}, \tag{1.4}
\end{equation*}
$$

so that the overall dimension $D$ of the full Hilbert space $\mathscr{H}$ scales exponentially in the system size: $D=d^{N}$. We will often be interested in the limit where $N$ is large, because that is the setting of many condensed-matter systems; we will also frequently want to study $d=2$, which corresponds to a lattice of qubits, and also $d \rightarrow \infty$ as an analyitcally tractable limit.

Each of the $2^{N}$ sub-regions $A \subset \Omega$ has a corresponding entanglement with its complement. The entanglement of the trivial region O is always zero. Consider a simple, contiguous subregion $A$ with volume $|A|$ : in one dimension, this would be an interval; in two dimensions, a disk; in three dimensions, a sphere; and so on. In Fig. 1.2 (a), we see the depiction of a square, contiguous region in a two-dimensional lattice. We can ask: how does the entanglement of region $A$ scale with its size? In a many-body quantum system, we are free to explore the full space-time structure of the entanglement. The space-time structure of the entanglement is highly dependent on the state (or phase) under consideration. Below, we consider some examples of different kinds of entanglement one encounters in various physical settings.


Figure 1.2. (a). A square sub-region $A$ on a two-dimensional lattice. Yellow dots represent different qudits. In an area law phase, information shared between $A$ and $\bar{A}$ happens primarily through the qubits on the boundary. In this case, we say the state is short-range entangled and the $S \sim l$ where $l$ is the side-length. In a volume-law state, the entanglement scales as $S \sim l^{2}$. We say the system has long-range entanglement in this case, because qubits deep in the bulk of $A$ share information with qubits in $\bar{A}$. (b). We show the stages of entanglement scaling that one typically observes in quenched evolution: product state (green), area-law state (blue), and volume-law state (red). The $x$-axis is the size $|A|$ of a contiguous subregion $A$ in a one-dimensional system, and the $y$-axis is the entanglement of $A$. Typically, one prepares the state initially in a product state, which by construction has zero entanglement for every sub-region $A \subset \Omega$. Hence, the green line is at zero for all values of $|A|$. Then, as the system evolves, it moves through an area-law scaling for which the entanglement scales like the boundary size of $A$. In one dimension, an interval always has the same boundary size (2) irregardless of $|A|$, hence the entanglement levels off to a constant for the blue line. Finally, the entanglement scaling enters a volume-law phase, for which $S \propto|A|$. Hence the system is linear in $|A|$ for the red line.

- Product-states: A product state is a tensor product of local states $|\psi\rangle=\otimes_{i=1}^{N}\left|\psi_{i}\right\rangle$. Productstates carry no entanglement for any sub-region, $S(A)=0 \forall A \subset \Omega$, because individual
qubits share no information between themselves. Though entanglement is generically expected in quantum systems, there are nonetheless many examples of physical states which are product-states (or close to them).
- Ground states of trivial Hamiltonians, e.g. $H_{0}=-\sum_{i} X_{i}$. This Hamiltonian has ground state $|+\rangle^{\otimes N}$ where $|+\rangle$ is the +1 -eigenstate of Pauli matrix $X$.
- Initial configurations of quenched experiments. Here, one starts from a random product state and records its evolution by a chaotic Hamiltonian. Though such a state has no entanglement, it typically represents a highly-energetic, complicated superposition of eigenstates.
- Mean-field approximated states. Such states can often serve as simple approximations of the correlated eigenstates of interacting Hamiltonians.
- Area-law entangled states: These states are ubiquitious in quantum systems. Such states arise when quantum correlations are short-ranged, so that information is only shared between nearby degrees of freedom. For a given entangement cut, the enclosed sub-region $A$ only shares information with its complement $\bar{A}$ from those qubits along its boundary $\partial A$, hence $S \sim|\partial A|$. Fig. 1.2 (b) depicts area-law scaling in one dimension.
- Unique ground states of one-dimensional, gapped Hamiltonians [91]. It is widely believed that low-energy states of gapped, local Hamiltonians generically follow an area-law in any dimension. Similarly, it has been shown that any states with finite correlation length in one dimension satisfy an area law [26].
- Short-time evolved product states. For evolution generated by a gapped, local Hamiltonian, entanglement is only generated at the boundary of a cut. Likewise, any area-law states evolved by a short-depth, local unitary circuit must also satisfy an area law [221].
- Many-body localized states [161]. Area-law entanglement is an identifying feature of many-body localization, because typical thermal states will have volume-law scaling.
- All matrix-product states and their higher-dimensional equivalents, or states which are well-described by the aforementioned states [49].
- Free bosonic and fermionic models which are gapped [178].
- Quantum fields propogating in the vicinity of black holes [25]. This is closely related to the famous Bekenstein bound, which says that a black hole's entropy is proportional to its surface area.
- Generic quantum states with positive coefficients [79]. This suggests that entanglement is closely related to the sign structure of the underlying state, and motivates the definition of other measures of entanglement such as the negativity [246].
- Volume-law entangled states: Such states typically exhibit long-range correlations, which enable information to be shared deep within an entanglement region $A$ with qubits in its complement $\bar{A}$. Fig. 1.2 (b) depicts volume-law scaling in one dimension.
- In analogy with thermal, classical entropy, the entanglement entropy of a thermal Gibbs' state scales as a volume law. This can be easily shown the Hamiltonian eigenbasis.
- Quenched evolution under chaotic Hamiltonians tends to flow towards volume law configurations. Similarly, eigenstates of generic Hamiltonians at finite energy density exhibit a volume law [22, 161, 211].
- Random states on $n$ qubits generically exhibit volume law scaling, which also can be easily shown using Haar averaging techniques.

This is not a complete classification of the sorts of entanglement structure one observes in physical systems: quantum critical or gapless phenomena will exhibit scaling which is between
an area-law and volume law. For example, it is known in conformal field theories that there is logarithmic scaling of the entanglement entropy [30]. In mixed circuits where there is competition between measurement and entangling unitaries, the boundary of the area-law and volume-law phases exhibits logarithmic corrections to the the entanglement scaling [106, 112, 123, 198].

Measurements are interesting because they connect quantum systems which exhibit properties such as superposition and entanglement to the observed, marcoscopic classical world. In doing so, they distenangle a local degree of freedom of the system. Let us now briefly review how measurement works at the technical, state level.

### 1.2 The formalism of measurements

Let's recap the rules of elementary quantum mechanics in a paragraph. We can associate to any closed physical system a Hilbert space $\mathscr{H}$, and to every state of the physical system a vector $|\psi\rangle \in \mathscr{H}$. We will refer to the state of the system and its corresponding representation in $\mathscr{H}$ interchangeably. Time evolution occurs via unitary operators, i.e. $|\psi\rangle \rightarrow U|\psi\rangle$, and the generator of time translations is the Hamiltonian $H$ of the system.

$$
\begin{equation*}
H|\psi\rangle=i \partial_{t}|\psi\rangle \tag{1.5}
\end{equation*}
$$

For every physical observable (e.g. energy, momentum, position, etc.), there is a corresponding hermitian operator $O \in \mathscr{L}(\mathscr{H}), O=O^{\dagger}$. For simplicity we will again conflate the two. The eigenvalues $\lambda_{i}$ of $O$ are the allowed measurement outcomes, and the corresponding eigenvectors are $\left|\lambda_{i}\right\rangle$. The measurement postulate says that if we measure $O$, the probability of observing outcome $\lambda_{i}$ is given by $\left|\left\langle\lambda_{i} \mid \psi\right\rangle\right|^{2}$, and after measurement the state "collapses" to the corresponding eigenvector: $|\psi\rangle \rightarrow\left|\lambda_{i}\right\rangle[164,190,197,201]$.

Without doing any calcuations, one can see how local measurements should in principle reduce entanglement. If the measurement outcome was $b$ for some local observable, then in the eigenbasis of this local measurement operator, the wavefunction is $|\psi\rangle=|b\rangle \otimes \ldots$, where
... is some state supported on the remaining degrees of freedom. The measured qubit will not contribute any entanglement to any region that it is included in, and is thereby disentangled from the rest of the system.

Often, we don't have access to the full quantum system but only a subset of it. In this case, rather than being given by a vector, the state of the system is defined by a density matrix $\rho \in \mathscr{H}$. To have a proper state interpretation, the density matrix must be hermitian, have unit trace, and be positive semidefinite.

$$
\begin{equation*}
\text { (i). } \rho=\rho^{\dagger} . \quad \text { (ii). } \operatorname{Tr} \rho=1 . \quad \text { (iii). } \rho \succeq 0 \tag{1.6}
\end{equation*}
$$

It's clear that every pure state $|\psi\rangle$ can be represented as a density matrix $\rho$, via $\rho=|\psi\rangle\langle\psi|$, satisfying the three properties above. However, density matrices allow for more nuanced descriptions of physical systems, namely probabilistic ensembles of pure states e.g. $\rho=\sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|$, where $\sum_{i} p_{i}=1$. In the density matrix setting, we can revise the basic postulates of quantum mechanics, e.g. time evolution translates into $\rho \rightarrow U \rho U^{\dagger},[H, \rho]=i \partial_{t} \rho$, etc.

Similarly, measurements may be generalized in terms of collections of measurement operators $\left\{M_{m} \mid M_{m} \in \mathscr{L}(\mathscr{H})\right\}$. Here, the index $m$ refers to a particular measurement outcome. The probabilty of getting the outcome associated to $m$ is

$$
\begin{equation*}
p(m)=\operatorname{Tr}\left(M_{m}^{\dagger} M_{m} \rho\right) \tag{1.7}
\end{equation*}
$$

Here, the operator $M_{m}^{\dagger} M_{m}$ defines a positive semi-definite measure on the space of density matrices. After the measuring outcome $m$, the new state of the system is

$$
\begin{equation*}
\rho \rightarrow M_{m} \rho M_{m}^{\dagger} / \operatorname{Tr}\left(M_{m}^{\dagger} M_{m} \rho\right) \tag{1.8}
\end{equation*}
$$

The probabilities must be normalized, so that for any state $\rho$, we should have $\sum_{m} p(m)=$ $\operatorname{Tr}\left(\sum_{m} M_{m}^{\dagger} M_{m} \rho\right)=1$. From this, we get the completeness relation of the measurement operators:

$$
\begin{equation*}
\sum_{m} M_{m}^{\dagger} M_{m}=\mathbb{I} \tag{1.9}
\end{equation*}
$$

In the case of projective measurements, the measurement operators $M_{m}$ are orthogonal projectors. The idea is that any hermition operator $M$ defines an observable and a set of measurement outcomes given by the spectral decomposition of $M, M=\sum_{m} m M_{m}$ where $m$ are the eigenvalues of $M$ and $M_{m}$ is the projector onto corresponding eigenspace. Then, the probability of measuring outcome $m$ is simply $\operatorname{Tr}\left(M_{m} \rho\right)=\operatorname{Tr}\left(M_{m}^{\dagger} M_{m} \rho\right)=p(m)$, in agreement with the above generalization. Similarly, one can easily check the remaining properties are satisfied [164].

As an example, consider an arbitrary, single qubit projective measurement defined by $M=\vec{v} \cdot \vec{\sigma} \equiv v_{x} X+v_{y} Y+v_{z} Z$, where the vector $\vec{v}$ is normalized such that $\vec{v} \cdot \vec{v}=1$. The possible measurement outcomes are $m= \pm 1$ with projectors $M_{ \pm}=(\mathbb{1} \pm \vec{v} \cdot \vec{\sigma}) / 2$. We can always write the single qubit state in terms of Pauli matrices as well, with $\rho=(\mathbb{1}+\vec{u} \cdot \vec{\sigma}) / 2$, where $|\vec{u}|=\sqrt{\vec{u} \cdot \vec{u}} \leq 1$ is required to ensure the state is positive semi-definite. Then, the probability of getting any particular outcome is

$$
\begin{equation*}
p(m= \pm 1)=\frac{1}{4} \operatorname{Tr}((\mathbb{1} \pm \vec{v} \cdot \vec{\sigma})(\mathbb{1}+\vec{u} \cdot \vec{\sigma}))=\frac{1}{2}(1 \pm \vec{u} \cdot \vec{v}) . \tag{1.10}
\end{equation*}
$$

This makes sense intuitively, as when $\vec{u}=\vec{v}$, the state and observable are aligned and we can only get outcome $m=1$. On the other hand, when $\vec{u}=-\vec{v}$, we can only get outcome $m=-1$ because they are anti-aligned. The average state after measurement $\mathscr{N}(\rho)$ is given by a weighted sum based on probability of the different measurement outcomes. If we measured the state but didn't record the outcome, then this weighted average $\mathscr{N}(\rho)$ is our best description of the state of the system.

$$
\begin{equation*}
\mathscr{N}(\rho)=\sum_{m} M_{m} p(m)=\frac{1}{2}(\mathbb{1}+(\vec{u} \cdot \vec{v}) \vec{v} \cdot \vec{\sigma}) \tag{1.11}
\end{equation*}
$$

Thus, the expected state evolves by $\vec{u} \rightarrow \vec{u}^{\prime}=(\vec{v} \cdot \vec{u}) \vec{v}=\left(\vec{v} \vec{v}^{T}\right) \vec{u}$. By applying the above quantum channel repeatedly, we see that the act of measuring alone seemingly neither"collapses" the state
along the measurement axis, nor has the effect of purifying the quantum state. That is, repeatedly measuring a state won't purify the state, if we don't record the measurement outcomes. We can quantify this by studying the second Renyi entropy of the state $\rho$ under this channel,

$$
\begin{equation*}
S^{(2)}(\rho)=-\log \left(\frac{1+|\vec{u}|^{2}}{2}\right), \tag{1.12}
\end{equation*}
$$

where $S^{(2)}(\rho)=-\log \operatorname{Tr}\left(\rho^{2}\right)$. Using Eq. (1.11), the entanglement of the average state after measurement is

$$
\begin{equation*}
S^{(2)}(\mathscr{N}(\rho))=-\log \left(\frac{1+(\vec{u} \cdot \vec{v})^{2}}{2}\right) \tag{1.13}
\end{equation*}
$$

whereas the entanglement of any individual state after measurement is of course zero. There are several unintuitive observations in order. First, the formula above implies that a pure state, when subjected to the averaging channel $\mathscr{N}$, can increase $S^{(2)}$. This is quite unintuitive, and speaks to a shortcoming of the entanglement entropies in quantifying entanglement in mixed states. In this example, a single qubit passed through a single qubit quantum channel that does not depend on any external degrees of freedom, so how could it suddenly share quantum information with something else? The confusion arises because the entanglement-entropies sometimes confuse entropy with entanglement. In fact, Eq. (1.13) is precisely the entropy one would get from just the distribution of measurement outcomes $p(m= \pm 1)$.

Nevertheless, upon $\mathscr{N}$, the purity of the state $\operatorname{Tr}\left(\rho^{2}\right)$ will generically decrease i.e. become more mixed or impure. This is consistent with our intuition, since the state becomes a mixture of different pure state measurement outcomes. In fact, a totally pure state can become totally-mixed if the measurement axis is orthogonal to the polarization of the state, since in this case $\vec{u} \cdot \vec{v}=0$ so $\operatorname{Tr}\left(\mathscr{N}(\rho)^{2}\right)=1 / 2$. Furthermore, we see that the purity is not generically a markovian quantity. We can see this by choosing $\vec{u}$ to be a unit vector parallel to $\vec{v}$ in one case and orthogonal to $\vec{v}$ in another: in the first case, applying $\mathscr{N}$ doesn't affect the purity so both input and output states remain pure; in the second case, the state starts off pure and then becomes totally mixed.

In the next section, we will see how we can overcome the non-markovianness of the purity by introducing random local unitaries.

### 1.3 A random measure on the unitary group

Employing randomness can often be a useful trick for simplifying physics. This is obvious to anyone who has studied statistical mechanics, where we are often able to ignore specific details of a system in favor of statistical properties of ensembles. This is also especially useful when a particular system one wants to study is "typical" in that its properties may be calculated by instead averaging over an ensemble to which it belongs. Wigner applied this reasoning to study the energy levels of heavy atomic nuclei, which have complicated Hamiltonians of very large dimension. By assuming the Hamiltonians were typical for a random, Gaussian-distributed, hermitian matrix ensemble, he was able to determine the spectral properties of a wide range of atomic nuclei with a high degree of precision [222]. It has been conjectured that Hamiltonians whose classical counterpart is chaotic are typical e.g. their eigenvalue spectrum resembles that of a random Gaussian Unitary Ensemble (GUE) matrix [23].

The previous appraoch, highlighted by Wigner, uses "typicality" to replace a detailed object, e.g. a specific Hamiltonian, by a random sample. Then to study the properties of the detailed object, one argues that properties of it are close to the average properties of the random ensemble. Rather than starting with a specific state and assuming typicality, one could be interested in the properties of an ensemble that are independent of some irrelevant details. For example, suppose we want to study properties of an ensemble of states that is independent of local basis information. One way to accomplish that is by averaging over local bases-if we've done that properly, then we've have eliminated any local basis dependence.

To average over local basis information, we need a measure on the group of unitary matrices, $U(d)$. We will use the Haar measure, whose defining property is that it is left (or right) multiplication invariant i.e. $d U=d(U V)=d(V U)$. Using this definition, it is possible to get
a handle on how to perform averages over the unitary group. If we can calculate the moments of the Haar unitary ensemble, we should be able to average over any group function, so let us restrict ourselves to evaluating integrals of the form

$$
\begin{equation*}
\mathbb{E}_{k}[X]:=\int d U U^{\otimes k} X\left(U^{\dagger}\right)^{k} \tag{1.14}
\end{equation*}
$$

where $X \in \mathscr{L}\left(\left(\mathbb{C}^{d}\right)^{\otimes k}\right)$. Since $\mathbb{E}_{k}[X]$ commutes with $V^{\otimes k}$ for $V \in U(d)$, as a consequence of Schur Weyl duality, it should be possible to expand $\mathbb{E}_{k}[X]$ in terms of permutation group elements $\sigma \in S_{k}$. We will use this fact in the derivation of the Weingarten functions. Let us determine the form of the map $\mathbb{E}_{k}$ for each $k$ :

- $\mathbf{k}=\mathbf{1}$. Using left-multiplication symmetry, we see that $\mathbb{E}_{1}[X]$ commutes with every unitary,

$$
\begin{equation*}
V \mathbb{E}_{1}[X] V^{\dagger}=\int d U(V U) X(V U)^{\dagger}=\int d U U X U^{\dagger}=\mathbb{E}_{1}[X] \tag{1.15}
\end{equation*}
$$

therefore using Schur's lemma must be proportional to the identity $\mathbb{E}_{1}[X]=c \mathbb{1}$. Since $\operatorname{Tr} \mathbb{E}_{1}[X]=\operatorname{Tr} X$, it follows that

$$
\begin{equation*}
\mathbb{E}_{1}[X]=\operatorname{Tr}(X) / d \tag{1.16}
\end{equation*}
$$

- $\mathbf{k}>\mathbf{1}$. We can expand the RHS in the permutation basis elements $\tau \in S_{k}$,

$$
\begin{equation*}
\mathbb{E}_{k}[X]=\sum_{\tau} c(k, d, X)_{\tau} \tau \tag{1.17}
\end{equation*}
$$

where the coefficients $c(k, d)_{\tau}$ can in principle depend on $k, d$ and $X$. If we now take the trace of both sides with $\sigma^{-1} \in S_{k}$, we get that

$$
\begin{equation*}
\operatorname{Tr}\left(\sigma^{-1} X\right)=\sum_{\tau} c(k, d, X)_{\tau} \operatorname{Tr}\left(\sigma^{-1} \tau\right):=\sum_{\tau} c(k, d, X)_{\tau} W_{\mathbb{1}}[\sigma, \tau] . \tag{1.18}
\end{equation*}
$$

The matrix $W_{1}[\sigma, \tau] \in \mathbb{R}^{k!\times k!}$ counts the number of cycles in $\sigma^{-1} \tau \in S_{k}$ i.e. $W_{1}[\sigma, \tau]=$ $d^{\text {num. of cycles in } \sigma^{-1} \tau}$. This matrix is only invertible for $d \geq k$, but nevertheless its MoorePenrose pseudo-inverse $W_{\mathbb{1}}^{-1}$ is always defined. The matrix elements $W_{\mathbb{1}}^{-1}[\sigma, \tau]$ of the inverse are known as the Weingarten coefficients $W g\left(\sigma^{-1} \tau\right)$ and are given in terms of $d$ and $k$, and $\sigma, \tau \in S_{k}$. The exact coefficients are given by [51]

$$
\begin{equation*}
W g(\sigma)=\frac{1}{(k!)^{2}} \sum_{\lambda} \frac{\chi^{\lambda}(1) \chi^{\lambda}(\sigma)}{s_{\lambda, d}(1)} \tag{1.19}
\end{equation*}
$$

where $\lambda$ are partitions of $k, \chi^{\lambda}$ is the corresponding character of $S_{k}$, and $s_{\lambda, d}$ is the Schur polynomial of $\lambda$. The exact formula will not be of much use to us, as we will instead take the route of deriving $W g(\sigma)$ by taking the pseudo-inverse of $W_{1}$, which is much less complicated analytically for small $k$. Putting it all together, we get

$$
\begin{equation*}
\mathbb{E}_{k}[X]:=\sum_{\sigma, \tau} \operatorname{Tr}\left(\sigma^{-1} X\right) W g\left(\sigma^{-1} \tau\right) \tau \tag{1.20}
\end{equation*}
$$

The table of the exact, analytic Weingaren coefficients for $d \geq k$ can be found up to $k=6$ in Tab. 1.2.

- $\mathbf{k}=\mathbf{2}$. As an example, let us work out the case $k=2$. There are only two elements in $S_{2}$ : the identity permutation $e=(1)(2)$ and the swap permutation $s=(12)$. The cycle matrix $W_{1}$ is then a two by two matrix with the following elements:

$$
W_{\mathbb{1}}=\left(\begin{array}{ll}
d^{2} & d  \tag{1.21}\\
d & d^{2}
\end{array}\right)=d^{2} \mathbb{1}+d X \Longrightarrow W_{\mathbb{1}}^{-1}=\frac{1}{d^{2}-1}\left(\begin{array}{cc}
1 & -\frac{1}{d} \\
-\frac{1}{d} & 1
\end{array}\right)=\frac{\mathbb{1}-X / d}{d^{2}-1}
$$

Hence the Weingarten function evaluates to $W g(e)=\frac{1}{d^{2}-1}$ and $W g(s)=\frac{-1 / d}{d^{2}-1}$. Plugging
this into Eq. (1.20), we get

$$
\begin{equation*}
\int d U U^{\otimes 2} X\left(U^{\dagger}\right)^{2}=\frac{e(\operatorname{Tr}(X)-\operatorname{Tr}(X s) / d)+s(\operatorname{Tr}(X s)-\operatorname{Tr}(X) / d)}{d^{2}-1} \tag{1.22}
\end{equation*}
$$

This expression can also be re-written in any complete operator basis $\mathscr{O}=\left\{O_{0}, \ldots O_{d^{2}-1}\right\}$. Suppose that the basis $\mathscr{O}$ is hermitian and orthonormal under the Hilbert-Schmidt norm i.e. $\operatorname{Tr}\left(O_{i} O_{j}\right)=d^{2} \delta_{i j}$. Furthermore, suppose that only one basis element has non-zero trace so that $\operatorname{Tr} O_{i}=0$ for $i>0$. This is equivalent to saying $O_{0}=\mathbb{1}$. For $d=2$, we see that the (sign-normalized) Pauli group elements satisfy these conditions as a orthonormal basis on $d=2^{n}$ dimensional Hilbert spaces. If we now view Eq. (1.22) as a superoperator, we can expand it in the operator basis $\mathscr{O}$ and analyze its components. It's clear that if $\mathbb{E}_{2}\left[O_{i} \otimes O_{j}\right] \propto \delta_{i j}$, since the traces eliminate any pair of basis elements which don't match. By the same logic, $\operatorname{Tr}\left(O_{i} \otimes O_{j} \mathbb{E}_{2}[X]\right) \propto \delta_{i j}$ as well. Therefore, there are only $\left(d^{2}\right)^{2}$ expansion coefficients for $\mathbb{E}_{2}$,

$$
\begin{equation*}
t_{O_{i}, O_{j}}^{(2)}:=\operatorname{Tr}\left(O_{i}^{\otimes 2} \mathbb{E}_{2}\left[O_{j}^{\otimes 2}\right]\right) / d^{2}=\delta_{i, 0} \delta_{j, 0}+\frac{\left(1-\delta_{i, 0}\right)\left(1-\delta_{j, 0}\right)}{d^{2}-1} \tag{1.23}
\end{equation*}
$$

Eq. (1.23) says that under a Haar unitary scrambling channel, any non-trivial basis operator is equally scrambled amongst all the others. In a qubit tensor product space, $d=2^{l}$ where $l$ is the locality of the unitary gate. In the case where we have $l=2$ qubits, the above equation says that for any non-trivial Pauli string e.g. $P=X I, Z Y, Z Z$, etc.,

$$
\begin{equation*}
\int d U U^{\otimes 2} P^{\otimes 2}\left(U^{\dagger}\right)^{2}=\frac{1}{4^{l}-1} \sum_{P^{\prime} \neq \mathbb{1} \mathbb{1}}\left(P^{\prime}\right)^{\otimes 2} \tag{1.24}
\end{equation*}
$$

Equipped with this new knowledge, let us return to the single-qubit measurement example in Sec. 1.3. Suppose we modify Eq. (1.11) so that instead of measuring along a fixed axis, we measure along a random axis on the unit 3 -sphere. We wish to understand how the channel
changes on average, and how the its second Renyi entropy is modified. We can choose as our random, projective measurement operator $M_{V}=V Z V^{\dagger}$ where $V \in U(2)$ is a single qubit unitary chosen randomly according to the Haar measure. When conjugated with this rotation, this Pauli $Z$ transforms as $S O(3)$ into a different Pauli vector $\vec{v} \cdot \vec{\sigma}$. Here, the choice of $Z$ is arbitrary and could be replaced with any other Pauli vector without loss of generality. The eigenvalues of $M_{V}=V Z V^{\dagger}$ are still $m= \pm 1$ and the orthogonal projectors are

$$
M_{ \pm}=\left(\mathbb{1} \pm M_{V}\right) / 2= \begin{cases}V|0\rangle\langle 0| V^{\dagger} & m=1  \tag{1.25}\\ V|1\rangle\langle 1| V^{\dagger} & m=-1\end{cases}
$$

Hence, the averaging channel as a function of $V$ becomes

$$
\begin{equation*}
\mathscr{N}_{V}(\rho)=\sum_{b=0,1} V|b\rangle\langle b| V^{\dagger} \operatorname{Tr}\left(\rho V|b\rangle\langle b| V^{\dagger}\right) \tag{1.26}
\end{equation*}
$$

Let's also denote the average as the measurement channel:

$$
\begin{equation*}
\mathscr{M}(\rho)=\sum_{b=0,1} \int d V V|b\rangle\langle b| V^{\dagger} \operatorname{Tr}\left(\rho V|b\rangle\langle b| V^{\dagger}\right) . \tag{1.27}
\end{equation*}
$$

The effect of $\mathscr{N}_{V}$ on average is to impurify the state i.e. reduce its purity, while not affecting its direction of polarization. To see this, we can evaluate the components of this map in the Pauli basis $\frac{1}{2} \operatorname{Tr}\left(P \mathscr{M}\left(P^{\prime}\right)\right)$ using Eq. (1.24). We see that it is diagonal in this basis, and its eigenvalues only depend on the support of its input: $\delta_{P, P^{\prime}}\left(t_{P, \mathbb{1}}^{(2)}+t_{P, Z}^{(2)}\right)$. Plugging in the result from Eq. (1.23),

$$
\mathscr{M}(P)=\left\{\begin{array}{ll}
P & P=\mathbb{1}  \tag{1.28}\\
P / 3 & P=X, Y, Z
\end{array} .\right.
$$

Therefore, for a given state $\rho$, under $\mathscr{M}$, its polarization vector transforms as $\vec{u} \rightarrow \vec{u} / 3$. Hence $\mathscr{M}$, unlike the previous one for fixed $\vec{u}$, is actually invertible. The second Renyi entropy also
evolves more predictably, so that states with the same initially entropy have matching entropies after the application of $\mathscr{M}$ :

$$
\begin{equation*}
S^{(2)}(\mathscr{M}(\rho))=-\log \left(\frac{1+|\vec{u}|^{2} / 9}{2}\right) . \tag{1.29}
\end{equation*}
$$

With out new formulas to compute unitary averages, let us now calculate the average purity $W_{\mathscr{E}}(A)$ of different types of random state ensembles $\mathscr{E}$ on $n$ qubits. Given a random state ensemble, we can define the entanglement feature, or average purity, of this ensemble in terms of its second moment and the appropriate swap boundary conditions,

$$
\begin{equation*}
W_{\mathscr{E}}(A):=\mathbb{E}_{\sigma \in \mathscr{E}} \operatorname{Tr}\left(\sigma_{A}^{2}\right)=\mathbb{E}_{\sigma \in \mathscr{E}} \operatorname{Tr}\left(\sigma^{\otimes 2} \mathbb{X}_{A}\right) \tag{1.30}
\end{equation*}
$$

where the operator $\mathbb{X}_{A}:=\prod_{i \in A}(\mathrm{SWAP})_{i} \prod_{i \notin A} \mathbb{1}^{\otimes 2}$ acts on the doubled Hilbert space as a swap operator between the replicas for $i \in A$ and as the identity for $i \notin A$. Let us start with a random product state, which we can define in terms of a random pure state ensemble $\mathscr{E}_{0}$, consisting of states $\sigma=\otimes_{i=1}^{n} \sigma_{i}, \sigma_{i}=U_{i}|0\rangle\langle 0| U_{i}^{\dagger}$, where the probability of sampling $\sigma$ is defined by the Haar measure on each individual Hilbert space $p(\sigma)=\prod_{i} d U_{i}$. Let $W_{\mathscr{E}_{0}}(A)$ denote the average purity of this ensemble over a subregion $A$. It's clear that since this state is a product state on every site, $\operatorname{Tr}\left(\sigma_{i}^{2}\right)=\operatorname{Tr}\left(\sigma_{i}\right)=1$, so this state ensemble has trivial entanglement feature,

$$
\begin{equation*}
W_{\mathscr{E}_{0}}(A)=1 \quad \forall A \subset \Omega \tag{1.31}
\end{equation*}
$$

Alternatively, we can consider a different random state ensemble $\mathscr{E}_{\infty}$ on $n$ qudits formed by acting with a large unitary $U \in U\left(d^{n}\right)$ on a fixed initial state according to the Haar measure. We can think of such a state as the infinite time limit of a random brick-wall local unitary quantum circuit, and so the entanglement features of this state will appear as a fixed point when we study
entanglement dynamics in random systems. Using Eq. (1.22),

$$
\begin{equation*}
W_{\mathscr{C}_{\infty}}(A)=\int d U \operatorname{Tr}\left(\mathbb{X}_{A} U^{\otimes 2} \sigma_{0}^{\otimes 2}\left(U^{\dagger}\right)^{\otimes 2}\right)=\frac{d^{n}}{d^{n}+1}\left(d^{-|A|}+d^{-|\bar{A}|}\right) \tag{1.32}
\end{equation*}
$$

The volume law coefficient $\eta$ of this state characterizes how the entropy of a subsystem grows with system size. As we can see, the volume law coefficient of this state is maximal since a single qubit cannot contribute more than $\log d$ in entropy.

$$
\begin{equation*}
\eta:=-\lim _{|A| \rightarrow \infty} \frac{\partial_{|A|} \log W_{\mathscr{E}_{\infty}}(A)}{\log d} \leq 1 \tag{1.33}
\end{equation*}
$$

With this definition, it is clear that $\eta=1$ for a random Haar state. A typical Haar random state in the whole Hilbert space has volume law entanglement, and so we see that area law entangled states more rare when considering the whole Hilbert space. The fact that area-law states are so ubiquitous in the low-energy physics of many-body systems is a blessing in disguise, as it opens up the possibility of efficient simulation.

Now that we've gotten some practice with the basic themes of this dissertation, we will outline the proceeding chapters so the reader can have a roadmap of what to expect. In Chapter 2, we lay out a formalism for understanding purity dynamics in quantum many body systems. The idea is that we can map dynamics of the average purity of an ensemble of states onto the dynamics of Ising spin systems, where each Ising spin configuration corresponds to a particular subregion or subset of lattice sites. The state ensemble maps onto its corresponding entanglement-feature state, whose components are the bipartite purities of the state ensemble. In the case where the ensemble is local basis independent, the average purity dynamics are markovian. Therefore, we can then commute the evolution of the state ensemble under a random channel ensemble to the application of a transfer matrix on the entanglement feature state. The transfer matrix may be used to define the entanglement feature Hamiltonian, whose spectral
properties determine many aspects of how quantum information propogates in the system. We conclude the chapter with some examples of different types of locally-scrambled evolution and their entanglement dynamics.

Next, in Chapter 3, we explore the entanglement structure of the entanglement feature states themselves. We find that their sign structure suggests that the states themselves have little entanglement, and therefore should have efficient matrix-product state representation. We propose a simple, bond-dimension two, two parameter ansatz that characterizes the typical states that one finds throughout the phase, e.g., product states, area-law states, volume law states, and their intermediaries. We study the entanglement "spectrum" and relate the the butterfly velocity of the system to its entanglement "gap" and compare our formula to previously studied results.

In Chapter 4, we shift gears slightly and explain the core principles of classical shadow tomography [100, 102], a general prediction scheme for quantum states that requires few measurements. As we'll see, the measurement channel of classical shadow tomography, which defines the prediction scheme, only depends on the average purity dynamics of the random snapshot state ensemble. This fact will be used to decompose the measurement channel as an matrix product operator in the shallow circuit limit, and furthermore we'll see how to exploit the low-entanglement of entanglement feature states explored in Chapter 3 to do efficient prediction of quasi-local operators.

In Chapter 5, we apply concepts from classical shadow tomography to study the measurement induced phase transition in a more practical settling. The measurement-induced phase transition in the second Renyi entropy was using the entanglement-feature formalism in [63], where the authors mapped the phase transition in the average purity to the Ising phase transition. In this paper, we consider hybrid circuits in a classical shadow setting to see how randomized, mid-circuit measurements affect the Pauli weight dynamics and ultimately the predictive properties of the underlying scheme. We study the phase transition in the purity by observing the base at which the shadow-norm, which characterizes the efficiency of the classical shadow scheme at predicting different types of operators, scales. Through simple arguments, we are able to argue
that the base undergoes a phase transition and is minimized (optimal) at the critical point.
Lastly, in Chapter 6, we summarize the key results of this dissertation and outline future directions of research.

Table 1.1. Properties of entanglement measures.

|  | Renyi <br> Entropy | Von- <br> Neumann <br> Entropy | Negativity |
| :---: | :---: | :---: | :---: |
| Vanishes on <br> pure states | X | X | X |
| Unitarily <br> invariant | X | X | X |
| Continuous in <br> $\rho$ | X | X |  |
| Additive on <br> tensor product <br> states | X | X | X |
| $S\left(\rho_{A} \otimes \rho_{B}\right)=$ <br> $S\left(\rho_{A}\right)+S\left(\rho_{B}\right)$ |  | X |  |
| Maximal on <br> maximally- <br> mixed state | X | X |  |
| Convex <br> function of $\rho$ <br> i.e. | X |  |  |
| $S\left(\sum_{i} p_{i} \rho_{i}\right) \leq$ <br> $\sum_{i} p_{i} S\left(\rho_{i}\right)$ |  | Xard | Hard |
| Entanglement <br> monotone i.e. <br> $S(\mathscr{N}(\rho)) \leq$ <br> $S(\rho)$ for $\mathscr{N}$ <br> any LOCC <br> operation. |  |  |  |
| Ease of <br> computation | Easy |  |  |

Table 1.2. Exact, analytical formulas for the Weingarten functions up to $k=6$.

| Weingarten Functions | $S_{3}$ | $S_{4}$ | $S_{5}$ |
| :---: | :---: | :---: | :---: |
| $e$ | $\frac{d^{2}-2}{d\left(d^{4}-5 d^{2}+4\right)}$ | $\frac{d^{4}-8 d^{2}+6}{d^{2}\left(d^{2}\left(d^{2}-7\right)^{2}-36\right)}$ | $\frac{d^{4}-20 d^{2}+}{d^{9}-30 d^{7}+273 d^{5}-8}$ |
| (12) | $-\frac{1}{d^{4}-5 d^{2}+4}$ | $-\frac{1}{d^{5}-10 d^{3}+9 d}$ | $-\frac{d^{4}-14 d^{2}}{d^{2}\left(d^{8}-30 d^{6}+273 d^{4}\right.}$ |
| $(12)(34)$ | N.A. | $\frac{d^{2}+6}{d^{2}\left(d^{2}\left(d^{2}-7\right)^{2}-36\right)}$ | $\frac{d^{2}-2}{d\left(d^{8}-30 d^{6}+273 d^{4}-\right.}$ |
| (123) | $\frac{2}{d^{5}-5 d^{3}+4 d}$ | $\frac{2 d^{2}-3}{d^{2}\left(d^{2}\left(d^{2}-7\right)^{2}-36\right)}$ | $\frac{2}{d\left(d^{6}-21 d^{4}+84\right.}$ |
| (123)(45) | N.A. | N.A. | $-\frac{2\left(d^{2}+1\right.}{d^{2}\left(d^{8}-30 d^{6}+273 d^{4}\right.}$ |
| (1234) | N.A. | $-\frac{5}{d\left(d^{2}\left(d^{2}-7\right)^{2}-36\right)}$ | $\frac{24-5 d^{2}}{d^{2}\left(d^{8}-30 d^{6}+273 d^{4}\right.}$ |
| (12345) | N.A. | N.A. | $\begin{aligned} & \frac{14}{d^{9}-30 d^{7}+273 d^{5}-8} \end{aligned}$ |
| Weingarten Functions |  | $S_{6}$ |  |
|  |  | $d^{8}-41 d^{6}+458 d^{4}$ | $1258 d^{2}+240$ |
|  |  | $d^{2}\left(d^{2}-1\right)^{2}\left(d^{8}-54 d^{6}+96\right.$ | $\left.d^{4}-6676 d^{2}+14400\right)$ |
| (12) |  | - $d^{4}-24$ | +38 |
|  |  | $d\left(d^{2}-1\right)^{2}\left(d^{6}-45\right.$ | +564d $\left.{ }^{2}-1600\right)$ |
| (12)(34) |  | $\frac{d^{4}-3 d^{2}}{}$ | 10 |
|  |  | $d^{2}\left(d^{2}-1\right)^{2}\left(d^{6}-38\right.$ | +361d $\left.{ }^{2}-900\right)$ |
|  | $(12)(34)(56)$ | $d^{4}+d^{2}$ | 358 |
| (12) |  | $d\left(d^{2}-1\right)^{2}\left(d^{8}-54 d^{6}+9\right.$ | 9 $\left.d^{4}-6676 d^{2}+14400\right)$ |
|  | (123) | $\frac{2 d^{6}-51 d^{4}+2}{d^{2}\left(d^{2}-1\right)^{2}\left(d^{8}-54 d^{6}+9\right.}$ | $\frac{29 d^{2}-60}{\left.\partial d^{4}-6676 d^{2}+14400\right)}$ |
|  | (123)(45) | $\begin{array}{r} 14 d^{2}- \\ \hline \end{array}$ | $13$ |
| (123) |  | $\overline{d\left(d^{2}-1\right)^{2}\left(d^{6}-45 d\right.}$ | +564d $\left.{ }^{2}-1600\right)$ |
|  | (123)(456) | ${ }^{4}{ }^{4} d^{4}+29$ | -90) |
| (123) |  | $\overline{d^{2}\left(d^{2}-1\right)^{2}\left(d^{8}-54 d^{6}+9\right.}$ | $\left.d^{4}-6676 d^{2}+14400\right)$ |
|  | (1234) | $13-5$ |  |
|  |  | $d\left(d^{2}-1\right)^{2}\left(d^{6}-38{ }^{\text {d }}\right.$ | +361d2 ${ }^{2} 900$ ) |
| (1234)(56) |  | - $5\left(d^{4}+15\right.$ | +8) |
|  |  | $\overline{d^{2}\left(d^{2}-1\right)^{2}\left(d^{8}-54 d^{6}+9\right.}$ | $\left.d^{4}-6676 d^{2}+14400\right)$ |
|  | (12345) | 14( $d^{2}$ |  |
| (123 |  | $\overline{d^{2}\left(d^{10}-55 d^{8}+1023 d^{6}-76\right.}$ | $\left.\mathrm{d}^{4}+21076 d^{2}-14400\right)$ |
|  | (123456) | $\frac{42}{-d^{11}+55 d^{9}-1023 d^{7}+764}$ | $d^{5}-21076 d^{3}+14400 d$ |

## Chapter 2

## The Entanglement Feature Formalism under Locally-Scrambled Evolution

### 2.1 Introduction

Quantum entanglement dynamics[29, 94, 115, 119, 143] is an emerging field that ties several interesting topics together, including non-equilibrium and driven quantum systems[57, 150, 181], many-body localization and thermalization[4, 17, 120, 147, 162, 206], quantum chaos and holography[19, 71, 96, 149, 218]. The central theme is to understand the production and propagation of quantum entanglement in quantum many-body systems. For pure states, the amount of quantum entanglement between a subsystem $A$ and its environment $\bar{A}$ can be quantified by the (Rényi) entanglement entropy (EE) $S^{(n)}(A)=\frac{1}{1-n} \log \operatorname{Tr}_{A} \rho_{A}^{n}$ where $\rho_{A}=\operatorname{Tr}_{A}|\Psi\rangle\langle\Psi|$ is the reduced density matrix of subsystem $A$. Various quantum information measures (such as mutual and tripartite information) can be constructed from the EE over different regions. Here, we would like to focus on the 2nd Rényi entropies $S^{(2)}(A)$ and establish their dynamic equations under quantum evolution.

As a quantum state $|\Psi\rangle$ evolves in time, its EE's $S^{(2)}(A)$ over different regions $A$ will also change with respect to time in general. It is desired to understand how the unitary evolution of the quantum state induces the dynamics of quantum entanglement. There have been several works on the entanglement growth in quantum many-body systems[39, 73, 94, 114, 117, 149, $153,155,158,187,189,214,237$ ]. The main focus has been on the half-system (or a single
region) EE. To gain more resolution of the many-body entanglement structure, we extend our scope to all possible bipartitions of the system (including multiple disconnected entanglement regions). The question we would like to address is that given $S^{(2)}(A)$ at initial time over all possible subsystems $A$, what will be the equation of motion governing the evolution for all of them jointly in later time?

However, EE's over all regions contain a large amount of data, because the number of possible bipartitions $2^{L}$ grows exponentially in system size $L$. We need a conceptually concise way to organize these entropy data, in order to make progress in describing their dynamics. In Ref. [228], it was proposed that all these EE's can be organized into "entanglement features", which admit compact representations in terms of Boltzmann weights of Ising models. The key idea is to label each entanglement region $A$ by a set of Ising variables $\boldsymbol{\sigma}=\left(\sigma_{1}, \sigma_{2}, \cdots\right)$, such that $\sigma_{i}=\downarrow$ (or $\uparrow$ ) corresponds to $i \in A$ (or $i \in \bar{A}$ ) for each site $i$. Then the EE $S^{(2)}(A) \equiv S^{(2)}[\boldsymbol{\sigma}]$ can be treated as a free energy associated to the Ising configuration $\boldsymbol{\sigma}$, and the entanglement feature (EF) refers to the corresponding Boltzmann weight $W[\boldsymbol{\sigma}]=e^{-S^{(2)}[\boldsymbol{\sigma}]}=\operatorname{Tr} \rho_{A}^{2}$, which is simply the purity for the 2nd Rényi case. Its time evolution can be related to the Loschmidt echo on the duplicated system,[94] which could be of experimental relevance. In this work, we further develop the Ising formulation by encoding the EF as a fictitious spin state $|W\rangle=\sum_{\boldsymbol{\sigma}} W[\boldsymbol{\sigma}]|\boldsymbol{\sigma}\rangle$, which we called the EF state. This rewriting packs the exponentially many entanglement data into a single EF state (as a many-body wave function). This conceptual simplification enables us to formulate the entanglement dynamics in a concise form of imaginary-time Hamiltonian evolution of the EF state

$$
\begin{equation*}
\partial_{t}|W\rangle=-\hat{H}_{\mathrm{EF}}|W\rangle, \tag{2.1}
\end{equation*}
$$

which can be further analyzed using powerful tools that have been developed in quantum manybody physics. Our development is along the line of mapping entanglement dynamics to statistical mechanical problems, as discussed in a few recent works [93, 114, 148, 153, 155, 158, 207, 238]. Given the equivalence between statistical mechanics and imaginary-time quantum mechanics, it
is not surprising that the entanglement dynamics could admit a quantum mechanical formulation as Eq. (2.1).

Treating the EF $W[\boldsymbol{\sigma}]$ as an (unnormalized) probability distribution of entanglement regions $\boldsymbol{\sigma}$, the proposed dynamic equation in Eq. (2.1) could be interpreted as a Markov equation. The assumption behind this equation is that the future EF of a many-body state can be entirely determined based on the current EF without the need to know about the past EF or about other information beyond the EF. Unfortunately, this assumption does not hold in general! In fact, the entanglement dynamics is generally non-Markovian, meaning that knowing the present EE's even for all possible regions is still insufficient to determine their evolution in the future, ${ }^{1}$ so we should not expect Eq. (2.1) to work in general. In this work, we point out a specific yet rich enough class of quantum dynamics, called the locally scrambled quantum dynamics, whose entanglement dynamics can be described by Eq. (2.1) (or some discrete version of it). Quantum dynamics can always be formulated as a unitary evolution $U=\prod_{t} U_{t}$ that can be chopped up into products of simpler unitaries $U_{t}$ at each time slice $t$ following a time ordering. A quantum dynamics is said to be locally scrambled, if for every time step, the unitary $U_{t}$ is drawn from a random unitary ensemble that is invariant under local (on-site) basis transformations, and $U_{t}$ at different time $t$ are sampled independently. Such dynamics can be constructed by inserting local scramblers (product of on-site Haar random unitaries) between every time step, as if the system constantly forget about the choice of local basis from one time step to another. It can be used to model those quantum many-body systems with fast and random dynamics on each site, such that the quantum information is scrambled on each site quickly and sufficiently during each step of the time evolution. One famous example in this class is the Haar random unitary circuit [155, 158, 214, 238]. We will provide more examples of locally scrambled quantum dynamics in this work.

The reason that the future EE can be uniquely determined by the present EE under the

[^2]locally scrambled quantum dynamics is related to the fact that the EE is a local-basis-independent quantity. As the local scramblers constantly remove the local-basis-dependent information in the quantum many-body state, only the local-basis-independent information can survive in time to govern the future evolution. Such local-basis-independent information can be captured by EE's over all possible entanglement regions, which are summarized as the EF of the quantum many-body state. In this work, we develop the theoretical framework to derive the dynamic equation governing the evolution of the EF under locally scrambled quantum dynamics. We establish a systematic approach to construct the EF Hamiltonian $\hat{H}_{\mathrm{EF}}$ based on the entanglement properties of the physical Hamiltonian or unitary operators that describe the quantum dynamics. We also carry out numerical simulations to justify the assumptions made in the theoretical development, and demonstrate the prediction power of the EF approach.

The paper is organized as follows. In Sec. 2.2, we first develop the theoretical framework for the EF and its application to the locally scrambled quantum dynamics. We start with the definition of EF for both quantum many-body state and quantum unitary circuits in Sec. 2.2.1. We then promote these notions to their quantum mechanical versions, introducing the EF states and EF operators in Sec. 2.2.2. With this setup, in Sec. 2.2.3, we prove an important relation between the the state and the unitary EF's, thereby mapping the unitary evolution of the quantum state to the dissipative evolution of the EF state under the corresponding entanglement dynamics in Sec. 2.2.4. Taking the continuum limit, we obtain the Schrödinger equation for EF state and derived the most generic form of the EF Hamiltonian in Sec. 2.2.5. We analyze the spectral properties of the EF Hamiltonian and their consequences on the universal behavior of entanglement dynamics in Sec.2.2.6. We investigate the excitation spectrum of the EF Hamiltonian and obtain the quasiparticle dispersion in Sec. 2.2.7, which allows us to predict the long-time saturation behavior of the entanglement. We will provide numerical evidences in Sec. 2.3 to demonstrate the validity of the EF approach. We first introduce two models of locally scrambled quantum dynamics in Sec.2.3.1, namely the locally scrambled quantum circuit and the locally scrambled Hamiltonian dynamics, which are further discussed in details in Sec. 2.3.2 and

Sec. 2.3.3 separately. We sum up in Sec. 2.4 making connections to related topics and potential future development.

### 2.2 Theoretical Framework

### 2.2.1 Definition of Entanglement Features

Let us consider a quantum many-body system consisting of $L$ qudits, where each qudit ( $d$-dimensional quantum system) has a $d$-dimensional physical Hilbert space, such that the total Hilbert space dimension is $d^{L}$. To define the 2nd Rényi entropy, we will need to duplicate the system and evaluate the expectation value of swap operators within a subsystem $A$ of interest. There are altogether $2^{L}$ possible choices of a subsystem $A$, as each qudit can independent decide to be included in $A$ or not. To label the $2^{L}$ different bipartitions of the system, we introduce a set of classical Ising variables $\boldsymbol{\sigma}=\left(\sigma_{1}, \sigma_{2}, \cdots, \sigma_{L}\right)$, such that the Ising variable $\sigma_{i}$ determines if the $i$ th qudit belongs to region $A$ or its complement $\bar{A}$, following

$$
\sigma_{i}= \begin{cases}\uparrow & i \in \bar{A}  \tag{2.2}\\ \downarrow & i \in A\end{cases}
$$

These Ising variables do not correspond to any degrees of freedom of the underlying quantum many-body system. Instead, they represent the identity or swap operator supported on the duplicated system, which are used to define the 2nd Rényi entropy. To be more specific, we define a permutation operator $\mathscr{X}_{\sigma_{i}}$ acting on the duplicated Hilbert space of the $i$ th qudit,

$$
\mathscr{X}_{\sigma_{i}}= \begin{cases}॥_{i} \equiv \sum_{\alpha, \beta=1}^{d}|\alpha \beta\rangle_{i}\left\langle\left.\alpha \beta\right|_{i}\right. & \text { if } \sigma_{i}=\uparrow  \tag{2.3}\\ X_{i} \equiv \sum_{\alpha, \beta=1}^{d}|\alpha \beta\rangle_{i}\left\langle\left.\beta \alpha\right|_{i}\right. & \text { if } \sigma_{i}=\downarrow\end{cases}
$$

which is assigned to the identity operator $\|_{i}$ or the swap operator $X_{i}$ depending on the Ising variable $\sigma_{i}$. Assembling these permutation operators together, we define $\mathscr{X}_{\boldsymbol{\sigma}}=\bigotimes_{i=1}^{L} \mathscr{X}_{\sigma_{i}}$ for the duplicated $L$-qudit system, which implements swap operations in the region $A$ specified by
the Ising configuration $\boldsymbol{\sigma}$.


Figure 2.1. Diagrammatic representation of (a) the state EF $W_{|\Psi\rangle}[\boldsymbol{\sigma}]$ and (b) the unitary EF $W_{U}[\boldsymbol{\sigma}, \boldsymbol{\tau}]$. The Tr operator contracts the dangling bottom legs with the corresponding dangling top legs.

With these notation setup, we can define the entanglement feature (EF) of quantum many-body states and time-evolution unitary circuits[228, 230]. The EF of a many-body pure state $|\Psi\rangle$ is defined as

$$
\begin{equation*}
W_{|\Psi\rangle}[\boldsymbol{\sigma}] \equiv e^{-S^{(2)}[\boldsymbol{\sigma}]}=\operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\sigma}}(|\Psi\rangle\langle\Psi|)^{\otimes 2}\right), \tag{2.4}
\end{equation*}
$$

which resembles Boltzmann weights for Ising configurations $\boldsymbol{\sigma}$ labeling different entanglement regions. In terms of the tensor network representation, the state EF can be depicted as Fig. 2.1(a). Not only for quantum states, the EF can also be defined for unitary circuits under the stateoperator correspondence $[96,124,163]$. The EF of a unitary circuit $U$ is defined as

$$
\begin{equation*}
W_{U}[\boldsymbol{\sigma}, \boldsymbol{\tau}]=\operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\sigma}} U^{\otimes 2} \mathscr{X}_{\boldsymbol{\tau}} U^{\dagger \otimes 2}\right), \tag{2.5}
\end{equation*}
$$

which depends on two sets of Ising configurations $\boldsymbol{\sigma}$ and $\boldsymbol{\tau}$ that separately specifies the entanglement regions on the past (input) and the future (output) sides of the unitary circuit, as illustrated in Fig. 2.1(b). The state EF $W_{|\Psi\rangle}[\boldsymbol{\sigma}]$ provides a comprehensive description of the entanglement properties of the pure state $|\Psi\rangle$, which contains the information about EE, mutual information
and multipartite information among different subsystems. Similarly, the unitary EF $W_{U}[\boldsymbol{\sigma}, \boldsymbol{\tau}]$ characterizes the entanglement properties of the unitary circuit $U$, including the EE and mutual information between past and future degrees of freedoms, which are also closely related to the operator-averaged out-of-time ordered correlator (OTOC)[64, 96, 133] under the quantum dynamics $U$.

It worth mention that entanglement features are invariant under local basis transformations. A generic local basis transformation takes the form of $V=\bigotimes_{i=1}^{L} V_{i}$ with $V_{i}$ being a unitary operator acting on the $i$ th qudit. It is easy to see that both the state EF and the unitary EF are independent of the choice of local basis, i.e.

$$
\begin{equation*}
W_{V|\Psi\rangle}=W_{|\Psi\rangle}, \quad W_{V^{\dagger} U V}=W_{U} . \tag{2.6}
\end{equation*}
$$

In this way, the EF forgets about the local basis dependent information in quantum states or unitary circuits, and only captures the entanglement properties that are universal to local basis choices.

### 2.2.2 Operator Formalism of Entanglement Features

To make our notation more concise, let us introduce a set of Ising basis $|\boldsymbol{\sigma}\rangle$, then we can pack $W_{|\Psi\rangle}$ to an entanglement feature state (EF state) $\left|W_{\Psi}\right\rangle$ as

$$
\begin{equation*}
\left|W_{\Psi}\right\rangle=\sum_{\boldsymbol{\sigma}} W_{|\Psi\rangle}[\boldsymbol{\sigma}]|\boldsymbol{\sigma}\rangle, \tag{2.7}
\end{equation*}
$$

and $W_{U}$ to an entanglement feature operator (EF operator) $\hat{W}_{U}$ as

$$
\begin{equation*}
\hat{W}_{U}=\sum_{\boldsymbol{\sigma}, \boldsymbol{\tau}}|\boldsymbol{\sigma}\rangle W_{U}[\boldsymbol{\sigma}, \boldsymbol{\tau}]\langle\boldsymbol{\tau}| . \tag{2.8}
\end{equation*}
$$

The Ising basis $|\boldsymbol{\sigma}\rangle$ span a $2^{L}$-dimensional Hilbert space of $L$ qubits, called the entanglement feature Hilbert space (EF Hilbert space). It should not be confused with the $d^{L}$-dimensional
physical Hilbert space of the underlying quantum many-body system. Each Ising basis state $|\boldsymbol{\sigma}\rangle$ in the EF Hilbert space simply corresponds to a bipartition of the $L$ physical qudits following Eq. (2.2).

Given the EF state $\left|W_{\Psi}\right\rangle$, the EE $S^{(2)}[\boldsymbol{\sigma}]$ over all regions can be retrieved from the inner product of $\left|W_{\Psi}\right\rangle$ with the corresponding Ising basis state

$$
\begin{equation*}
e^{-S^{(2)}[\boldsymbol{\sigma}]}=W_{|\Psi\rangle}[\boldsymbol{\sigma}]=\left\langle\boldsymbol{\sigma} \mid W_{\Psi}\right\rangle . \tag{2.9}
\end{equation*}
$$

In particular, a product state $\left|\Psi_{\text {prod }}\right\rangle=\bigotimes_{i}\left|\psi_{i}\right\rangle$ has zero EE in any region $\left(\forall \boldsymbol{\sigma}: S^{(2)}[\boldsymbol{\sigma}]=0\right)$, so its EF state is therefore a equal weight superposition of all Ising configurations,

$$
\begin{equation*}
\left|W_{\text {prod }}\right\rangle=\sum_{\boldsymbol{\sigma}}|\boldsymbol{\sigma}\rangle \quad(\text { product state }), \tag{2.10}
\end{equation*}
$$

which corresponds to the (ideal) paramagnetic state of Ising spins. On the other hand, a Page state $[172]\left|\Psi_{\text {Page }}\right\rangle$ exhibits the maximal volume-law EE, whose EF state is given by

$$
\begin{equation*}
\left|W_{\text {Page }}\right\rangle=\sum_{\boldsymbol{\sigma}} \frac{\cosh \left(\eta \sum_{i=1}^{L} \sigma_{i}\right)}{\cosh (\eta L)}|\boldsymbol{\sigma}\rangle \quad \text { (Page state) } \tag{2.11}
\end{equation*}
$$

where $\eta=\frac{1}{2} \log d$ and we have adopted $\sigma_{i}= \pm 1$ in the formula to represent $\uparrow, \downarrow$ spins. This result follows from the definition. Its detailed derivation can be found in Appendix A.1. The state $\left|W_{\text {Page }}\right\rangle$ contains extensive ferromagnetic correlations among Ising spins. In this picture, the process of quantum state thermalization corresponds to the process of building up ferromagnetic correlations in the EF state (until saturation to the Page state).

Let us also provide some examples for the EF of unitary gates which will be useful later. The EF of a single-qudit identity operator is straight forward to calculate based on the definition
in Eq. (2.5),

$$
\begin{align*}
\hat{W}_{\mathbb{1}} & =d^{2}(|\uparrow\rangle\langle\uparrow|+|\downarrow\rangle\langle\downarrow|)+d(|\uparrow\rangle\langle\downarrow|+|\downarrow\rangle\langle\uparrow|),  \tag{2.12}\\
& =d(d+X)
\end{align*}
$$

where $X$ denotes the Pauli- $X$ operator acting on the qudit site (acting in the EF Hilbert space, not in the qudit Hilbert space), and $d$ is the qudit dimension. A more non-trivial example is the EF of a two-qudit Haar random unitary gate $U_{i j}$ (averaged over Haar ensemble) that acts on qudits $i$ and $j$,

$$
\begin{equation*}
\hat{W}_{\text {Haar }}=d^{2}\left(d+X_{i}\right)\left(d+X_{j}\right)-\frac{d^{2}\left(d^{2}-1\right)}{d^{2}+1} \frac{1-Z_{i} Z_{j}}{2}\left(d^{2}-X_{i} X_{j}\right), \tag{2.13}
\end{equation*}
$$

where $X_{i}$ and $Z_{i}$ are Pauli- $X$ and $Z$ operators acting on site $i$. The derivation can be found in Appendix A.2.


Figure 2.2. The mapping from the unitary operator in the physical Hilbert space to the corresponding EF operator in the EF Hilbert space. Locality is preserved under the mapping, enabling us to factorize the operators in the same manner on both sides.

Unitary gates are the building blocks to construct more complicated unitary circuits. One nice property of the EF operator is that it preserves the locality in space, meaning that if a unitary $U$ operator can be factorized to smaller unitaries $U_{x}$ over the space $x$, its corresponding EF operator $\hat{W}_{U}$ is also factorized in the same manner

$$
\begin{equation*}
U=\bigotimes_{x} U_{x} \Rightarrow \hat{W}_{U}=\bigotimes_{x} \hat{W}_{U_{x}}, \tag{2.14}
\end{equation*}
$$

as exemplified in Fig. 2.2. This property allows us to assemble the local EF operators together.

For example, the EF operator $\hat{W}_{1}$ of the identity operator for a $L$ qudit system be obtained by assembling the single-qudit result in Eq. (2.12) together

$$
\begin{equation*}
\hat{W}_{\mathbb{1}}=\prod_{i=1}^{L} d\left(d+X_{i}\right)=(\operatorname{coth} \delta \operatorname{csch} \boldsymbol{\delta})^{L} \prod_{i=1}^{L} e^{\delta X_{i}} \tag{2.15}
\end{equation*}
$$

where we have introduced the constant $\delta$

$$
\begin{equation*}
\delta \equiv \operatorname{arccoth} d=\frac{1}{2} \log \frac{d+1}{d-1} \tag{2.16}
\end{equation*}
$$

to exponentiate the operator. The exponential form allows us to take the operator inverse easily, such that

$$
\begin{equation*}
\hat{W}_{\mathbb{1}}^{-1}=\prod_{i=1}^{L} \frac{1-d^{-1} X_{i}}{d^{2}-1}=(\tanh \delta \sinh \delta)^{L} \prod_{i=1}^{L} e^{-\delta X_{i}} \tag{2.17}
\end{equation*}
$$

These results will be useful in later discussions. In the following, we will show how the evolution of the EF state can be inferred from the EF operator of the unitary circuit.

### 2.2.3 Relation between State and Unitary Entanglement Features

Suppose $U$ describes a unitary circuit that evolves an initial quantum many-body state $|\Psi\rangle$ to the final state $U|\Psi\rangle$. This quantum dynamics will induce a corresponding entanglement dynamics, under which the EF of the initial state $W_{|\Psi\rangle}$ evolves to that of the final state $W_{U|\Psi\rangle}$. Can we predict the final state $\mathrm{EF} W_{U|\Psi\rangle}$ based on our knowledge about the initial state $\mathrm{EF} W_{|\Psi\rangle}$ and the EF $W_{U}$ of the unitary evolution?

In general, this problem is not tractable. Because $U$ and $|\Psi\rangle$ contain many "non-universal" features that are specific to the choice of local basis, such features may affect the final state entanglement, but they are not captured by the EF, as the EF is invariant under local basis transformations. Therefore, the final state EF can not be inferred from the initial state EF and the unitary EF in general. However, instead of dealing with a specific unitary circuit $U$, we consider an ensemble of unitary circuits $U^{\prime}=V^{\dagger} U V$ related to $U$ by local basis transformations
$V$, denoted by

$$
\begin{equation*}
\mathscr{E}_{U}=\left\{V^{\dagger} U V \mid V=\bigotimes_{i=1}^{L} V_{i}, V_{i} \in \text { Haar }\right\} \tag{2.18}
\end{equation*}
$$

where each $V_{i}$ is independently drawn from the Haar random unitary ensemble defined on the $i$ th qudit. We will call $\mathscr{E}_{U}$ the locally scrambled unitary ensemble associated with $U$. According to Eq. (2.6), one immediately see that all unitary operators $U^{\prime} \in \mathscr{E}_{U}$ in the ensemble share the same entanglement feature as that of $U$, i.e. $W_{U^{\prime}}=W_{U}$. Rather than asking about the EF of a specific final state $U|\Psi\rangle$, if we are allowed to consider the ensemble average of the EF over all final states $U^{\prime}|\Psi\rangle$ with $U^{\prime} \in \mathscr{E}_{U}$, the final state EF $W_{U^{\prime}|\Psi\rangle}$ will indeed be constructable from the initial state $\mathrm{EF} W_{|\Psi\rangle}$ and the unitary $\mathrm{EF} W_{U^{\prime}}=W_{U}$ on the average level. Using the operator formalism, the relation can be written in a concise form as

$$
\begin{equation*}
\underset{U^{\prime} \in \mathscr{E}_{U}}{\mathbb{E}}\left|W_{U^{\prime} \Psi}\right\rangle=\hat{W}_{U} \hat{W}_{\mathbb{1}}^{-1}\left|W_{\Psi}\right\rangle \tag{2.19}
\end{equation*}
$$

where $\hat{W}_{\mathbb{1}}$ is the EF operator for the identity evolution $\mathbb{1}$ and $\hat{W}_{\mathbb{1}}^{-1}$ is its inverse, which was given in Eq. (2.17) explicitly. One can derive Eq. (2.19) using tensor network diagrams, see Appendix A. 3 for details. To simplify the notation, we may suppress spelling out the ensemble average $\mathbb{E}_{U^{\prime} \in \mathscr{E}_{U}}$ explicitly in later discussions, with the understanding that in this work any unitary operator appeared in the subscript of the EF operator will be implicitly averaged over local basis transformations. Eq. (2.19) establishes an important relation between the state and the unitary EF's, which enables us to compute the evolution of the state EF induced by the underlying quantum dynamics, given the EF of the corresponding unitary evolution $U$. A special case of Eq. (2.19) has been discussed in Ref. [133, 228], where the initial state is restricted to product states.

As a side remark, we would like to provide some justifications for the use of locally scrambled unitary ensembles $\mathscr{E}_{U}$. Technically speaking, working with these ensembles enables us to predict the future evolution of EE's purely based on their current data, because the local-
basis-dependent features of a quantum state are removed by local scrambling and the remaining local-basis-independent features are captured by the $\mathrm{EF}^{2}$. This setup allows us to make progress in understanding the entanglement dynamics with a tractable theoretical limit. Physically speaking, we can imagine systems with separating time scales between the on-site and the inter-site quantum dynamics. Suppose the on-site dynamics is fast and random, then the quantum information would be sufficiently scrambled on every site, before it can spread out to other sites at a longer time scale. So the overall unitary evolution will constantly be interrupted by the insertion of local scramblers $V_{i} \in$ Haar, making the evolution effectively local-basis-independent. In fact, many well explored random unitary ensembles in the field of entanglement dynamics are local-basis-independent (or "locally scrambled" in our language), including random unitary dynamics[105, 155, 169], random Hamiltonian dynamics[145, 191, 213, 228] and random Floquet dynamics[34, 36]. This strategy has also been adopted in the discussion of operator dynamics[73, 114, 117, 158, 214] and random tensor networks[93, 184, 207, 230]. Historically, the study of these models has advanced our understanding about the universal behavior of entanglement dynamics, so we would like to carry on this line of research.

### 2.2.4 Markovian Entanglement Dynamics

As long as we know how to construct the EF operator $\hat{W}_{U}$ for any unitary evolution $U$ of interest, we can apply the operator formalism in Eq. (2.19) to compute the entanglement dynamics. However, calculating the EF for a large and deep unitary circuit is a difficult manybody problem, hence the relation Eq. (2.19) is still hard to apply. But if all unitary gates in the unitary circuit are independently drawn from locally scrambled unitary ensembles, they will be decoupled in time, such that we can apply the EF operator iteratively to drive the evolution of the EF state.

To be more concrete, let us consider the case where the full unitary evolution can be
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Figure 2.3. Quantum dynamics induces entanglement dynamics, assuming each unitary $U_{t}$ is drawn from local basis invariant ensemble independently. The operator entanglement property of $U_{t}$ determines the transfer matrix $\hat{T}_{t}$ that evolves the EF state via Eq. (2.25), and the EF state $\left|W_{\Psi_{t}}\right\rangle$ encodes the entanglement properties of the quantum state $\left|\Psi_{t}\right\rangle$.
broken up into discrete time steps (or layers), and each single-step unitary evolution at time $t$ is described by $U_{t}$, as illustrated on the left of Fig. 2.3. Then the quantum many-body state $\left|\Psi_{t}\right\rangle$ evolves from step to step following

$$
\begin{equation*}
\left|\Psi_{t+1}\right\rangle=U_{t}\left|\Psi_{t}\right\rangle \tag{2.20}
\end{equation*}
$$

Suppose $U_{t}$ at different time $t$ are independently drawn from random unitary ensembles (not necessary Haar random) which are invariant under local basis transformation, the full unitary evolution

$$
\begin{equation*}
U=\prod_{t} U_{t}=U_{t} U_{t-1} \cdots U_{1} U_{0} \tag{2.21}
\end{equation*}
$$

will form a random unitary circuit that defines a locally scrambled quantum dynamics. If we spell out the local basis transformations $V_{t}$ that has been made at each time step, i.e. $U_{t}=V_{t}^{\dagger} U_{t}^{\prime} V_{t}$,

$$
\begin{equation*}
U=V_{t}^{\dagger} U_{t}^{\prime} V_{t} V_{t-1}^{\dagger} U_{t-1}^{\prime} V_{t-1} \cdots, \tag{2.22}
\end{equation*}
$$

we can see that the neighboring transformations $V_{t} V_{t-1}^{\dagger}$ can merge into a single layer of local scramblers. Therefore a locally scrambled quantum dynamics can also be viewed as repeatedly applying the on-site scrambling $V_{t} V_{t-1}^{\dagger}$ followed by the inter-site unitary $U_{t}^{\prime}$. In this way, the quantum many-body state is always sufficiently scrambled on each qudit and the scrambling is uncorrelated in time, such that the information about local basis choice does not pass on from step to step. Separating each step of the unitary evolution by local scramblers is our key assumption about the quantum dynamics, which enables us to proceed.

The entanglement dynamics induced by the locally scrambled quantum dynamics is Markovian, and admits a simple transfer matrix description. To see this, we evaluate the final state EF averaging over all locally scrambled unitary ensembles at different steps

$$
\begin{equation*}
\left|W_{\Psi_{t+1}}\right\rangle=\underset{U_{t} U_{t-1}}{\mathbb{E}} \cdots\left|W_{U_{t} U_{t-1} \cdots \Psi_{0}}\right\rangle . \tag{2.23}
\end{equation*}
$$

Applying Eq. (2.19), we arrive at the recurrent equation for the ensemble averaged EF state

$$
\begin{equation*}
\left|W_{\Psi_{t+1}}\right\rangle=\hat{T}_{t}\left|W_{\Psi_{t}}\right\rangle, \tag{2.24}
\end{equation*}
$$

where we have introduced the transfer matrix

$$
\begin{equation*}
\hat{T}_{t}=\hat{W}_{U_{t}} \hat{W}_{\mathbb{1}}^{-1} \tag{2.25}
\end{equation*}
$$

to evolve the EF state $\left|W_{\Psi_{t}}\right\rangle$ according to the EF of the single-step unitary $U_{t}$. As summarized in Fig. 2.3, Eq. (2.25) is the key equation that bridges the quantum dynamics and entanglement dynamics, allowing us to predict the evolution of entanglement properties of a quantum state based on the entanglement properties of the unitary operator applied at each time step. If we further assume locality of the quantum dynamics such that $U_{t}=\bigotimes_{x} U_{t, x}$ can be decomposed into products of non-overlapping local unitary gates $U_{t, x}$ (each gate only acts on a few qudits and its spatial position is labeled by $x$ ), the EF operator $\hat{W}_{U}$ can be factorized in the same manner
following Eq. (2.14)

$$
\begin{equation*}
\hat{W}_{U_{t}}=\bigotimes_{x} \hat{W}_{U_{t, x}}, \tag{2.26}
\end{equation*}
$$

where $\hat{W}_{U_{t, x}}$ is the EF operator for each local unitary gate, which can be easily computed (as it only involves a few qudits). Along this line, the transfer matrix $\hat{T}_{t}$ can be constructed purely based on our knowledge about the EF of each unitary gate involved in the quantum dynamics.

Using Eq. (2.24), we can evolve the EF of any initial quantum state in time, given the locally scrambled quantum dynamics. The time evolution of the (2nd Rényi) EE can be read out from the EF by

$$
\begin{equation*}
S^{(2)}[\boldsymbol{\sigma}](t)=-\log \left\langle\boldsymbol{\sigma} \mid W_{\Psi_{t}}\right\rangle, \tag{2.27}
\end{equation*}
$$

following Eq. (2.9). Strictly speaking, there is a subtle issue about exchanging the order of the logarithm with all the ensemble average in Eq. (2.23). We are typically more interested in the ensemble average of the EE other than the EF. So the correct average for the EF should be the geometric mean $\exp (\mathbb{E} \log W[\boldsymbol{\sigma}])$, but we are replacing it by the algebraic mean $\mathbb{E} W[\boldsymbol{\sigma}]$ in Eq. (2.23), which always over estimates the EF and hence underestimates the EE. So the EE obtained in Eq. (2.27) only serves as a lower bound of the ensemble averaged EE. We may treat this lower bound as an approximation, but we can not claim that it is always a good approximation, because there are known scenarios where this approximation is problematic. For example, near the entanglement transition $[13,111,207]$ where critical fluctuation is important, this approximate treatment gives wrong answers about the universality class and critical exponents. There have been more rigorous treatments developed in Ref. [199, 207] using replica tricks, but we will not pursuit that direction in this paper. For thermalizing dynamics and volume-law states, we believe that the lower bound estimation in Eq. (2.27) will provide a decent approximation, because the EF of thermalizing state contains strong ferromagnetic correlation to suppress the spin fluctuation, which allows us to replace the geometric mean by the algebraic mean as the fluctuation is small. We will rely on numerical simulations in Sec. 2.3 to justify this assumption.

To conclude, the EF formalism provides a concise description for the entanglement
dynamics, when the underlying quantum dynamics is locally scrambled. However, there are also several limitations of locally scrambled quantum dynamics. First of all, the dynamics is not translation invariant in time, because the local scrambles at each step must be sampled independently. As a result, energy is not conserved under such dynamics. Secondly, global symmetry[117, 173] can not be implemented in the current scheme, because symmetry representations on each site will all be scrambled together, such that the symmetry can not be preserved. Finally, in lack of the local-basis-specific information, we can not discuss the operator dynamics for specific local operators[175] (but we can discuss operator averaged behaviors). To go beyond the local scrambling assumption, one idea could be to gradually introduce the correlation of unitary gates in time. But we will leave that for future study. We believe that our discussion of the locally scrambled quantum dynamics will set a cornerstone for future developments.

### 2.2.5 Entanglement Feature Hamiltonian

In the previous section, we have derived the dynamic equation Eq. (2.24) for EF states under discrete time dynamics. We can also consider the continuum limit of the dynamics, where we refine the time step and take $U_{t}$ to be close to identity (up to local basis transformation).

For example, we can consider generating $U_{t}$ by a local Hamiltonian for a short amount of "time" $\varepsilon \ll 1$ with the local basis scrambled

$$
\begin{equation*}
U_{t}=V_{t}^{\dagger} e^{-\mathrm{i} \varepsilon H} V_{t} \tag{2.28}
\end{equation*}
$$

where $V_{t}=\bigotimes_{i=1}^{L} V_{t, i}$ is a layer of local scramblers and each scrambler $V_{t, i}$ is an on-site unitary operator independently drawn from Haar random ensemble. The full unitary evolution $U=\prod_{t} U_{t}$ is given by the time-order product. The onsite scrambling does not generate entanglement (among different sites). The entanglement generation and propagation all depend on the inter-site couplings in the Hamiltonian $H$. As $\varepsilon$ is small, the entanglement dynamics will be slow (smooth) enough that admits a continuum time description. We will study this model in more details later,
but the goal here is to first establish a Hamiltonian formulation for the evolution of EF state in the continuum limit.

When $U_{t}$ is close to an identity operator (up to local basis transformations), its EF operator $\hat{W}_{U_{t}}$ will approach $\hat{W}_{1}$, hence the transfer matrix $\hat{T}_{t}=\hat{W}_{U_{t}} \hat{W}_{1}^{-1}$ will also be close to the identity operator $\hat{\mathbb{1}}$ (in the EF Hilbert space). It turns out that the difference between $\hat{T}_{t}$ and $\hat{\mathbb{1}}$ is of the order $\varepsilon^{2}$ (not $\varepsilon$ as one may expect). A general argument for this property is as follows. Given $U_{t}$ in Eq. (2.28), its EF is described by

$$
\begin{equation*}
W_{U_{t}}[\boldsymbol{\sigma}, \boldsymbol{\tau}]=\operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\sigma}} e^{-\mathrm{i} \varepsilon \mathbb{H}} \mathscr{X}_{\boldsymbol{\tau}} e^{\mathrm{i} \varepsilon \mathbb{H}}\right), \tag{2.29}
\end{equation*}
$$

with $\mathbb{H}=H \otimes \mathbb{1}+\mathbb{1} \otimes H$. It can be shown that $W_{U_{t}}[\boldsymbol{\sigma}, \boldsymbol{\tau}]$ must be even in $\varepsilon$, because it is real by definition but $\varepsilon$ comes with the imaginary unit in Eq. (2.29), thus the odd-power expansions of $W_{U_{t}}[\boldsymbol{\sigma}, \boldsymbol{\tau}]$ in $\varepsilon$ could only be imaginary, and must therefore vanish altogether. So the operators $\hat{W}_{U_{t}}$ and $\hat{T}_{t}$ are even in $\varepsilon$, hence the leading order deviation of $\hat{T}_{t}$ from $\hat{\mathbb{1}}$ is of the order $\varepsilon^{2}$.

Given this, we expand $\hat{T}_{t}$ around the identity operator $\hat{\mathbb{1}}$ and define the entanglement feature Hamiltonian (EF Hamiltonian)

$$
\begin{equation*}
\hat{H}_{\mathrm{EF}}=\frac{1}{\varepsilon^{2}}\left(\hat{\mathbb{1}}-\hat{T}_{t}\right)=\frac{1}{\varepsilon^{2}}\left(\hat{\mathbb{1}}-\hat{W}_{U_{t}} \hat{W}_{\mathbb{1}}^{-1}\right), \tag{2.30}
\end{equation*}
$$

such that the recurrent equation Eq. (2.24) transforms to an imaginary-time Schrödinger equation in the continuum limit of $\varepsilon \ll 1$,

$$
\begin{equation*}
\partial_{t}\left|W_{\Psi_{t}}\right\rangle=-\hat{H}_{\mathrm{EF}}\left|W_{\Psi_{t}}\right\rangle . \tag{2.31}
\end{equation*}
$$

The differentiation $\partial_{t}\left|W_{\Psi_{t}}\right\rangle$ should be considered as the limit of $\left(\left|W_{\Psi_{t+\varepsilon^{2}}}\right\rangle-\left|W_{\Psi_{t}}\right\rangle\right) / \varepsilon^{2}$, where $\varepsilon^{2}$ serves as the infinitesimal time step. In general, $\hat{H}_{\mathrm{EF}}$ can be time-dependent, but let us omit the explicit time dependence for simplicity. The locality of the EF operator $\hat{W}_{U_{t}}$ as discussed in Eq. (2.26) translates to the locality of the EF Hamiltonian $\hat{H}_{\mathrm{EF}}$, which allow us to write
$\hat{H}_{\mathrm{EF}}=\sum_{x} \hat{H}_{x}$ as sum of local terms. In principle, the specific form of these local terms $\hat{H}_{x}$ can be derived from the terms in the quantum many-body Hamiltonian $H$ that drives the quantum dynamics, which we will demonstrate later in Sec. 2.3.3. However, even if we have no specific knowledge about $H$, we can already learn a lot about $\hat{H}_{\mathrm{EF}}$ based on the general properties of entanglement dynamics. In the following, we will show how the physical constraint of entanglement dynamics can pin down the general form of the EF Hamiltonian.

Let us consider the two-local EF Hamiltonian, meaning that the local terms $\hat{H}_{x}$ span over two sites at most. We find that the most general two-local EF Hamiltonian should take the following form

$$
\begin{equation*}
\hat{H}_{\mathrm{EF}}=\sum_{i, j} g_{i j} \frac{1-Z_{i} Z_{j}}{2} e^{-\beta_{i j} X_{i} X_{j}-\delta\left(X_{i}+X_{j}\right)}, \tag{2.32}
\end{equation*}
$$

where $g_{i j} \geq 0$ and $\beta_{i j} \in \mathbb{R}$ are model parameters and the constant $\delta$ is fixed by the qudit dimension $d$ via coth $\delta=d$. Here $X_{i}, Z_{i}$ are Pauli operators acting on the $i$ th Ising spin (that labels the entanglement region). Each local term in the Hamiltonian consists of a term $e^{-\beta_{i j} X_{i} X_{j}-\delta\left(X_{i}+X_{j}\right)}$ that fluctuates Ising spins, followed by a ferromagnetic projection operator $\left(1-Z_{i} Z_{j}\right) / 2$. Although we call $\hat{H}_{\mathrm{EF}}$ a Hamiltonian, it is not a Hermitian operator as expected in conventional quantum mechanics, because fluctuation term and the projection term do not commute. As a result, the left- and the right-eigenstates of $\hat{H}_{\mathrm{EF}}$ could be different. The coupling strength $g_{i j}$ describes the entangling power of the quantum dynamics, i.e. the velocity that the entanglement builds up between sites $i$ and $j$ if initialized from a product state.

The postulated form of $\hat{H}_{\mathrm{EF}}$ in Eq. (2.32) is constrained by the following physical requirements (or assumptions).

- Pure state remains pure under quantum dynamics (i.e. a $\mathbb{Z}_{2}$ Ising symmetry),

$$
\begin{equation*}
\left[\hat{H}_{\mathrm{EF}}, \prod_{i} X_{i}\right]=0 \tag{2.33}
\end{equation*}
$$

An important entanglement property of pure states is that the EE of a region $A$ should
be the same as that of its complement $\bar{A}$, therefore the pure state EF must be invariant under Ising symmetry, i.e. $W_{|\Psi\rangle}[\boldsymbol{\sigma}]=W_{|\Psi\rangle}[-\boldsymbol{\sigma}]$, which can be equivalently written as $\left|W_{\Psi}\right\rangle=\prod_{i} X_{i}\left|W_{\Psi}\right\rangle$. Since any quantum dynamics (described by a unitary evolution) will preserve the purity of the quantum state, the entanglement dynamics should also respect this Ising symmetry, such that the EF Hamiltonian $\hat{H}_{\mathrm{EF}}$ must commute with the symmetry operator $\prod_{i} X_{i}$ as asserted in Eq. (2.33).

- EE must vanish for empty entanglement regions,

$$
\begin{equation*}
\langle\uparrow \uparrow \uparrow \cdots| \hat{H}_{\mathrm{EF}}=0 \tag{2.34}
\end{equation*}
$$

By empty entanglement region, we mean $A=\emptyset$ is an empty set, which correspond to the Ising configuration $\boldsymbol{\sigma}=\uparrow \uparrow \uparrow \cdots \equiv \uparrow$ (i.e. $\forall i: \sigma_{i}=+1$ ). Hereinafter we use the symbol $\Uparrow$ to denote the all-up configuration to simplify the notation. When the entanglement region is empty, the EE must be zero, i.e. $S^{(2)}[\Uparrow]=0$. This requires $\left\langle\Uparrow \mid W_{\Psi}\right\rangle=W_{|\Psi\rangle}[\Uparrow$ $]=e^{-S^{(2)}[\uparrow]}=1$ to remain at constant under any entanglement dynamics. Now suppose $\left|W_{\Psi_{t}}\right\rangle$ is time dependent under the entanglement dynamics. Taking the time derivative on both sides of $\left\langle\Uparrow \mid W_{\Psi_{t}}\right\rangle=1$ and apply the dynamic equation Eq. (2.31), we can see that $\langle\Uparrow| \partial_{t}\left|W_{\Psi_{t}}\right\rangle=-\langle\Uparrow| \hat{H}_{\mathrm{EF}}\left|W_{\Psi_{t}}\right\rangle=0$ must hold for any EF state $\left|W_{\Psi_{t}}\right\rangle$, therefore we must require $\langle\Uparrow| \hat{H}_{\mathrm{EF}}=0$ as claimed in Eq. (2.34).

- Statistical time-reversal symmetry of random unitary ensembles,

$$
\begin{equation*}
\hat{W}_{\mathbb{1}} \hat{H}_{\mathrm{EF}}^{\top}=\hat{H}_{\mathrm{EF}} \hat{W}_{\mathbb{1}} \tag{2.35}
\end{equation*}
$$

We assume that the random unitary gates in the circuit are statistically invariant under time-reversal, meaning that $U_{t}$ and $U_{t}^{\dagger}$ will appear with equal probability in the unitary ensemble. Then according to the definition of unitary EF in Eq. (2.5), the time-reversal symmetry implies to $W_{U}[\boldsymbol{\sigma}, \boldsymbol{\tau}]=W_{U}[\boldsymbol{\tau}, \boldsymbol{\sigma}]$, i.e. $\hat{W}_{U}^{\top}=\hat{W}_{U}$. As a special case, we also
have $\hat{W}_{\mathbb{1}}^{\top}=\hat{W}_{\mathbb{1}}$ by definition. Transposing both sides of $\hat{W}_{U} \hat{W}_{\mathbb{1}}^{-1}=\hat{\mathbb{1}}-\varepsilon^{2} \hat{H}_{\mathrm{EF}}$, we obtain $\hat{W}_{\mathbb{1}}^{-1} \hat{W}_{U}=\hat{\mathbb{1}}-\varepsilon^{2} \hat{H}_{\mathrm{EF}}^{\top}$. Therefore $\hat{H}_{\mathrm{EF}}^{\top}$ and $\hat{H}_{\mathrm{EF}}$ must be related by $\hat{W}_{\mathbb{1}} \hat{H}_{\mathrm{EF}}^{\top}=\hat{H}_{\mathrm{EF}} \hat{W}_{\mathbb{1}}$ as stated in Eq. (2.35). One known scenario that the statistical time-reversal symmetry is broken is that the unitary operators cyclically permute the qudit along one direction, which describes a quantum dynamics that has dynamic anomaly.[132, 179] We conjecture that the statistical time-reversal symmetry effectively restricts the quantum dynamics to be anomaly free.

With these conditions, we can start from a generic two-local Hamiltonian $\hat{H}_{\mathrm{EF}}=\sum_{i, j} \hat{H}_{i j}$ and derive the generic form of Eq. (2.32). First of all, the Ising symmetry in Eq. (2.33) restricts $\hat{H}_{i j}$ to be a linear combination of the following operators $\hat{H}_{i j}=x_{1}+x_{2} X_{j}+x_{3} X_{i}+x_{4} X_{i} X_{j}+$ $x_{5} Y_{i} Y_{j}+x_{6} Y_{i} Z_{j}+x_{7} Z_{i} Y_{j}+x_{8} Z_{i} Z_{j}$, which contains all the two-local operators that commute with $X_{i} X_{j}$. Then the left-null-state requirement in Eq. (2.34) further requires $x_{1}=-x_{8}, x_{2}=\mathrm{i} x_{7}, x_{3}=$ $\mathrm{i} x_{6}, x_{4}=x_{5}$, which reduce $\hat{H}_{i j}$ to $\left(1-Z_{i} Z_{j}\right)\left(x_{1}+x_{2} X_{j}+x_{3} X_{i}+x_{4} X_{i} X_{j}\right)$. Finally, the statistical time-reversal symmetry in Eq. (2.35) requires

$$
\begin{equation*}
x_{2}=x_{3}=-\frac{d\left(x_{1}+x_{4}\right)}{d^{2}+1} \tag{2.36}
\end{equation*}
$$

leaving only two independent parameters $x_{1}$ and $x_{4}$. This relation can be resolved by introducing another two parameters $g$ and $\beta$ to parametrize $x_{1}+x_{2} X_{j}+x_{3} X_{i}+x_{4} X_{i} X_{j}=\frac{g}{2} e^{-\beta X_{i} X_{j}-\delta\left(X_{i}+X_{j}\right)}$ with coth $\delta=d$ fixed, such that

$$
\begin{align*}
x_{1} & =\frac{g\left(d^{2} \cosh \beta-\sinh \beta\right)}{2\left(d^{2}-1\right)}, \\
x_{2}=x_{3} & =-\frac{g d e^{-\beta}}{2\left(d^{2}-1\right)}  \tag{2.37}\\
x_{4} & =\frac{g\left(\cosh \beta-d^{2} \sinh \beta\right)}{2\left(d^{2}-1\right)},
\end{align*}
$$

automatically satisfies Eq. (2.36). The resulting local term reads $\hat{H}_{i j}=g \frac{1-Z_{i} Z_{j}}{2} e^{-\beta X_{i} X_{j}-\delta\left(X_{i}+X_{j}\right)}$,
which matches the form of Eq. (2.32).

### 2.2.6 Universal Behaviors of Entanglement Dynamics

The generic form of the EF Hamiltonian $\hat{H}_{\mathrm{EF}}$ in Eq. (2.32) is already useful to illustrate several universal behaviors about the entanglement dynamics. Suppose the EF Hamiltonian admits the following spectral decomposition

$$
\begin{equation*}
\hat{H}_{\mathrm{EF}}=\sum_{a}\left|R_{a}\right\rangle \lambda_{a}\left\langle L_{a}\right|, \tag{2.38}
\end{equation*}
$$

where $\left|R_{a}\right\rangle$ and $\left\langle L_{a}\right|$ are respectively the right- and left-eigenstate of the eigenvalue $\lambda_{a}$. The righteigenstate is related to the corresponding left-eigenstate by $\left|R_{a}\right\rangle \propto\left(\left\langle L_{a}\right| \hat{W}_{1}\right)^{\top}$, which follows from Eq. (2.35). Then the Schrödinger equation for EF state Eq. (2.31) can be formally solved as

$$
\begin{equation*}
\left|W_{\Psi_{t}}\right\rangle=\sum_{a} e^{-\lambda_{a} t}\left|R_{a}\right\rangle\left\langle L_{a} \mid W_{\Psi_{0}}\right\rangle . \tag{2.39}
\end{equation*}
$$

The dynamics of the EE can be inferred from Eq. (2.27) as

$$
\begin{align*}
S^{(2)}[\boldsymbol{\sigma}](t) & =-\log \left\langle\boldsymbol{\sigma} \mid W_{\Psi_{t}}\right\rangle \\
& =-\log \sum_{a} e^{-\lambda_{a} t}\left\langle\boldsymbol{\sigma} \mid R_{a}\right\rangle\left\langle L_{a} \mid W_{\Psi_{0}}\right\rangle . \tag{2.40}
\end{align*}
$$

Independent of the choice of model parameters $g_{i j}, \beta_{i j}$, the EF Hamiltonian $\hat{H}_{\mathrm{EF}}$ has the following spectral properties:

- $\hat{H}_{\text {EF }}$ is positive semi-definite (all its eigenvalues $\lambda_{a} \geq 0$ are real and non-negative),
- $\hat{H}_{\mathrm{EF}}$ always has (at least) a zero eigenvalue $\lambda_{0}=0$ in the $\mathbb{Z}_{2}$ (Ising parity) even sector, whose left- and right-eigenstates are

$$
\begin{align*}
& \left\langle L_{0}\right|=\frac{\langle\Uparrow|+\langle\Downarrow|}{2},  \tag{2.41}\\
& \left|R_{0}\right\rangle=\left|W_{\text {Page }}\right\rangle
\end{align*}
$$

The left zero mode $\left\langle L_{0}\right|$ is the Ising symmetric superposition of the all-up and the all-down states. The right zero mode $\left|R_{0}\right\rangle$ is the Page EF state given in Eq. (2.11).

The proof can be found in Appendix A.4. With these results, we can obtain several universal behaviors of entanglement dynamics with local scrambling in the short-time and long-time limit.

In the short-time limit $(t \rightarrow 0)$, expanding the solution of EF state in Eq. (2.40) to first order in $t$, we can show that the EE grows linearly in time,

$$
\begin{equation*}
S^{(2)}[\boldsymbol{\sigma}](t)=S^{(2)}[\boldsymbol{\sigma}](0)+v_{\mathrm{E}}^{(2)}[\boldsymbol{\sigma}] \times t+\mathscr{O}\left(t^{2}\right), \tag{2.42}
\end{equation*}
$$

where the linear-time coefficient $v_{\mathrm{E}}^{(2)}[\boldsymbol{\sigma}]$ is the entanglement growth rate, which is related to the entanglement velocity introduced in Ref.[90, 144]

$$
\begin{equation*}
v_{\mathrm{E}}^{(2)}[\boldsymbol{\sigma}]=\partial_{t} S^{(2)}[\boldsymbol{\sigma}](0)=\frac{\langle\boldsymbol{\sigma}| \hat{H}_{\mathrm{EF}}\left|W_{\Psi_{0}}\right\rangle}{\left\langle\boldsymbol{\sigma} \mid W_{\Psi_{0}}\right\rangle} \tag{2.43}
\end{equation*}
$$

The entanglement velocity $v_{\mathrm{E}}^{(2)}[\boldsymbol{\sigma}]$ characterizes how fast the EE grows in a given entanglement region specified by $\boldsymbol{\sigma}$. It is proportional to the matrix element of the EF Hamiltonian $\hat{H}_{\mathrm{EF}}$, as can be seen in Eq. (2.43), because $\hat{H}_{\mathrm{EF}}$ is the time-evolution generator that drives the entanglement dynamics. In particular, if the initial state is a generic product state, i.e. $\left|W_{\Psi_{0}}\right\rangle=\left|W_{\text {prod }}\right\rangle=\Sigma_{\boldsymbol{\sigma}}|\boldsymbol{\sigma}\rangle$ as given in Eq. (2.10), the entanglement velocity $v_{\mathrm{E}}^{(2)}[\boldsymbol{\sigma}]$ admits an explicit formula

$$
\begin{equation*}
v_{\mathrm{E}}^{(2)}[\boldsymbol{\sigma}]=\sum_{\langle i j\rangle} \tilde{g}_{i j} \frac{1-\sigma_{i} \sigma_{j}}{2}, \tag{2.44}
\end{equation*}
$$

where $\tilde{g}_{i j}=g_{i j} e^{-\beta_{i j}-2 \delta} \geq 0$ is the effective coupling. Eq. (2.44) describes how the entanglement velocity $v_{\mathrm{E}}^{(2)}$ depends on the choice of the entanglement region $\boldsymbol{\sigma}$. It is obvious that the entanglement velocity $v_{\mathrm{E}}^{(2)}[\boldsymbol{\sigma}] \geq 0$ is non-negative for all choices of entanglement regions, because the EE can only grow from an unentangled product state. If $\tilde{g}_{i j}=\tilde{g}$ is uniform through out the system, $v_{\mathrm{E}}^{(2)}[\boldsymbol{\sigma}]$ will simply be proportional to the number of domain walls in the Ising configuration $\boldsymbol{\sigma}$,
which is also the area $|\partial A|$ of the entanglement region $A$. Therefore the entanglement velocity follows the area-law scaling,

$$
\begin{equation*}
v_{\mathrm{E}}^{(2)}=\tilde{g}|\partial A|, \tag{2.45}
\end{equation*}
$$

which can be expected from the locality of the entanglement dynamics in our setup.
In the long-time limit $(t \rightarrow \infty)$, the EF state is dominated by the zero mode (assuming the zero mode is unique) and all the other modes decays exponentially with time. The positive semi-definite property of the EF Hamiltonian, i.e. $\lambda_{a} \geq 0$, ensures that all modes (except the zero mode) will decay exponentially in time. As $t \rightarrow \infty$, Eq. (2.39) reduces to

$$
\begin{equation*}
\left|W_{\Psi_{\infty}}\right\rangle=\left|R_{0}\right\rangle\left\langle L_{0} \mid W_{\Psi_{0}}\right\rangle, \tag{2.46}
\end{equation*}
$$

with the left and right zero modes given by Eq. (2.41). Given that the EE vanishes in trivial regions, $\left\langle\Uparrow \mid W_{\Psi}\right\rangle=\left\langle\Downarrow \mid W_{\Psi}\right\rangle=1$, so $\left\langle L_{0} \mid W_{\Psi}\right\rangle=1$ for any EF state $\left|W_{\Psi}\right\rangle$. Then Eq. (2.46) results in

$$
\begin{equation*}
\left|W_{\Psi_{\infty}}\right\rangle=\left|R_{0}\right\rangle=\left|W_{\text {Page }}\right\rangle, \tag{2.47}
\end{equation*}
$$

meaning that the EF always converge to that of the Page state in the long-time limit regardless what the initial state is. All states are doomed to thermalize under the quantum dynamics with local scrambling. The Page state will be their final destiny, whose EE reads

$$
\begin{equation*}
S^{(2)}[\boldsymbol{\sigma}]=-\log \frac{\cosh \left(\eta \sum_{i=1}^{L} \sigma_{i}\right)}{\cosh (\eta L)} \tag{2.48}
\end{equation*}
$$

which follows from Eq. (2.11). For $|A| \ll L$, the EE exhibits the volume-law scaling

$$
\begin{equation*}
S^{(2)}(A)=2 \eta|A| \tag{2.49}
\end{equation*}
$$

with the volume law coefficient given by $2 \eta=\log d$. It worth mention that the above conclusion is based on the assumption that the zero mode is unique. If there are other degenerated zero
modes (other than $\left|W_{\text {Page }}\right\rangle$ ), the final state may not converge to the Page state and the system can evade thermalization. We will discuss such a possibility later with a more concrete model in Sec. 2.3.2.

### 2.2.7 Excitation Spectrum of the Entanglement Feature Hamiltonian

Having discussed the ground state property of the EF Hamiltonian $\hat{H}_{\mathrm{EF}}$, let us turn to the low-lying excited states of $\hat{H}_{\mathrm{EF}}$. According to Eq. (2.39), every eigenmode with finite eigenenergy $\lambda_{a}$ will decay exponentially in time as $e^{-\lambda_{a} t}$. Eventually, only the ground state with zero eigenenergy $\left(\lambda_{0}=0\right)$ would survive, and the system thermalizes to Page states. Hence the low-energy excitation spectrum determines how the EE approaches to its thermal limit in the late-time regime. Here we will focus on the spectrum of two kinds of excitations, namely the two-domain-wall excitation and the single spin-flip excitation, which dominate the low-energy excitations. We obtain the analytical expression of their dispersion relations, from which we can estimate the excitation gap and determine the relaxation time. In Sec.2.3.3, we further compare the analytically estimated relaxation time with the numerical fitted one, and find good consistency.

For simplicity, we assume the parameters $g_{i j}, \beta_{i j}$ in the EF Hamiltonian $\hat{H}_{\text {EF }}$ are spatially homogeneous (i.e $g_{i j}=g, \beta_{i j}=\beta$ ). For the parameter $\beta$, any unitary evolution generated from Hamiltonian $e^{-\mathrm{i} \varepsilon H}$ would have nonzero $\beta$ only at the order of $\mathscr{O}\left(\varepsilon^{2}\right)$ in small $\varepsilon$ limit (see Appendix A. 7 for details). Hence, we will take $\beta=0$ in the following. More general results for $\beta \neq 0$ can be found in Appendix A. 5 and Appendix A.6. To first gain some intuitions about the excitation spectrum, we start with the exact diagonalization (ED) of EF Hamiltonian. The result is shown in Fig. 2.4. Apart from the eigenenergy $\lambda_{a}$, every state $\left|R_{a}\right\rangle$ is also label by its crystal momentum $k_{a}$, which is defined through its translation eigenvalue as $\mathrm{T}\left|R_{a}\right\rangle=e^{\mathrm{i} k_{a}}\left|R_{a}\right\rangle$, where the translation operator T is defined by its action on the Ising basis $\mathrm{T}\left|\sigma_{1} \sigma_{2} \cdots \sigma_{L}\right\rangle=\left|\sigma_{L} \sigma_{1} \cdots \sigma_{L-1}\right\rangle$. One can see that above the ground state at $\lambda_{0}=0$ and $k_{0}=0$, there is a continuum of excited states.


Figure 2.4. We perform exact diagonalization for the EF Hamiltonian $\hat{H}_{\mathrm{EF}}$ with $\beta=0, L=10$. Each small circle represents an eigenstate label by its eigenenergy $\lambda$ and its crystal momentum $k$. The blue curve is the analytical result of two-domain-wall ansatz Eq. (2.52). The red curve is the analytical result of single spin-flip ansatz Eq. (2.54).

To better understand these excited states, we look into their wave function. We realize that the excitation can be classified based on the number of domain walls in the left-eigenstate. For instance, $\langle\uparrow \cdots \uparrow \downarrow \cdots \downarrow \uparrow \cdots \uparrow|$ is an example of two-domain-wall states. As mentioned in Eq. (2.41), the left ground state $\left\langle L_{0}\right|=(\langle\Uparrow|+\langle\Downarrow|) / 2$ contains no domain wall and hence no excitation. Other excited left-eigenstate will be a superposition of states of different domain-wall number. Note that the corresponding right eigenstate can be obtained from $|R\rangle=\left(\langle L| \hat{W}_{\mathbb{1}}\right)^{\top}$. Fig. 2.5 shows the weights of different domain-wall states in the lowest-energy excited state of various momenta. The ED result indicates that the lowest-energy excited state mainly consists of two-domain-wall states, so we will focus on them in the following.

Based on the numerical observation, we approximate low energy excitation by the two-domain-wall (2DW) ansatz state as follows,

$$
\begin{equation*}
\langle k| \propto \sum_{i_{1}, i_{2}} e^{i k \frac{i_{1}+i_{2}}{2}} \phi_{i_{2}-i_{1}}^{*}\left\langle i_{1}, i_{2}\right|, \tag{2.50}
\end{equation*}
$$

where $\left\langle i_{1}, i_{2}\right|=\langle\Uparrow| \prod_{i=i_{1}}^{i_{2}-1} X_{i}$ is a two-domain-wall state with domain walls located at $i_{1}$ and $i_{2}$. $k$ labels the center of mass momentum of the pair of domain walls. $\phi_{\Delta i}$ is a variational wave


Figure 2.5. We perform exact diagonalization for the EF Hamiltonian $\hat{H}_{\mathrm{EF}}$ with $g=1, \beta=$ $0, L=6$. The weight is defined as follows: the left excited state $\langle L|$ can be expressed as the linear combination of two-, four- and six-domain-wall states with the coefficient $\left(c_{2}, c_{4}, c_{6}\right)$. The weight of individual type is equal to $\left|c_{n}\right|^{2}$. For $k=0$, zero-domain wall states take half of the weight in the lowest-energy excited state. However, they have no contribution in dispersion relation since their eigenenergy is zero.
function that describes the relative motion between the domain walls. We can then evaluate the energy expectation value $\lambda(k)$ on the ansatz state $\langle k|$,

$$
\begin{equation*}
\lambda_{2 \mathrm{DW}}(k)=\frac{\langle k| \hat{H}_{\mathrm{EF}} \hat{W}_{\mathbb{1}}|k\rangle}{\langle k| \hat{W}_{\mathbb{1}}|k\rangle}, \tag{2.51}
\end{equation*}
$$

where $\hat{W}_{1}|k\rangle$ is understood as the corresponding right-state of the ansatz left-state $\langle k|$. Two assumptions are made to derive the analytical expression of the dispersion relation. The first assumption is that these domain walls have no interaction with each other and thus $\phi_{\Delta i}$ can be approximated by plane waves. The second assumption is the thermodynamic $\operatorname{limit} L \rightarrow \infty$, which would simplify the calculation but suppress the contribution from short two-domain-wall states (see Appendix A. 5 for details). Based on these assumptions, the dispersion relation for $\beta=0$ can be derived as,

$$
\begin{equation*}
\lambda_{2 \mathrm{DW}}(k)=2 g\left(1+\frac{1}{d^{2}}\right)-\frac{4 g}{d} \cos \frac{k}{2}+\mathscr{O}\left(d^{-3}\right) . \tag{2.52}
\end{equation*}
$$

The band minimum is at $k=0$, which defines the excitation gap

$$
\begin{equation*}
\Delta=\min _{k} \lambda(k)=2 g\left(1-\frac{1}{d}\right)^{2}+\mathscr{O}\left(d^{-3}\right) \tag{2.53}
\end{equation*}
$$

It turns out that the gap remains open (i.e. $\Delta>0$ ) for any finite $g>0$.


Figure 2.6. Comparison of the excitation gap between the finite-size ED result and the analytical result of two-domain-wall ansatz in the thermodynamic limit for the qudit dimension $d=2$. The analytical result $\Delta=g / 2$ is given by Eq. (2.53).

The comparison between ED result (black circles) and our analytical expression (blue curve) is shown in Fig. 2.4. The lower-edge of the excitation spectrum is pretty well captured by the two-domain-wall ansatz. The comparison also reveals a finite-size-effect in the spectrum. In Fig. 2.6, we show how the gap at $k=0$ (from ED) approaches to the analytic result of Eq. (2.53) with increasing system size $L$. We also observe a systematic deviation of our analytical result from the excitation edge near $k=\pi$. The reason is that the eigenstate around $k=\pi$ is dominated by single-site excitations, where the domain-walls are next to each other such that their interaction can not be ignored. To capture the interaction effect, we switch to another ansatz state, which describes the motion of a tightly-bound domain-wall pair, or equivalently a single spin-flip (SSF) excitation (see Appendix A. 6 for details). The dispersion of the SSF excitation reads

$$
\begin{equation*}
\lambda_{\mathrm{SSF}}(k)=2 g \tag{2.54}
\end{equation*}
$$

which turns out to be independent of the qudit dimension $d$ and the momentum $k$. This dispersion relation basically passes a series of points in Fig. 2.4 and only becomes the lowest excited state around $k=\pi$.

### 2.3 Applications and Numerics

### 2.3.1 Models of Locally Scrambled Quantum Dynamics

In the following, we will apply the entanglement feature formalism to several scenarios of locally scrambled quantum dynamics. We will consider two types of models: random circuit models with discrete time as in Fig. 2.7(a), and Hamiltonian generated evolutions with local scramblers in the limit of continuous time as in Fig. 2.7(b). For the discrete time models, namely locally scrambled random circuits, we will adopt the transfer matrix method to study the entanglement dynamics. For the continuous time models, namely locally scrambled Hamiltonian dynamics, we will apply the EF Hamiltonian approach.
(a)

(b)


Figure 2.7. (a) Locally scrambled random circuit. The gates are drawn independently in both space and time (as indicated by different colors). (b) Locally scrambled Hamiltonian dynamics. The unitary operators generated by the local Hamiltonian are overlapping gray ovals in each layer. The on-site scramblers are uncorrelated in both space and time (as indicated by different colors).

The random circuit we consider will be of the "brick wall" structure as shown in Fig. 2.7(a). The entire unitary circuit $U=\prod_{t} U_{t}$ is constructed by stacking layers of unitary gates.

Each layer $U_{t}$ is described by

$$
U_{t}= \begin{cases}\bigotimes_{x} U_{t ; 2 x-1,2 x} & t \in \mathrm{odd}  \tag{2.55}\\ \otimes_{x} U_{t ; 2 x, 2 x+1} & t \in \mathrm{even}\end{cases}
$$

where $U_{t ; i j}$ denotes the two-qudit unitary gate acting on sites $i$ and $j$ at time $t$. Each gate $U_{t ; i j}$ is independently sampled from a locally scrambled unitary ensemble, so the quantum circuit $U$ will be dubbed as a locally scrambled random circuit. In fact, any gate can be made locally scrambled by symmetrizing over local basis transformations as constructed in Eq. (2.18). The construction here is more general than the Haar random unitary circuit[155], as the unitary gate here does not need to be Haar random. As the quantum state evolves by $\left|\Psi_{t+1}\right\rangle=U_{t}\left|\Psi_{t}\right\rangle$, the corresponding EF state evolves by $\left|W_{\Psi_{t+1}}\right\rangle=\hat{T}_{t}\left|W_{\Psi_{t}}\right\rangle$. The transfer matrix $\hat{T}_{t}$ follows the same structure as $U_{t}$,

$$
\hat{T}_{t}= \begin{cases}\bigotimes_{x} \hat{T}_{2 x-1,2 x} & t \in \mathrm{odd}  \tag{2.56}\\ \bigotimes_{x} \hat{T}_{2 x, 2 x+1} & t \in \text { even }\end{cases}
$$

According to Eq. (2.25), $\hat{T}_{i j}$ is fully determined by the EF of $U_{t ; i j}$ via

$$
\begin{equation*}
\hat{T}_{i j}=\hat{W}_{U_{t, i j}} \hat{W}_{1_{i j}}^{-1} \tag{2.57}
\end{equation*}
$$

Here we have assumed that $U_{t ; i j}$ are drawn from identical unitary ensembles, such that $\hat{T}_{i j}$ is timeindependent (despite of the time-dependence in $U_{t ; i j}$ ). In the following, we will provide examples of the locally scrambled two-qudit unitary ensemble. We will use the transfer matrix approach to calculate the entanglement dynamics. The result will be compared with exact numerics by explicitly constructing the random circuit and average the final state EE over random realizations.

Another type of locally scrambled quantum dynamics that we will consider is generated by a local Hamiltonian $H=\sum_{\langle i j\rangle} H_{i j}$, which is a sum of local terms $H_{i j}$ defined on nearest neighboring bonds $\langle i j\rangle$ along a 1D chain. Each step of the unitary evolution $U_{t}$ is independently
drawn from the locally scrambled unitary ensemble $\mathscr{E}_{e^{-i \varepsilon H}}$ generated by the Hamiltonian $H$,

$$
\begin{equation*}
\mathscr{E}_{e^{-\mathrm{i} \varepsilon H}}=\left\{V^{\dagger} e^{-\mathrm{i} \varepsilon H} V \mid V=\bigotimes_{i=1}^{L} V_{i}, V_{i} \in \text { Haar }\right\}, \tag{2.58}
\end{equation*}
$$

which may be simply denoted by $U_{t}=V_{t}^{\dagger} e^{-\mathrm{i} \varepsilon H} V_{t}$, as in Eq. (2.28). Combining the adjacent local scramblers following Eq. (2.22), the unitary evolution can be considered as repeatedly applying a short-time unitary evolution $e^{-\mathrm{i} \varepsilon H}$ followed by a layer of local scramblers, as illustrated in Fig. 2.7(b). Such dynamics will be called the locally scrambled Hamiltonian dynamics. It is similar to the Brownian random circuit model[130] in that each step of the evolution is driven by a different random Hamiltonian, but our construction is more general in that the random Hamiltonian ensemble only needs to be invariant under local basis transformations other than the full basis transformation of the many-body Hilbert space. For small $\varepsilon$, we can take the continuous time approach to calculate the entanglement dynamics by solving the imaginary-time Schrödinger equation $\partial_{t}\left|W_{\Psi_{t}}\right\rangle=-\hat{H}_{\mathrm{EF}}\left|W_{\Psi_{t}}\right\rangle$ in Eq. (2.31). It worth mentioning that the locally scrambled quantum dynamics we considered here should be distinguished from Trotterizing a Hamiltonian dynamics. Here, the short-time evolutions $e^{-\mathrm{i} \varepsilon H}$ are interrupted by local scramblers, such that they do not combine to a coherent long-time evolution generated by the same Hamiltonian $H$. The local scramblers destroy the original notion of time. In the quantum dynamics, $e^{-\mathrm{i} \varepsilon H}$ advances the quantum state by $\varepsilon$ in time, but after the insertion of layers of local scramblers, the entanglement dynamics only progress by $\varepsilon^{2}$, which is much slower. This phenomenon is analogous to the quantum Zeno effect due to the insertion of measurement. We conjecture that the local scramblers play a similar role as random local measurement in implementing random local basis transformations, such that the quantum dynamics is no longer coherent.

### 2.3.2 Locally Scrambled Random Circuits

Let us first consider the locally scrambled random circuit as in Fig. 2.7(a). The building blocks of the random circuit are two-qudit unitary gates. Each gate is independently drawn
from local basis independent random ensembles. The EF of a two-qudit unitary operator $U_{i j}$ is completely characterized by two parameters: the cross channel mutual information $I_{i j}^{\times}$and the tripartite information $I_{i j}^{\nabla}$. Let us label the input and output channels of the two-qudit unitary by $A, B, C, D$ as shown in Fig. 2.8(a), then $I_{i j}^{\times}$and $I_{i j}^{\nabla}$ are defined as follows

$$
\begin{align*}
& I_{i j}^{\times}=I^{(2)}(A: D)=I^{(2)}(B: C),  \tag{2.59}\\
& I_{i j}^{\nabla}=I^{(2)}(A: C)+I^{(2)}(A: D)-I^{(2)}(A: C D) .
\end{align*}
$$

The mutual information, such as $I^{(2)}(A: D)=S_{A}^{(2)}+S_{D}^{(2)}-S_{A D}^{(2)}$, is understood by treating the unitary gate as a quantum state by bending the input and output legs to the same side, and calculating the operator EE following the definition in Ref. [96, 163].


Figure 2.8. (a) A generic two-qudit gate acting on qudits $i$ and $j$. The input channels are labeled by $A$ and $B$, and the output channels are labeled by $C$ and $D$. The EF of the gate will be labeled by the Ising configuration $\boldsymbol{\sigma}=\left(\sigma_{i}, \sigma_{j}\right)$ on the input side and $\boldsymbol{\tau}=\left(\tau_{i}, \tau_{j}\right)$ on the output side. (b-d) Examples of local basis independent ensembles of two-qudit gates: (b) identity gate with local scrambling, (c) swap gate with local scrambling, (d) Haar random unitary gate acting on both qudit (local basis automatically scrambled).

In terms of these information measures $I_{i j}^{\times}$and $I_{i j}^{\nabla}$ of the unitary gate $U_{i j}$, the EF operator
$\hat{W}_{U_{i j}}$ is given by

$$
\begin{align*}
\hat{W}_{U_{i j}}= & d^{2}\left(d+X_{i}\right)\left(d+X_{j}\right) \\
& -\frac{1-Z_{i} Z_{j}}{2}\left(A_{i j}-B_{i j} X_{i} X_{j}\right),  \tag{2.60}\\
A_{i j}= & d^{4}\left(1-e^{I_{i j}^{\nabla}-I_{i j}^{\times}}\right), \\
B_{i j}= & d^{2}\left(e^{I_{i j}^{\times}}-1\right) .
\end{align*}
$$

The cross channel mutual information $I_{i j}^{\times} \geq 0$ is non-negative by the subadditivity[10] of entropy. It describes the entanglement propagation, as it measures the amount of information transferred between site $i$ and $j$. The tripartite information $I_{i j}^{\nabla}$ must be negative for unitary gates[96], and therefore $I_{i j}^{\times}-I_{i j}^{\nabla} \geq 0$ holds. The negative tripartite information $\left(-I_{i j}^{\nabla}\right)$ is proposed[96] to be a description of information scrambling, since it measures the amount of information about $A$ that is encoded in $C$ and $D$ jointly but can not be told by local measurements exclusively performed on $C$ or $D$.

To gain more intuition about $I_{i j}^{\times}$and $I_{i j}^{\nabla}$, let us provide a few examples of local basis independent ensembles of two-qudit gates, as pictured in Fig. 2.8(b-d).

- Identity gate with local scrambling, i.e. two on-site Haar random unitary gates direct product together, as Fig. 2.8(b). In this rather trivial case, we have

$$
\begin{equation*}
I_{i j}^{\times}=I_{i j}^{\nabla}=0, \tag{2.61}
\end{equation*}
$$

such that the EF operator in Eq. (2.60) reduces to $\hat{W}_{1}=d^{2}\left(d+X_{i}\right)\left(d+X_{j}\right)$, consistent with the previous result in Eq. (2.15) by direct evaluation.

- Swap gate with local scrambling, i.e. two on-site Haar random unitary gates followed by an inter-site swap operator, as Fig. 2.8(c). In this case,

$$
\begin{equation*}
I_{i j}^{\times}=2 \log d, \quad I_{i j}^{\nabla}=0 \tag{2.62}
\end{equation*}
$$

such that the EF operator in Eq. (2.60) reduces to

$$
\begin{align*}
\hat{W}_{\text {swap }}= & d^{2}\left(d+X_{i}\right)\left(d+X_{j}\right) \\
& -d^{2}\left(d^{2}-1\right) \frac{1-Z_{i} Z_{j}}{2}\left(1-X_{i} X_{j}\right) . \tag{2.63}
\end{align*}
$$

The swap gate can generate and propagate quantum entanglement due to the non-vanishing cross channel information $I_{i j}^{\times}$. But there is no information scrambling happening between the qudits (despite of the sufficient on-site scrambling), because the qubits are simply interchanged by the swap gate, such that local operators do not spread out other than being moved around in the space. The zero scrambling power of the swap gate is reflected in the zero tripartite information $I_{i j}^{\nabla}$.

- Haar random unitary gate acting on the two qudits, as Fig. 2.8(d). In this case,

$$
\begin{equation*}
I_{i j}^{\times}=\log \frac{2 d^{2}}{d^{2}+1}, \quad I_{i j}^{\nabla}=\log \frac{4 d^{2}}{\left(d^{2}+1\right)^{2}}, \tag{2.64}
\end{equation*}
$$

such that the EF operator in Eq. (2.60) reduces to $\hat{W}_{\text {Haar }}$ given in Eq. (2.13), see Appendix A. 2 for derivation. The Haar random unitary gate not only propagates quantum entanglement, but also scrambles the quantum information efficiently, as it has a negative tripartite information $I_{i j}^{\nabla}$ (as long as $d>1$ ).

The above are examples of locally scrambled random unitary ensembles. Unitary gates drawn from such ensembles serve as the building block of locally scrambled random circuits. The entanglement dynamics of locally scrambled random circuits can be universally described by the transfer matrix approach as has been discussed in Sec.2.3.1. On the level of EF, the formulation is exact: the evolution of the average state EF can be precisely calculated from $\left|W_{\Psi_{t+1}}\right\rangle=\hat{W}_{U_{t}} \hat{W}_{\mathbb{1}}^{-1}\left|W_{\Psi_{t}}\right\rangle$ given the EF of the unitary. However, when applying the result to predict the EE, we rely on the assumption that the average EE can be approximated by the negative log of average EF following Eq. (2.27), where we effectively switch the order between
the ensemble average and the logarithm. One major goal of the following is to provide numerical evidences to check this assumption in various different cases. It turns out that the negative log of EF generally provides a good estimate of the averaged EE, which makes our EF formulation useful in describing the entanglement dynamics for a broad class of random unitary circuits.


Figure 2.9. The finial state EE of the Haar random circuit on a 10 -site system for different choices of the entanglement regions: (a) single site, (b) half-system, (c) alternating[97]. The qudit dimension is $d=2$ and the entropy is measured in unit of bit ( $=\log 2$ ).

Our first example is the standard Haar random unitary circuit, where each two-qudit gate is drawn from Haar random unitary ensemble independently. The model has be extensively studied in the literature, $[117,155,158,214]$ and the statistical mechanical model description has been developed by Zhou and Nahum in their pioneering work Ref. [238]. We revisit this model to show that our formalism is equivalent to the Zhou-Nahum approach and can reproduce the known behaviors. Let us first calculate the transfer matrix $\hat{T}_{i j}$ of a single Haar random unitary
gate $U_{i j}$ from its EF. Based on Eq. (2.13) and Eq. (2.17), we obtain

$$
\begin{equation*}
\hat{T}_{i j}=\hat{W}_{\text {Haar }} \hat{W}_{1}^{-1}=\left(1+\frac{d\left(X_{i}+X_{j}\right)}{d^{2}+1}\right) \frac{1+Z_{i} Z_{j}}{2} . \tag{2.65}
\end{equation*}
$$

Using the Ising basis $\left|\sigma_{i} \sigma_{j}\right\rangle$, Eq. (2.65) can be expressed as

$$
\begin{align*}
\hat{T}_{i j} & =|\uparrow \uparrow\rangle\langle\uparrow \uparrow|+\frac{d}{d^{2}+1}(|\uparrow \downarrow\rangle\langle\uparrow \uparrow|+|\downarrow \uparrow\rangle\langle\uparrow \uparrow|) \\
& +|\downarrow \downarrow\rangle\langle\downarrow \downarrow|+\frac{d}{d^{2}+1}(|\downarrow \uparrow\rangle\langle\downarrow \downarrow|+|\uparrow \downarrow\rangle\langle\downarrow \downarrow|), \tag{2.66}
\end{align*}
$$

which is equivalent to the triangle weights $\nabla=1$ and $\varnothing$ 安 $=d /\left(d^{2}+1\right)$ that defines the Ising model in Ref. [238]. An equivalent form of the transfer matrix Eq. (2.65) was previously obtained in Ref. [242]. Plugging Eq. (2.65) to Eq. (2.56), we obtain the transfer matrix $\hat{T}_{t}$ that describes the EF state evolution under the quantum dynamics of the Haar random circuit. We assume the initial state is a product state, s.t. $\left|W_{0}\right\rangle=\left|W_{\text {prod }}\right\rangle$. We evolve the EF state by Eq. (2.24). We can then compute the EE following Eq. (2.27) and compare the result with the numerical simulation. In the simulation, we applied randomly sampled unitary gates to an initial product state and measure the final state EE, then perform the ensemble average of the EE. As shown in Fig. 2.9, the EF approach provides pretty good prediction of the EE that matches the numerical result.
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Figure 2.10. (a) Swap gate circuit. Gray blocks mark out the swap gates. (b) Locally scrambled fractional swap gate circuit. Each swap gate is powered by the fraction $0<\alpha<1$.

Now let us turn to a new example of locally scrambled random circuits, namely the swap gate circuit, which is designed to mimic the entanglement dynamics in integrable conformal field theories (CFT) where entanglement spreads with the propagation of quasi-particles.[29, 124, 163] The circuit takes the architecture of the brick wall circuit in Fig. 2.7(a) with gates drawn from the locally scrambled swap gate ensemble in Fig. 2.8(c), the resulting circuit is equivalent to an interweaving network as shown in Fig. 2.10(a). The local scramblers in different layers can commute through the swap gates and combine to a single scrambling layer acting on the initial state, which can further be dropped as long as the initial state ensemble is already local basis invariant. For this model, we use a different initial state other than the product state. As illustrated in Fig. 2.10(a), the initial state is chosen to be a product of Einstein-Podolsky-Rosen (EPR) pairs arranged along a one-dimensional chain, whose EF can be described by

$$
\begin{equation*}
\left|W_{0}\right\rangle=\prod_{x}\left(1+\frac{1}{d} X_{2 x-1}+\frac{1}{d} X_{2 x}+X_{2 x-1} X_{2 x}\right)|\Uparrow\rangle \tag{2.67}
\end{equation*}
$$

For each EPR pair, the qudit labeled by $L$ (or $R$ ) will travel to the left (or right) in the swap gate circuit, which mimics the behaviors of left (or right) moving quasi-particles in an integrable CFT. In this way, entanglement spread out along the chain as EPR pairs stretch out, following the steps depicted in Fig. 2.11. On a finite-sized chain with periodic boundary condition, we expect to observe the half-system entanglement entropy to first grow and then decrease in time, and continue to oscillate like this. This recurrent behavior can be perfectly produced by the EF formulation, because, based on Eq. (2.63), the transfer matrix for a single swap gate turns out to be

$$
\begin{equation*}
\hat{T}_{i j}=\hat{W}_{\text {swap }} \hat{W}_{1}^{-1}=\frac{1}{2}\left(1+X_{i} X_{j}+Y_{i} Y_{j}+Z_{i} Z_{j}\right), \tag{2.68}
\end{equation*}
$$

which is precisely the swap operator for Ising spins. In this way, the permutation of entangled qudits under the quantum dynamics is equivalently modeled by the permutation of correlated Ising spins in the EF formulation.


Figure 2.11. Evolution of EPR pairs under the swap gate circuit on a 12 -site chain with periodic boundary condition. The entanglement entropy between the left- and right-half system is proportional to the EPR pairs across the cut (indicated by dotted vertical line).

The recurrent (periodically oscillating) behavior of the half-system EE is demonstrated in Fig. 2.12(a), where the EF approach matches the numerical simulation perfectly. The periodic recurrence of the low-entanglement state in the swap gate circuit seems to contradict with our previous conclusion in Sec. 2.2.6 that locally scrambled quantum dynamics generally thermalize. The swap gate circuit evades thermalization because its corresponding EF transfer matrix admits more than one leading eigenstate. Let $\hat{T}=\bigotimes_{x} \hat{T}_{2 x-1,2 x} \bigotimes_{x} \hat{T}_{2 x, 2 x+1}$ be two steps (one period) of the transfer matrix that translates the $L$ (or $R$ ) sublattice to the left (or right) by one unit-cell. On a chain of $2 n$ sites, the operator $\hat{T}$ has $n^{-1} \sum_{d \mid n} \varphi(d) 4^{n / d}$ fold degenerated eigenstates of eigenvalue 1, with $\varphi(d)$ being the Euler totient function and $d$ running over all divisors of $n$. These eigenstates can be constructed by taking any Ising basis state and symmetrizing over the cyclic group generated by $\hat{T}$. Their degeneracy can be counted by mapping the problem to the number of $n$-bead necklaces with four colors,[72] where the four colors correspond to the four choices of $\uparrow \uparrow, \uparrow \downarrow, \downarrow \uparrow, \downarrow \downarrow$ configurations in each unit-cell. Therefore the Page state is not the unique state that can survive in the long-time limit, and thermalization is not the ultimate fate.

The swap gate circuit model can be generalized by introducing the fractional swap gate that interpolates between the identity gate and the swap gate. The fractional swap gate can be written as a fractional power $\alpha$ of the swap gate with $0<\alpha<1$

$$
\begin{equation*}
\operatorname{SWAP}^{\alpha}=\frac{1+e^{\mathrm{i} \alpha \pi}}{2} \mathrm{II}+\frac{1-e^{\mathrm{i} \alpha \pi}}{2} X . \tag{2.69}
\end{equation*}
$$



Figure 2.12. Half-system entanglement entropy of the locally scrambled fractional swap gate circuit on a 12 -site system with different fraction $\alpha$ : (a) $\alpha=1$, (b) $\alpha=3 / 4$, (c) $\alpha=1 / 2$, (d) $\alpha=1 / 4$. The model is realized on a 12 -site chain with periodic boundary condition. The entanglement region is chosen to be the first 6 sites. The qudit dimension is $d=2$ and the entropy is measured in unit of bit $(=\log 2)$.

The fractional swap gate reduces to the identity gate (or the swap gate) at $\alpha=0$ (or $\alpha=1$ ). But unlike both identity and swap gates which do not scramble quantum information between the two qudits, the fractional swap gate does has finite scrambling power. We can construct a locally scrambled fractional swap gate circuit by starting from the architecture of the random circuit in Fig. 2.7(a) and sampling every gate independently from local basis invariant fractional swap gate ensemble, as illustrated in Fig. 2.10(b). The EF operator of the fractional swap gate follows the general form of Eq. (2.60) with parameters $A_{i j}$ and $B_{i j}$ given by

$$
\begin{align*}
& A_{i j}=d^{2}\left(d^{2}-1\right) \frac{3+\cos \alpha \pi}{2} \sin ^{2} \frac{\alpha \pi}{2}  \tag{2.70}\\
& B_{i j}=d^{2}\left(d^{2}-1\right) \sin ^{4} \frac{\alpha \pi}{2}
\end{align*}
$$

Based on this result, the corresponding transfer matrix $\hat{T}_{i j}$ can be constructed by Eq. (2.57) and the evolution of the EF state can be calculated following the transfer matrix approach described in Eq. (2.56). In Fig. 2.12(b-d), we compare the EE calculated based on the EF approach with the ensemble averaged EE from numerical simulation. They match perfectly for different values of $\alpha$. Because the fractional swap gate has finite scrambling power, the recurrence behavior no longer persist and the system can now thermalize. The entanglement dynamics is somewhat between that of the swap gate circuit and the Haar random circuit, in that the EE grows mostly linearly in time with small oscillations, until the EE eventually saturates to the thermal limit. As $\alpha$ becomes small, the system will take longer time (more steps) to thermalize. As shown in Fig. 2.12(d), the oscillation of EE is suppressed and its growth curve is more smooth. In the $\alpha \rightarrow 0$ limit, the entanglement dynamics approaches the continuum limit that can be described by the EF Hamiltonian, which is the topic of the following discussion.

### 2.3.3 Locally Scrambled Hamiltonian Dynamics

Now we turn to the locally scrambled Hamiltonian dynamics as illustrated in Fig. 2.7(b). We consider the local Hamiltonian $H=\sum_{\langle i j\rangle} H_{i j}$ and assume that $H_{i j}$ on every bond is drawn
from a local-basis-independent ensemble of two-qudit Hermitian operators. Equivalently, we can choose $H$ to be a fixed Hamiltonian and construct a locally scrambled unitary ensemble $\mathscr{E}_{e^{-i \varepsilon H}}$ by applying local basis transformations following Eq. (2.58). The quantum dynamics is described by the unitary

$$
\begin{equation*}
U=\prod_{t}\left(V_{t} e^{-\mathrm{i} \varepsilon H}\right) \tag{2.71}
\end{equation*}
$$

where $V_{t}$ describe the layer of local scramblers at time $t$, as illustrated in Fig. 2.7(b). The corresponding entanglement dynamics is described by the imaginary-time Schrödinger equation Eq. (2.31), where the EF Hamiltonian takes the form of

$$
\begin{equation*}
\hat{H}_{\mathrm{EF}}=\sum_{\langle i j\rangle} g_{i j} \frac{1-Z_{i} Z_{j}}{2} e^{-\beta_{i j} X_{i} X_{j}-\delta\left(X_{i}+X_{j}\right)} . \tag{2.72}
\end{equation*}
$$

It turns out that the parameters $\beta_{i j} \sim \mathscr{O}\left(\varepsilon^{2}\right)$ always vanish in the $\varepsilon \rightarrow 0$ limit. The parameters $g_{i j}$ are the only non-trivial parameters to the leading order of $\varepsilon$, which are determined by the local terms $H_{i j}$ in the Hamiltonian

$$
\begin{align*}
g_{i j}= & \frac{2}{d^{2}\left(d^{2}-1\right)}\left(\left(\operatorname{Tr} H_{i j}\right)^{2}+d^{2} \operatorname{Tr}\left(H_{i j}^{2}\right)\right.  \tag{2.73}\\
& \left.-d \operatorname{Tr}_{j}\left(\operatorname{Tr}_{i} H_{i j}\right)^{2}-d \operatorname{Tr}_{i}\left(\operatorname{Tr}_{j} H_{i j}\right)^{2}\right) .
\end{align*}
$$

The detailed derivation of these results can be found in Appendix A.7.
One well-studied example of the locally scrambled Hamiltonian dynamics is the Brownian random circuit,[130] where each step of the time evolution is generated by a random Hamiltonian drawn from the Gaussian unitary ensemble (GUE). The Hamiltonian can be written as a random $\mathrm{U}(d)$ spin model,

$$
\begin{equation*}
H_{t}=\sum_{\langle i j\rangle} J_{t, i j}^{a b} T_{i}^{a} T_{j}^{b}, \tag{2.74}
\end{equation*}
$$

where $T_{i}^{a}$ (for $a=1,2, \cdots, d^{2}$ ) are $\mathrm{U}(d)$ generators on site $i$ with $\operatorname{Tr} T_{i}^{a \dagger} T_{i}^{b}=\delta^{a b}$. The coupling $J_{t, i j}^{a b}$ are independently drawn for each time $t$ and indices $i, j, a, b$ from the Gaussian distribution
with zero mean and $d^{-2}$ variance. The quantum dynamics is described by $U=\prod_{t} e^{-\mathrm{i} \varepsilon H_{t}}$. The operator growth dynamics and the spectral form factor of the Brownian random circuit has been investigated in Ref. [41, 69, 224, 234] recently, where differential equations governing the evolution of operator weight distribution were derived. Our approach also applies to the Brownian circuit model and results in similar differential equations for the evolution of EF state, whose EF Hamiltonian reads (see Appendix A. 7 for derivation)

$$
\begin{equation*}
\hat{H}_{\mathrm{EF}}=\frac{2\left(d^{2}-1\right)}{d^{2}} \sum_{\langle i j\rangle} \frac{1-Z_{i} Z_{j}}{2} e^{-\delta\left(X_{i}+X_{j}\right)} . \tag{2.75}
\end{equation*}
$$

We will not discuss this model in further details, given the extensive study of Brownian circuits in the literature. Instead, we will consider a new type of locally scrambled Hamiltonian dynamics.

We start with a fixed Hamiltonian on the one dimensional chain of qudits

$$
\begin{equation*}
H=-\sum_{\langle i j\rangle} T_{i} T_{j}, \tag{2.76}
\end{equation*}
$$

where $T_{i}$ is one particular traceless Hermitian operator on site $i$ that squares to identity (i.e. $\operatorname{Tr} T_{i}=$ 0 and $T_{i}^{2}=1$ ). For the qubit case $(d=2)$, Eq. (2.76) reduces to an Ising model. Note that there is no randomness in the Hamiltonian $H$. The randomness will be introduced by the local scramblers, when we use $H$ to generate the locally scrambled Hamiltonian dynamics following Eq. (2.71). The entanglement dynamics will be described by the following EF Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{EF}}=\frac{2 d^{2}}{d^{2}-1} \sum_{\langle i j\rangle} \frac{1-Z_{i} Z_{j}}{2} e^{-\delta\left(X_{i}+X_{j}\right)}, \tag{2.77}
\end{equation*}
$$

which takes the same form as Eq. (2.75) but with a different parameter $g$. We can test the EF approach with numerical simulation on a 12 -qubit system with the choice of $\varepsilon=0.01$. We start with a product state $\left|W_{\Psi_{0}}\right\rangle=\left|W_{\text {prod }}\right\rangle$, evolve the EF state by Eq. (2.31) and calculate the EE from Eq. (2.27). The result is shown in Fig. 2.13. We can see that the averaged EE
obtained from numerics matches well with the result of the EF approach over difference choices of the entanglement regions. These numerical evidences suggest that exchanging the order between taking ensemble average and taking logarithm does not seems to matter much, so the evolution equation we established for the EF in this work can provide reliable descriptions for the entanglement dynamics under locally scrambled quantum dynamics. Comparing Fig. 2.13 with Fig. 2.9, one can see that the entanglement dynamics of the locally scrambled Hamiltonian dynamics closely resembles that of the Haar random unitary circuit. Thus the former can be considered as a continuum limit of the later.


Figure 2.13. The finial state EE of the locally scrambled Hamiltonian dynamics on a 12 -site system for different choices of the entanglement regions: (a) single site, (b) half-system, (c) alternating[97]. The qudit dimension is $d=2$ and the entropy is measured in unit of bit $(=\log 2)$.

We also notice that, in agreement with the imaginary time EF Schrödinger equation, the EE always approaches to its final thermalized value exponentially with the same relaxation time
$\tau$ independent of the choice of the entanglement region,

$$
\begin{equation*}
S^{(2)}[\boldsymbol{\sigma}](t) \rightarrow S^{(2)}[\boldsymbol{\sigma}](\infty)-A[\boldsymbol{\sigma}] e^{-t / \tau} \tag{2.78}
\end{equation*}
$$

The relaxation time $\tau$ is intrinsically related to the excitation gap $\Delta$ of the EF Hamiltonian $\hat{H}_{\mathrm{EF}}$, which can be estimated by Eq. (2.53) in the thermodynamic limit,

$$
\begin{equation*}
\tau^{-1}=\Delta=2 g\left(1-\frac{1}{d}\right)^{2}=\frac{4}{3} \tag{2.79}
\end{equation*}
$$

where the coupling $g$, according to Eq. (2.77), is given by $g=2 d^{2} /\left(d^{2}-1\right)=8 / 3$ for qubits $(d=2)$. To check this prediction, we fit the numerical simulation data using Eq. (2.78) in the late-time regime to extract the excitation gap $\Delta$. As shown in Fig. 2.14, the EE approaches to the thermal value with the same rate (within error bars) regardless of the different choice of entanglement regions. The numerically fitted gap is around $\Delta=1.48$, which is close to the thermodynamic-limit analytic prediction $\Delta=4 / 3=1.33$. The small discrepancy mainly arises from the finite-size effect. If we use the finite-size gap formula $\Delta=0.56 \mathrm{~g}$ based on the ED result in Fig. 2.6 at the system size $L=12$, we will obtain a better prediction of the gap $\Delta=1.49$, which matches the simulation result perfectly.

### 2.4 Summary and Discussions

In this work, we introduced the concept of locally scrambled quantum dynamics, where each step of the unitary evolution is randomized by local scramblers (on-site Haar random unitary gates). Surrounding each unitary gate in a quantum circuit by local scramblers effectively blocks the local-basis-specific quantum information from propagating in the circuit and decouples the gates from each other under ensemble average. In this way, the average EF of the entire circuit can be constructed piece-by-piece from the EF of each gate, which makes the entanglement dynamics Markovian and enables us to write down the evolution equation for the EF of quantum


Figure 2.14. The difference between the EE and its final saturation value, i.e. $A[\boldsymbol{\sigma}] e^{-t / \tau}$, plot in the logarithmic scale vs time $t$. Different colors correspond to different choices of entanglement region (labeled by $\boldsymbol{\sigma}$ ). The shaded region indicates the error interval. The excitation gap $\Delta=\tau^{-1}$ is extracted by fitting the decay rate.
states. The framework provides us the freedom to design the EF for each gate, such that we can go beyond the conventional Haar random gates and build the random circuit with more general random gates as long as their ensemble is local-basis-independent. This enables us to define and explore the continuum limit of locally scrambled quantum dynamics, under which the evolution of the EF state will be governed by an EF Hamiltonian. We obtained the general form of the EF Hamiltonian on symmetry ground and discussed the implication of its spectral properties on the entanglement dynamics. When the EF Hamiltonian is gapped, the excitation modes in the EF state will decay exponentially in time $W_{|\Psi\rangle}=e^{-S} \sim e^{-t / \tau}$, which corresponds to a linear growth of EE in time, i.e. $S \sim t / \tau$, as the system thermalizes. What has not been much discussed previously is the possibility that the EF Hamiltonian can become gapless under fine-tuning, then the EF will decay in a power-law manner $W_{|\Psi\rangle}=e^{-S} \sim t^{-\alpha}$, which corresponds to a logarithmic growth of EE , i.e. $S \sim \alpha \log t$. Such scenario could happen at entanglement transitions,[13, 111, 207] where the entanglement scaling of the long-time final state switches from volume-law to area-law. The transition can be interpreted as an order to disorder phase transition of the EF Hamiltonian. One interesting future direction is to explore different models of the EF Hamiltonian and to map out the phase diagram using analytical and numerical tools developed in quantum many-body physics.

Although we focused on the entanglement dynamics of pure states in this work, the EF formulation can be easily generalized to describe mixed state or operator entanglement. Following Eq. (2.4), it is straight forward to define the $\mathrm{EF} W_{O}[\boldsymbol{\sigma}]$ for any many-body operator $O$ (including the density matrix $\rho$ as a special case),

$$
\begin{equation*}
W_{O}[\boldsymbol{\sigma}]=\operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\sigma}} O^{\otimes 2}\right), \tag{2.80}
\end{equation*}
$$

and quantize the EF to a state $\left|W_{O}\right\rangle=\sum_{[\boldsymbol{\sigma}]} W_{O}[\boldsymbol{\sigma}]|\boldsymbol{\sigma}\rangle$. Suppose the operator evolves in time under a locally scrambled quantum dynamics $O^{\prime}=U O U^{\dagger}$, the average EF will still be described by the same set of equation $\left|W_{O^{\prime}}\right\rangle=\hat{W}_{U} \hat{W}_{1}^{-1}\left|W_{O}\right\rangle$ as Eq. (2.19). Based on this, all the dynamic equation that we developed in this work applies directly, such that we do not need to derive a new set of equations for operator dynamics. The EF state $\left|W_{O}\right\rangle$ encodes the operator EE[237] over all possible regions, which can be used to construct various quantities characterizing the operator size. To name a few, let us first assume $O$ to be a traceless Hermitian operator normalized to $\operatorname{Tr} O^{2}=d^{L}$. We can decompose the operator $O=\sum_{[a]} O_{[a]} T^{[a]}$ in the operator basis $T^{[a]}=\prod_{i} T_{i}^{a_{i}}$ (where $T_{i}^{a}$ denotes the $\mathrm{SU}(d)$ generator on the $i$ th qudit), and define the operator weight $p_{[a]}=O_{[a]}^{2} \cdot[117,158,224,234]$ The fraction of the operator in a subsystem $A$ then reads $p_{A}=\sum_{[a] \in A} p_{[a]},{ }^{3}$ which can be extracted from the EF state $\left|W_{O}\right\rangle$ by taking its inner product with a state $\left|P_{A}\right\rangle$ that labels the subsystem $A$ :

$$
\begin{equation*}
p_{A}=\left\langle P_{A} \mid W_{O}\right\rangle, \quad\left|P_{A}\right\rangle=\frac{1}{d^{2 L}} \prod_{i \in A}\left(d X_{i}-1\right)|\Uparrow\rangle \tag{2.81}
\end{equation*}
$$

The fraction $p_{A}$ can be further used to characterize the average operator size $\ell_{O}=\sum_{A} p_{A}|A|$. The evolution equation for $p_{A}$ under Brownian dynamics is recently discussed in Ref. [224, 234]. Another way to probe $\left|W_{O}\right\rangle$ is to consider the variance of the expectation value of $O$ on random mixed states $\rho$, i.e. $\operatorname{var}_{\rho}\langle O\rangle_{\rho}=\mathbb{E}_{\rho}(\operatorname{Tr} \rho O)^{2}$. Suppose $\rho$ is drawn from a local-basis-independent

[^4]ensemble characterized by its EF state $\left|W_{\rho}\right\rangle$, then the variance of operator expectation value is given by
\[

$$
\begin{equation*}
\operatorname{var}_{\rho}\langle O\rangle_{\rho}=\left\langle W_{\rho}\right| \hat{W}_{\mathbb{1}}^{-1}\left|W_{O}\right\rangle \tag{2.82}
\end{equation*}
$$

\]

It was recently pointed out by Ref. [185] that $\operatorname{var}_{\rho}\langle O\rangle_{\rho}=\sum_{A} p_{A}(d+1)^{-|A|}$ can be expressed in terms of $p_{A}$, if $\rho$ is uniformly sampled from the ensemble of pure product states. The fact that $\operatorname{var}_{\rho}\langle O\rangle_{\rho}$ and $p_{A}$ are related to each other is less surprising in the EF formulation, because they are simply two different ways to probe the same EF state $\left|W_{O}\right\rangle$. The evolution equation of $\left|W_{O}\right\rangle$ under locally scrambled quantum dynamics is identical to that of $\left|W_{\Psi}\right\rangle$, from which the evolution equations of $p_{A}, \ell_{O}$ or $\operatorname{var}_{\rho}\langle O\rangle_{\rho}$ follow automatically. In this way, the EF formulation developed in our work provides a unified framework to discuss various aspects of the operator dynamics.

Another immediate generalization of the framework is to extend the unitary evolution to generic quantum channels allowing measurements to take place. The recent observation of measurement-induced entanglement transition in random unitary circuits [38, 138, 199] has attracted much research interest.[13, 44, 111, 140, 203, 205] In these models, the quantum circuit is doped with local measurements (which can be either weak measurements or projective measurements happened with probability), and the final state EE is studied conditioned on the measurement outcome. If each measurements basis is randomly chosen each time, or if the local measurement take place only after the local basis has been sufficiently scrambled by the unitary evolution, the whole quantum channel still falls in the scope of locally scrambled quantum dynamics, which can be described by the EF approach developed in this work. In this case, each measurement, described by the Kraus operator $M$, is also a local-basis-independent component in the quantum circuit, and has its own EF similar to Eq. (2.5)

$$
\begin{equation*}
W_{M}[\boldsymbol{\sigma}, \boldsymbol{\tau}]=\operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\sigma}} M^{\otimes 2} \mathscr{X}_{\boldsymbol{\tau}} M^{\dagger \otimes 2}\right), \tag{2.83}
\end{equation*}
$$

from which the EF operator

$$
\begin{equation*}
\hat{W}_{M}=\sum_{\boldsymbol{\sigma}, \boldsymbol{\tau}}|\boldsymbol{\sigma}\rangle W_{M}[\boldsymbol{\sigma}, \boldsymbol{\tau}]\langle\boldsymbol{\tau}| \tag{2.84}
\end{equation*}
$$

can be constructed. The EF state will evolve under measurement by $\left|W_{\Psi^{\prime}}\right\rangle=\hat{W}_{M} \hat{W}_{\mathbb{1}}^{-1}\left|W_{\Psi}\right\rangle$, such that the approaches developed in this work seamlessly apply. The EF provides a finer resolution of the entanglement structure of a quantum many-body state beyond the single region scaling of EE, which turns out to be useful in diagnosing the error correction capacity[44] in the volume-law states prepared by the measurement-doped quantum circuits. We will leave this topic to future works[61]. More generally, the EF formulation can be further generalized to locally scrambled tensor networks, which does not even need to have a preferential time direction. As long as each tensor in the tensor network is independently drawn from local-basis-independent ensembles, the entanglement structured of the random tensor network can be described by the EF approach. The freedom to design the EF for each separate tensor in the tensor networks opens up a large space of models to explore in the future.

There are also a few more challenging future directions that worth further investigation. The first direction is to generalize the 2 nd Rényi EF to arbitrary Rényi index. As a consequence, the Ising variable on each site will be promoted to a permutation group element $\sigma_{i} \in S_{n}$. Such generalization will also allow us to access other measures of entanglement, such as Rényi negativity $[124,146,223]$, as the moment of the partial transposed density matrix $\rho^{\top A}[7-9,31$, 32, 47] can be expressed in terms of the $n$th Rényi EF,

$$
\operatorname{Tr}\left(\rho^{\top A}\right)^{n}=W_{\rho}[\boldsymbol{g}], \quad g_{i}= \begin{cases}(n \cdots 21) & i \in A  \tag{2.85}\\ (12 \cdots n) & i \in \bar{A}\end{cases}
$$

The $n$th Rényi generalization of EF states $\left|W_{\Psi}\right\rangle$ and EF operators $\hat{W}_{U}$ can still be defined, but it will be more difficult to perform explicit calculations given that the number of group elements $n$ ! grows quickly with $n$. Perhaps the most subtle issue is how to take the $n \rightarrow 1$ replica limit systematically, which has been identified $[13,111,207]$ as an important step to understand the
nature of entanglement transitions. The second direction is to include global symmetries and conservation laws[117, 173] into the discussion. This amounts to refining the generic local scramblers to symmetry-preserving local scramblers, which only performs basis transformations within each irreducible representations of the symmetry group. The formulation to describe the interference between the entanglement dynamics and the flow of symmetry representations in the quantum circuits still need to be developed. The third direction is to go beyond the locally scrambled quantum dynamics and to gradually introduce correlations among random gates in the spacetime. Can the current EF formulation serves as a good starting point to construct phenomenological descriptions for weakly correlated random gates? Can we eventually approach the limit of coherent quantum evolution for Hamiltonian or Floquet dynamics? There are many interesting open question awaiting us to explore.

Chapter 2, in full, is a reprint of the material as it appears in Markovian entanglement dynamics under locally scrambled quantum evolution 2020. Kuo, Wei-Ting; Akhtar, Ahmed; You, Yi-Zhuang; Arovas, Dan, Physical Review B, 2020. The dissertation author was the second author of this paper.

## Chapter 3

## A Two-Parameter Ansatz For Entanglement Feature States

### 3.1 Introduction

The entanglement dynamics in quantum many-body systems has attracted much research interest $[19,34,36,39,94,114,115,117,119,148,149,153,155,158,187,189,213,214,237$, $239,245]$. For an isolated quantum many-body system described by a pure state $|\Psi\rangle$, the bipartite quantum entanglement can be quantified by the entanglement entropy $S_{\Psi}(A)$, which characterizes the amount of entanglement between a region (subsystem) $A$ and its complement. While much progress has been made in understanding the entanglement entropy growth $[114,149,155,189$, 214], most work is restricted to studying single-region entanglement, namely, when $A$ is a single contiguous region. However, very little is known about multi-region entanglement, where the entangling region $A$ can consist of several disjoint subregions. The multi-region entanglement has been used to reveal distinctive entanglement structures within volume-law states[62, 212]. In this work, we will focus on the multi-region entanglement and analyze its effects on the entanglement dynamics.

Consider a system with $N$ qudits, where each qudit corresponds to a $d$-dimensional Hilbert space. Then the total number of choices for the entangling region $A$ is $2^{N}$. To organize all the $2^{N}$ corresponding entanglement entropies systematically, Ref. [128, 228] introduced the entanglement feature state as a fictitious many-body state $\left|W_{\Psi}\right\rangle=\sum_{A} W_{\Psi}(A)|A\rangle$ that stores the
entanglement features $W_{\Psi}(A) \equiv e^{-S_{\Psi}(A)}$ as coefficients of the state vector. In this way, all regions (both single- and multi-regions) are treated on equal footing. The entanglement feature state $\left|W_{\Psi}\right\rangle$ characterizes all the bipartite entanglement of the physical state $|\Psi\rangle$. Ref. [62] suggested that the entanglement feature state $\left|W_{\Psi}\right\rangle$ can be compressed in terms of the matrix product state (MPS) [170, 194, 209], which allows us to use much less parameters (polynomial in $N$ ) to approximately parametrize exponentially many entanglement entropies in all $2^{N}$ regions. In this work, we further develop this idea and propose a two-parameter MPS ansatz for $\left|W_{\Psi}\right\rangle$, which can capture both the area-law and volume-law scaling for the single-region entanglement, while providing a systematic modeling for the multi-region entanglement at the same time. We interpret the physical meaning of the MPS parameters and use them to define a two-dimensional phase space for different entanglement structures.

The entanglement feature formalism provides a unified approach to study the entanglement dynamics in a large class of models. As proven in Ref. [128], the time evolution of the entanglement feature state is Markovian for any locally-scrambled quantum dynamics, which allows us to predict the entanglement dynamics for all regions at once by solving an (imaginary-time) Schrödinger equation $-\partial_{t}\left|W_{\Psi}\right\rangle=H_{\mathrm{EF}}\left|W_{\Psi}\right\rangle$ (or its discrete version). Many of the quantum dynamics studied in the literature are locally-scrambled, including random unitary circuits[153, 155, 214, 239], random Hamiltonian dynamics[213, 228], and quantum Brownian dynamics[69, 130, 224, 234]. They all share the locally-scrambled property that every step of the time-evolution is drawn from a random unitary ensemble which is invariant under local (on-site) basis transformations (as if the locally basis are separately scrambled in each step). Using the entanglement feature formalism, we can explore how the corresponding MPS parameter of $\left|W_{\Psi}\right\rangle$ evolves, as the quantum system thermalizes from an initial product state. We can also study the effect of multi-region entanglement on the entanglement dynamics. We found that the dynamics of single-region and multi-region entanglement are generally coupled together. The only known exception is the random unitary circuit, where the dynamical equation is closed within the single-region sector. For generic locally-scrambled quantum dynamics, we derived
the multi-region correction to the single-region entanglement dynamics.
Within the entanglement feature formalism, we can also study the operator spreading[73, $114,117,149,158,163,175,185,214,234,237]$, which is closely related to the operator entanglement of the unitary time-evolution operator. One well-studied measure of the operator spreading is the out-of-time ordered correlator (OTOC) [64, 67, 96, 137, 181, 187, 214]. We calculate the operator-averaged OTOC for locally-scrambled quantum dynamics using the entanglement feature Hamiltonian. Then from the asymptotic behavior of the OTOC, we determine the butterfly velocity $v_{B}$, which characterizes the effective Leib-Robinson velocity and the rate of operator entanglement growth[53, 90, 96, 116, 224]. On the other hand, we can also calculate the entanglement velocity $v_{E}$ from the entanglement dynamics at different volume-law coefficient $s$. By comparing $v_{B}$ and $v_{E}$, we check and confirm the previous conjectures about the velocity bounds $v_{E} \leq(\ln d-|s|) v_{B}$, as proposed in Ref. [53, 114].

This paper is organized as follows: in 3.2, we outline the excitation spectrum of the multi-region entanglement continuum, such as its boundaries and the gap between single-region and multi-region entanglements. This gap $\Delta$ is finite in the thermodynamic limit and contributes to the single-region entanglement dynamics. In this section, we also propose our MPS ansatz for describing the entanglement of generic locally scrambled states as they evolve from product state, through an area law phase eventually thermalizing to a volume law configuration. Despite that the physical state's entanglement rapidly grows as it evolves, the corresponding entanglement feature state, which describes the full single and multi-region entanglement structure, is well described by our $D=2$ MPS ansatz. The ansatz enables to calculate exactly many features of this multiregion continuum, including its boundaries and gap, which then illuminates how to interpret our MPS parameters $\alpha, \theta$, whose dynamics are explored in the following section. In 3.3, we briefly summarize the meaning of locally scrambled quantum dynamics and the EF Hamiltonian ansatz parameters $g, \beta$. To study Haar random and swap circuits using an EF Hamiltonian, we define a continuum limit for these models by analyzing their entanglement cut (domain wall) dynamics in the EF Hilbert space. Having defined a continuum limit for these models, we
may then focus exclusively on entanglement dynamics generated by the EF Hamiltonian to study locally scrambled circuits. We find that entanglement velocity, and therefore single-region entanglement dynamics, depend on $\Delta$ which is unique to the multi-region continuum, and can in fact dominate the dynamics. In 3.4, we derive the butterfly velocity from analyzing the infinite temperature operator averaged OTOC, and show large system size numerics generated by large- $D$ MPS that agree with our result. Lastly, we compare our butterfly velocity with known bounds on entanglement velocity proposed in Ref. [53, 114], and find that they agree.

### 3.2 Matrix Product State Ansatz for Multi-Region Entanglement

### 3.2.1 Multi-Region Entanglement

Quantum many-body system can exhibit rich and complex entanglement structures. We consider an isolated many-body system described by a pure state $|\Psi\rangle$, and focus on the bipartite entanglement quantified by the von Neumann or Rényi entanglement entropies. In this work, we will restrict to the 2nd Rényi entanglement entropy, which will admit the simplest formulation in the entanglement feature approach. Given the many-body state $|\Psi\rangle$, the 2nd Rényi entanglement entropy over a region $A$ is defined as

$$
\begin{equation*}
S_{\Psi}(A)=-\ln \operatorname{Tr}_{A} \rho_{A}^{2}, \tag{3.1}
\end{equation*}
$$

where $\rho_{A}=\operatorname{Tr}_{\bar{A}}|\Psi\rangle\langle\Psi|$ is the reduced density matrix of the subsystem $A . S_{\Psi}(A)$ characterize the amount of entanglement between the entangling region $A$ and its complement $\bar{A}$. Suppose the many-body system is a chain of qudits arranged along a one-dimensional lattice. The region $A$ can be taken to be any subset of the qudits, and does not need to be a continuous segment. However, most current studies of the entanglement dynamics have focused on the growth of entanglement entropy in a single region or the half system. What about the multi-region entanglement entropies? How do they evolve under non-equilibrium quantum dynamics? Do
they mutually affect each other during the evolution? These are the problems that we will explore in this work.


Figure 3.1. Entanglement entropy $S_{\Psi}(A)$ by the region size $|A|$ for a typical many-body state on a one-dimensional lattice of $N=16$ sites. The $S_{\Psi}(A)$ data are produced by the $D=2$ MPS model at $(\alpha, \theta)=\left(\frac{1}{2}, \frac{\pi}{4}\right)$ at qudit dimension $d=2$.

To study these problems, we first need to organize the multi-region entanglement entropy $S_{\Psi}(A)$ systematically. If $A$ is a single-region, we can parameterize $A$ by its region size $|A|$ (i.e. the number of qudits in $A$ ), because the entanglement entropy $S_{\Psi}(A)$ will only depend on $|A|$ in the presence of translation symmetry. However for multi-regions, the region size $|A|$ is insufficient to parametrize the region $A$, since $S_{\Psi}(A)$ will also depend on how $A$ is segmented along the one-dimensional chain. Fig. 3.1 displays the scatter plot of the entanglement entropy $S_{\Psi}(A)$ with respect to the region size $|A|$ for a typical quantum many-body state. Similar phenomenology derived from a random-matrix framework is discussed in [204]. Data points of $S_{\Psi}(A)$ distributes in a dome-shaped continuum bounded between the lower edge $S_{\min }(|A|)$ (in red) and the upper edge $S_{\max }(|A|)$ (in blue). Given the region size $|A|$, the different values of $S_{\Psi}(A)$ originates from different segmentations of the entangling region $A$. Because $S_{\Psi}(A)$ always increases with the number of entanglement cuts in $A$ when $|A|$ is fixed, the lower-bound $S_{\min }(|A|)$ should be given by the single-region entanglement entropy which has the least number of entanglement cuts, while the upper-bound $S_{\max }(|A|)$ should correspond to the entangling region $A$ being disjoint sites separated from each other as far as possible which has the most number of entanglement
cuts. All the multi-region entanglement entropies are distributed between the curves $S_{\text {min }}(|A|)$ and $S_{\max }(|A|)$, forming a dense continuum in the thermodynamic limit $N \rightarrow \infty$, which might be dubbed as the multi-region continuum.

If we imagine the entanglement entropy $S_{\Psi}(A)$ as a kind of "energy" associated with each region $A$, Fig. 3.1 can be viewed as an "excitation spectrum" of entangling regions. It is the whole spectrum that fully characterize the entanglement structure of the underlying quantum many-body state $|\Psi\rangle . S_{\min }(|A|)$ describes how the "ground state energy" varies with the region size $|A|$, which is mostly discussed in the literature. But we are also curious about the "excited states" in the spectrum. For example, $S_{1 \text { st }}(|A|)$ describes how the "1st excited state energy" varies with $|A|$, as the green curve in Fig. 3.1. The entangling region $A$ that contributes to $S_{1 \text { st }}(|A|)$ always contains two subregions of sizes $(|A|-1)$ and 1 , separated by one site in between, which provides an example of the multi-region entanglement. One may further define the "excitation gap" between $S_{1 \text { st }}(|A|)$ and $S_{\text {min }}(|A|)$ as

$$
\begin{equation*}
\Delta(|A|)=S_{1 \mathrm{st}}(|A|)-S_{\min }(|A|) \tag{3.2}
\end{equation*}
$$

Ref. [62] found that the entropy gap $\Delta(|A|)$ plays an important role in quantifying the errorcorrecting capacity in sub-thermal volume-law states. This motivates us to further investigate the multi-region entanglement.

However, it is still challenging to organize all the $2^{N}$ entropies. To meet this challenge, we took the "entropy-energy correspondence" farther to define the "Boltzmann weight" for each region $A$

$$
\begin{equation*}
W_{\Psi}(A)=e^{-S_{\Psi}(A)}, \tag{3.3}
\end{equation*}
$$

which was first introduced as the entanglement feature in Ref. [228, 230] (see Chapter 2). In the case of 2nd Rényi entropy, the entanglement feature $W_{\Psi}(A)=\operatorname{Tr}_{A} \rho_{A}^{2}$ is simply the purity of subsystem $A$. If we attempt to arrange the entanglement features as components of a single
vector, the number of components $\left(2^{N}\right)$ will be the same as that of the state vector of a $N$-spin system. This motivates us to organize the $2^{N}$ entanglement features into a fictitious many-body state, called the entanglement feature state [128],

$$
\begin{equation*}
\left|W_{\Psi}\right\rangle=\sum_{[\sigma]} W_{\Psi}[\sigma]|[\sigma]\rangle, \tag{3.4}
\end{equation*}
$$

where the $2^{N}$ different entangling regions $A$ are equivalently represented as the $2^{N}$ Ising configurations $[\sigma]=\left(\sigma_{1}, \sigma_{2}, \cdots, \sigma_{N}\right)$ with one-to-one correspondence

$$
\sigma_{i}=\left\{\begin{array}{cl}
+1(\uparrow) & i \notin A  \tag{3.5}\\
-1(\downarrow) & i \in A
\end{array}\right.
$$

In this way, all regions (no matter single-regions or multi-regions) are treated on equal footing. The entanglement entropy of any region $A$ can be taken back from the entanglement feature state $S_{\Psi}(A)=-\ln \left\langle A \mid W_{\Psi}\right\rangle$, where $|A\rangle$ is the Ising basis state with down-spins in region $A$ and up-spins in the complement of $A$.

### 3.2.2 Matrix Product State Representation

At this point, Eq. (3.4) does not seem to really simplify the problem, other than encoding the $2^{N}$ entanglements into a many-body state. However, an important observation is that the entanglement feature $W_{\Psi}[\sigma]$ is always positive. According to Ref. [80], many-body states with positive wavefunctions in a local basis should typically exhibit a constant-law scaling of entanglement entropy, which is only violated in fine-tune cases. Since entanglement feature states $\left|W_{\Psi}\right\rangle$ always have positive components, they should have low entanglement and should admit efficient matrix product state (MPS) [209] representations. Here we would like clarify that the entanglement feature state $\left|W_{\Psi}\right\rangle$ was originally introduced to describe the entanglement property of the physical quantum state $|\Psi\rangle$, but $\left|W_{\Psi}\right\rangle$ itself as a many-body state also has its own entanglement properties. Given the sign-free nature of $\left|W_{\Psi}\right\rangle$, the entanglement of $\left|W_{\Psi}\right\rangle$ should
typically follow a constant-law, regardless of the entanglement properties of corresponding physical state $|\Psi\rangle$, although we have not been able to strictly prove that $\left|W_{\Psi}\right\rangle$ must be constantlaw entangled in every cases. Nevertheless, as we will see, even if the underlying physical state $|\Psi\rangle$ is a maximally entangled Page state (i.e. a random state in the many-body Hilbert space), the corresponding entanglement feature state $\left|W_{\text {Page }}\right\rangle$ still remains constant-law entangled and can be precisely written as a MPS with bond dimension $D=2$. Among all currently known examples, the $\left|W_{\Psi}\right\rangle$ will be most entangled at the entanglement transition $[13,44,111,138,140,199,202$, 207, 223], where it exhibits a logarithmic-law entanglement. Since it requires fine-tuning to hit the entanglement transition, we argue that for most cases, the entanglement feature state should be MPS-representable.

Therefore, assuming translation symmetry, we propose the following MPS ansatz for the entanglement feature state $\left|W_{\Psi}\right\rangle$

$$
\begin{equation*}
W_{\Psi}[\sigma] \propto \operatorname{Tr}\left(\prod_{i} M_{\Psi}^{\sigma_{i}}\right), \tag{3.6}
\end{equation*}
$$

where $M_{\Psi}^{\sigma_{i}}$ is a $D \times D$ matrix that depends on $\sigma_{i}= \pm 1$. We take the periodic boundary condition along the chain, such that the product of matrices can be simply traced over without specifying additional boundary conditions. The right-hand-side of Eq. (3.6) is not properly normalized yet. The normalization constant should be determined by $\left\langle\emptyset \mid W_{\Psi}\right\rangle=1$, because the entanglement entropy $S_{\Psi}(\emptyset)=0$ for empty region $(A=\emptyset)$ must be zero. Based on the MPS representation, we can apply efficient numerical algorithms, such as the time-evolving block decimation (TEBD), to simulate the entanglement dynamics for large systems. Such numerical approach has been explored in Ref. [62] recently.

Here we would like to further investigate along the analytic direction. We will construct the minimal MPS model for the entanglement feature state to capture the major features of the multi-region entanglement in Fig. 3.1. In particular, we will consider the MPS ansatz with bond dimension $D=2$. We could also consider a larger bond dimension for a stronger representation
power, but for the purpose of analytical treatment here, we would like to keep the bond dimension as small as possible, such that we can possibly interpret the MPS parameters in the end. The efficacy of the $D=2$ MPS is numerically verified in Appendix B.1, which shows that $D=2$ MPS is already successful in capturing all the multi-region entanglement over the entire thermalization process.

For $D=2, M_{\Psi}^{\sigma}$ will be a $\sigma$-dependent $2 \times 2$ matrix of the following form

$$
\begin{equation*}
M_{(\alpha, \theta)}^{\sigma}=\cosh \alpha I+\sinh \alpha(\sin \theta X+\sigma \cos \theta Z) \tag{3.7}
\end{equation*}
$$

where $I, X, Z$ denote the identity, Pauli- $x$, and Pauli- $z$ matrices respectively. The ansatz is only controlled by two real parameters $\alpha \geq 0$ and $0 \leq \theta \leq \pi / 2$. The form in Eq.(3.7) can be determined based on the following considerations:
(i) For pure state $|\Psi\rangle$, the entanglement entropy in region $A$ should be the same as that in the complement region $\bar{A}$, i.e. $S_{\Psi}(A)=S_{\Psi}(\bar{A})$. This implies $W_{\Psi}[\sigma]=W_{\Psi}[-\sigma]$ for the entanglement feature, i.e. the entanglement feature state $\left|W_{\Psi}\right\rangle$ must respect the $\mathbb{Z}_{2}$ symmetry $(\sigma \rightarrow-\sigma)$. But before imposing the $\mathbb{Z}_{2}$ symmetry on the MPS ansatz, we notice that the matrix $M_{\Psi}^{\sigma}$ carries a gauge freedom, since $\left|W_{\Psi}\right\rangle$ is invariant under the following gauge transformation

$$
\begin{equation*}
M_{\Psi}^{\sigma} \rightarrow G M_{\Psi}^{\sigma} G^{-1} \tag{3.8}
\end{equation*}
$$

induced by any $G \in \operatorname{GL}(2, \mathbb{C})$. Therefore the $\mathbb{Z}_{2}$ symmetry action on $M_{\Psi}^{\sigma}$ will be followed by a corresponding gauge transformation in general [126, 180, 193]. We can choose the gauge transformation to be $G=X[62]$, then the $\mathbb{Z}_{2}$ symmetry requires $M_{\Psi}^{\sigma}=X M_{\Psi}^{-\sigma} X$, which can be resolved by $M_{\Psi}^{\sigma}=\left(c_{0} I+c_{1} X\right)+\sigma\left(\mathrm{i} c_{2} Y+c_{3} Z\right)$. The coefficients $c_{0,1,2,3} \in \mathbb{R}$ should all be real to ensure that the resulting entanglement features are real.
(ii) We can always rescale $M_{\Psi}^{\sigma}$ by an overall factor, such as $M_{\Psi}^{\sigma} \rightarrow c M_{\Psi}^{\sigma}$. The factors will be absorbed into the normalization constant in Eq. (3.6), which can always be fixed by
$\left\langle\emptyset \mid W_{\Psi}\right\rangle=1$ in the end. So we are free to set $c_{0}=1$ by rescaling.
(iii) We can use the gauge freedom to eliminate $c_{2}$ (as a gauge fixing) by performing the gauge transformation of $G=a I+b X$, where $a, b$ can be any solution of $a^{2}+b^{2}-2 a b c_{3} / c_{2}=0$.
(iv) The remaining parameters $c_{1}$ and $c_{3}$ can be parametrized by an positive amplitude $c \geq 0$ and an angle $\theta$ following $c_{3}+\mathrm{i} c_{1}=c e^{\mathrm{i} \theta}$, such that $M_{\Psi}^{\sigma}=I+c(\sin \theta X+\sigma \cos \theta Z)$. Using the gauge transformation of $G=Z$ or $G=X$, we can flip the sign of the coefficient in front of $X$ or $Z$ independently. Thus we can make both $\sin \theta$ and $\cos \theta$ positive. So we only need to consider $0 \leq \theta \leq \pi / 2$.
(v) Now the eigenvalues of $M_{\Psi}^{\sigma}$ are $1 \pm c$. To ensure that the entanglement features $W_{\Psi}[\sigma]$ are positive, we must at least require both eigenvalues to be positive. If, for example, $c>1$ and $\theta=0$, we can show that the single-site entanglement feature will become negative. Thus we should have $0 \leq c<1$, so that $c$ can be rewritten as $c=\tanh \alpha$.

Thus we end up with the final form in Eq. (3.7) (up to additional rescaling by $\cosh \alpha$ ).

### 3.2.3 Edges of Multi-Region Continuum

The MPS ansatz Eq. (3.7) provides a minimal model for all the $2^{N}$ entanglement entropies in terms of two real parameters $(\alpha, \theta)$,

$$
\begin{equation*}
S_{(\alpha, \theta)}[\sigma]=-\ln \operatorname{Tr}\left(\prod_{i} M_{(\alpha, \theta)}^{\sigma_{i}}\right)+S_{0} \tag{3.9}
\end{equation*}
$$

where the background entropy $S_{0}=\ln (2 \cosh \alpha N)$ is attached to ensure the entanglement entropy $S_{(\alpha, \theta)}(\emptyset)=0$ vanishes for empty region (which corresponds to properly normalize the entanglement feature state). Fig. 3.1 is actually generated by Eq. (3.9) at $(\alpha, \theta)=\left(\frac{1}{2}, \frac{\pi}{4}\right)$, which demonstrated that the minimal model can describe the multi-region continuum. In particular, we can determine both its lower edge $S_{\min }(|A|)$ and its upper edge $S_{\max }(|A|)$, see Appendix B. 2 for
derivation. The lower edge is given by the single-region configuration,

$$
\begin{align*}
S_{\min }(|A|) & =-\ln \operatorname{Tr}\left(M^{\downarrow}\right)^{|A|}\left(M^{\uparrow}\right)^{N-|A|}+S_{0}  \tag{3.10}\\
& =-\ln \left(\sin ^{2} \theta+\cos ^{2} \theta \frac{\cosh \alpha(N-2|A|)}{\cosh \alpha N}\right) .
\end{align*}
$$

The upper edge corresponds to the entangling region $A$ of equally spaced single sites. Given the region size $|A|$, the region $A$ will be a disjoint union of $|A|$ sites separated from their neighbors by $N /|A|-1$ sites (see the blue inset of Fig. 3.1). Ignoring the subtlety of the possible incommensurability between $|A|$ and $N$, the upper edge for $|A|<N / 2$ should read

$$
\begin{align*}
S_{\max }(|A|) & =-\ln \operatorname{Tr}\left(M^{\downarrow}\left(M^{\uparrow}\right)^{N /|A|-1}\right)^{|A|}+S_{0} \\
& =-\ln \frac{\cosh \eta|A|}{\cosh \alpha N} \tag{3.11}
\end{align*}
$$

where $\eta$ also depends on $|A|$ and is given by $\cosh \eta=\sin ^{2} \theta \cosh \frac{\alpha N}{|A|}+\cos ^{2} \theta \cosh \frac{\alpha(N-2|A|)}{|A|}$. For $|A|>N / 2$, we simply take its $\mathbb{Z}_{2}$ reflection $S_{\max }(|A|)=S_{\max }(N-|A|)$.

When $N \rightarrow \infty$, Eq. (3.10) and Eq. (3.11) reduce to (see Appendix B.2)

$$
\begin{align*}
& S_{\min }(|A|)=-\ln \left(\sin ^{2} \theta+\cos ^{2} \theta e^{-2 \alpha|A|}\right)  \tag{3.12}\\
& S_{\max }(|A|)=-\ln \left(\sin ^{2} \theta+\cos ^{2} \theta e^{-2 \alpha}\right)|A|
\end{align*}
$$

Usually when we discuss the area-law v.s. volume-law entanglement, we are talking about the scaling of the lower edge $S_{\min }$ with respect to $|A|$. Here we could also talk about the scaling of the upper edge $S_{\text {max }}$, which, according to Eq. (3.12), is always volume-law (even for the area-law state). Such behavior is rather trivial to understand, as the "area" $|\partial A|$ is proportional to the volume $|A|$ in this case. So let us focus on the lower edge, which generally exhibits an area-law scaling (unless $\theta=0$ ), as $S_{\min }$ gradually saturates to $-2 \ln \sin \theta$ for large $|A|$. Only when $\theta=0$, the lower edge also exhibits a volume-law scaling and coincides with the upper edge, i.e. $S_{\min }(|A|)=S_{\max }(|A|)=2 \alpha|A|$, such that the multi-region continuum is squeezed to
vanish in this case. However, we should mention that the vanishing multi-region continuum for all volume-law states is an artifact of the $D=2$ MPS model. When a non-vanishing multi-region continuum appears on top of the volume-law lower edge $S_{\text {min }}$, it implies that the volume-law state has a non-trivial quantum error correcting capacity, which has been discussed in Ref. [44, 62]. As a minimal model, the $D=2$ MPS ansatz has too few parameters to capture the error-correcting properties in the volume-law state. If we extend the MPS ansatz to higher bond dimension $D>2$, the error-correcting volume-law state can be described as well (as has been shown in Ref. [62]).

### 3.2.4 Physical Meaning of MPS Parameters

To describe the overall shape of the multi-region continuum, we define the following two characteristic quantities (as illustrated in Fig. 3.1): the area-law plateau height of the lower edge $S_{\text {min }}(|A|)$

$$
\begin{equation*}
h \equiv \frac{S_{\min }(N / 2)}{\ln d}=-\log _{d} \sin ^{2} \theta \tag{3.13}
\end{equation*}
$$

and the volume-law coefficient of the upper edge $S_{\max }(|A|)$

$$
\begin{align*}
k & \equiv \lim _{|A| \rightarrow 0} \frac{\partial_{|A|} S_{\max }(|A|)}{\ln d}  \tag{3.14}\\
& =-\log _{d}\left(\sin ^{2} \theta+\cos ^{2} \theta e^{-2 \alpha}\right),
\end{align*}
$$

where $\log _{d}$ denotes the logarithm of base $d$ (and $d$ is the qudit dimension). The other way round, the MPS parameters $(\alpha, \theta)$ can also be expressed in terms of the height $h$ and the slope $k$ as

$$
\begin{align*}
\alpha & =\frac{1}{2} \ln \frac{d^{h}-1}{d^{h-k}-1}  \tag{3.15}\\
\theta & =\arcsin d^{-h / 2}
\end{align*}
$$

Now the physical meaning of the MPS parameters becomes clear. The $\theta$ parameter is directly determined by the area-law plateau height $h$. For product states, $h=0$, hence $\theta=\pi / 2$. For generic area-law states, $h \geq 0$ is positive, hence $0<\theta \leq \pi / 2$. For volume-law state, $h \rightarrow \infty$ (the
area-law plateau never appears), hence $\theta=0$. We summarize these cases in Fig.3.2(a). Once $\theta$ is fixed, the remaining parameter $\alpha$ will be set by the slope $k$ of the upper edge. In particular, for the volume-law state $(\theta=0), \alpha$ is directly related to the volume-law coefficient $k$ by $\alpha=\frac{1}{2} k \ln d$, which is half of the entanglement entropy of a single qudit.


Figure 3.2. Feasible domain of MPS parameters $(\boldsymbol{\alpha}, \boldsymbol{\theta})$ at different qudit dimensions: (a) $d=2$, (b) $d=4$, (c) $d=16$. The background color indicates the upper edge volume-law coefficient $k$.

As the volume-law coefficient approaches unity $(k=1)$, the system reaches the maximally entangled Page state $(\alpha, \theta)=\left(\frac{1}{2} \ln d, 0\right)$, where the MPS ansatz in Eq. (3.7) reduces to $M_{\text {Page }}^{\sigma}=$ $I+\frac{d-1}{d+1} \sigma Z$, which gives the exact description of the Page state entanglement features $\left|W_{\text {Page }}\right\rangle$. Although the underlying physical state $|\Psi\rangle$ is highly entangled, its entanglement features can still be captured by a low-entanglement MPS efficiently, because it generally takes much less entanglement resources to describe the entanglement property of a many-body state $|\Psi\rangle$ than the state itself. Therefore using the MPS approach, we can achieve a huge compression of the many-body entanglement features. Just starting from two characteristic quantities $h$ and $k$, the

MPS ansatz Eq. (3.9) can provide a comprehensive modeling of entanglement entropies in all the $2^{N}$ possible regions (see Fig. 3.1), demonstrating the prediction power of the MPS model. So, within the MPS model, the question of how entanglement entropies evolve in different regions boils down to how MPS parameters (such as $\alpha, \theta$ ) evolve, which will be investigated in more details soon.

Before discussing the entanglement dynamics, let us first determine the feasible domain of the MPS parameters. A non-trivial constraint comes from the requirement that the volume-law coefficient $k \leq 1$ must not exceed one, because the entanglement entropy of a single qudit can not be greater than $\ln d$. According to Eq. (3.15), $k \leq 1$ implies

$$
\begin{equation*}
(d \cos 2 \theta+1) \tanh \alpha \leq d-1 \tag{3.16}
\end{equation*}
$$

This inequality further restricts the primitive domain of $\alpha \geq 0$ and $0 \leq \theta \leq \pi / 2$, leading to the feasible domain shown in Fig. 3.2. The shape of the feasible domain varies with the qudit dimension $d$, as illustrated in Fig. 3.2(b,c). In the following section, we will study the evolution of the entanglement feature state under locally scrambled quantum dynamics. Using the MPS ansatz developed in this section, we will be able to represent the evolution in the MPS parameter space, which will provide an intuitive picture of how the quantum system thermalizes with time.

### 3.3 Entanglement Dynamics in Locally Scrambled Quantum Systems

### 3.3.1 Entanglement Feature Formalism

Let us put aside the MPS model shortly and discuss the dynamics of generic entanglement feature state $\left|W_{\Psi}\right\rangle$. In the entanglement feature formalism, $\left|W_{\Psi}\right\rangle$ captures the entanglement entropies over all regions for a given quantum many-body state $|\Psi\rangle$. As the state $|\Psi\rangle$ evolves in time, so does its corresponding entanglement feature state $\left|W_{\Psi}\right\rangle$. Ref. [128] has proven that the
entanglement dynamics will be governed by an imaginary-time Schrödinger equation

$$
\begin{equation*}
-\partial_{t}\left|W_{\Psi}\right\rangle=H_{\mathrm{EF}}\left|W_{\Psi}\right\rangle, \tag{3.17}
\end{equation*}
$$

if the underlying quantum dynamics is locally scrambled. A quantum dynamics $|\Psi\rangle \rightarrow U|\Psi\rangle$ is said to be locally scrambled, if each step of the unitary evolution $U$ is drawn from a ensemble whose probability measure $P(U)$ is invariant under local basis transformations, i.e. $P(U)=$ $P\left(V U V^{\dagger}\right)$ for all $V=\prod_{i} V_{i}$ with arbitrary $V_{i} \in \mathrm{U}(d)$ on site- $i$. Examples of locally scrambled quantum system include random unitary circuits[153, 155, 214, 239], random Hamiltonian dynamics[213, 228], and quantum Brownian dynamics[69, 130, 224, 234]. Because local basis information is fully scrambled at each step of the time-evolution, the entanglement dynamics will be Markovian, which can be described by the entanglement feature Hamiltonian $H_{\mathrm{EF}}$ following Eq. (3.17).

As derived in Ref. [128], up to the nearest neighbor coupling on a one-dimensional lattice, $H_{\mathrm{EF}}$ should take the following general form (as a many-body spin model)

$$
\begin{equation*}
H_{\mathrm{EF}}=g \sum_{\langle i j\rangle} \frac{1-Z_{i} Z_{j}}{2} e^{-\delta\left(X_{i}+X_{j}\right)-\beta X_{i} X_{j}}, \tag{3.18}
\end{equation*}
$$

so as to preserve the $\mathbb{Z}_{2}$ symmetry and the normalization of $\left|W_{\Psi}\right\rangle$ under the entanglement dynamics and to respect the time-reversal symmetry. Here $X_{i}$ and $Z_{i}$ are Pauli operators acting on site- $i$. The parameter $\delta$ is fixed by the qudit dimension $d$ via $\tanh \delta=1 / d$, and $H_{\mathrm{EF}}$ is only controlled by two free parameters $g$ and $\beta$. The parameter $g$ sets the time-scale and determines how fast the dynamics will happen on the overall scale. The parameter $\beta$ is tied to the type of the quantum dynamics. A few examples are listed in Tab.3.1. Unlike conventional spin models, $H_{\mathrm{EF}}$ contains a projection operator $\frac{1-Z_{i} Z_{j}}{2}$ on each bond, which imposes dynamic constraints on the motion of domain walls[55, 227]. We will discuss its effect on the entanglement dynamics later.

Table 3.1. Examples of locally scrambled quantum dynamics and their corresponding $\beta$ value (in terms of $\tanh \beta$ ).

| Type of quantum dynamics | $\tanh \beta$ |
| :---: | :---: |
| Quantum Brownian dynamics | 0 |
| Random unitary circuit (continuum limit) | $1 / d^{2}$ |
| Fractional swap circuit (continuum limit, $x \rightarrow 1$ ) | 1 |

### 3.3.2 Locally Scrambled Quantum Dynamics

Let us briefly review some important examples of locally scrambled quantum dynamics, in order to gain some intuition about the parameter $\beta$. The first example is the quantum Brownian dynamics (also known as the Brownian random circuit)[130], where the quantum many-body state $|\Psi\rangle$ evolves under a time-dependent random Hamiltonian following $|\Psi\rangle \rightarrow e^{-\mathrm{i} H_{t} \mathrm{~d} t}|\Psi\rangle$, with

$$
\begin{equation*}
H_{t}=\sum_{\langle i j\rangle} J_{t, i j}^{a b} T_{i}^{a} T_{j}^{b}, \tag{3.19}
\end{equation*}
$$

where $T_{i}^{a}$ (for $a=1,2, \cdots, d^{2}$ ) are $\mathrm{U}(d)$ generators on site $i$ with the normalization $\operatorname{Tr} T_{i}^{a \dagger} T_{i}^{b}=$ $\delta^{a b}$, and the couplings $J_{t, i j}^{a b}$ are independently drawn for each time $t$ and indices $i, j, a, b$ from a Gaussian distribution with zero mean and $d^{-2}$ variance. According to Ref. [128], the corresponding entanglement dynamics (the evolution of $\left|W_{\Psi}\right\rangle$ ) is precisely described by Eq. (3.18), with $g=2\left(1-d^{-2}\right)$ and $\beta=0$.

The next example is the random unitary circuit[155], depicted in Fig. 3.3(a). The physical quantum state $|\Psi\rangle \rightarrow U_{t}|\Psi\rangle$ evolves by the application of random unitary gates layer-by-layer ( $U_{t}$ denotes the whole layer of gates on an equal-time slice at time $t$ ), where each gate is independently drawn from two-qudit Haar random unitary ensemble. As a quantum circuit model, the time is discrete (each layer is a step in time) and the corresponding entanglement


Figure 3.3. (a) Random unitary circuit. (b) Fractional swap circuit. Each color block represents an independent Haar random unitary gate. The fractional swap gate is depicted as swap gate to the fractional power $x$.
dynamics is described by the following transfer matrix[128]

$$
\begin{align*}
\left|W_{\Psi}\right\rangle & \rightarrow \prod_{\langle i j\rangle \in \Lambda_{ \pm}} T_{i j}^{\text {Haar }}\left|W_{\Psi}\right\rangle,  \tag{3.20}\\
T_{i j}^{\text {Haar }} & =1-\frac{1-Z_{i} Z_{j}}{2}\left(1-\frac{d}{d^{2}+1}\left(X_{i}+X_{j}\right)\right),
\end{align*}
$$

where $\Lambda_{+}\left(\Lambda_{-}\right)$denotes the collection of even (odd) bonds which are chosen alternately following the brick-wall pattern of the circuit. Another circuit model is the fractional swap circuit, as illustrated in Fig. 3.3(b), which was first introduced in Ref. [128]. It is constructed by a layer of fractional swap gates (i.e. swap gates to the fractional power $x \in[0,1]$ : SWAP ${ }^{x}=$ $\frac{1+e^{\mathrm{i} \pi}}{2}+\frac{1-e^{\mathrm{i} \pi} \pi}{2}$ SWAP) followed by a layer of on-site Haar random unitary gates, and so on. The corresponding entanglement dynamics is described by the following transfer matrix[128]

$$
\begin{align*}
\left|W_{\Psi}\right\rangle & \rightarrow \prod_{\langle i j\rangle \in \Lambda_{ \pm}} T_{i j}^{\mathrm{SWAP}^{x}}\left|W_{\Psi}\right\rangle,  \tag{3.21}\\
T_{i j}^{\mathrm{SWAP}^{x}} & =1-\frac{1-Z_{i} Z_{j}}{2}\left(u-v\left(X_{i}+X_{j}\right)+w X_{i} X_{j}\right),
\end{align*}
$$

where $(u, v, w)=\left(d^{2} a-b, d a-d b, a-d^{2} b\right) /\left(d^{2}-1\right)$ with $a=\left(2-\sin ^{2} \frac{x \pi}{2}\right) \sin ^{2} \frac{x \pi}{2}$ and $b=$ $\sin ^{4} \frac{x \pi}{2}$. In the limit of $x \rightarrow 1$, the fractional swap gate reduces to the swap gate and $(u, v, w) \rightarrow$ $(1,0,-1)$, such that the transfer matrix takes a simpler form

$$
\begin{equation*}
T_{i j}^{S W A P}=1-\frac{1-Z_{i} Z_{j}}{2}\left(1-X_{i} X_{j}\right) . \tag{3.22}
\end{equation*}
$$

This limit may be called the swap circuit model, which was proposed[128] to mimic the entanglement dynamics in integrable conformal field theories (CFT) where entanglement spreads with the ballistic propagation of quasi-particles[29, 124, 163].

### 3.3.3 Causal Structure and Continuum Limit

To make connection to the continuous-time entanglement dynamics described by $H_{\mathrm{EF}}$, we would like to take the continuum limit of the transfer matrixes $T^{\text {Haar }}$ and $T^{\mathrm{SWAP}}$. In general, it is unclear how to define the continuum limit for discrete circuit models, but for the random unitary circuit and the swap circuit dynamics, we can use their definitive causal structure to pin down the corresponding parameter $\beta$ in $H_{\mathrm{EF}}$, hence obtaining the continuum version of their entanglement dynamics.


Figure 3.4. Classification of entanglement regions $A$ by their volumes $|A|$ and areas $|\partial A|$ on a $N=6$ lattice.

To reveal the structure of the entanglement feature Hilbert space spanned by the entanglement region basis states $|A\rangle$, we classify the entanglement region $A$ by its volume $|A|$ (the
number of sites in $A$ ) and its area $|\partial A|$ (the number of entanglement cuts, also twice of the number of entanglement regions). In this way, the Hilbert space is partitioned into sectors labeled by $(|A|,|\partial A|)$, as tabulated in Fig. 3.4. We would like to understand how the entanglement feature transfer matrix connects different sectors of the Hilbert space. Since the entanglement dynamics is $\mathbb{Z}_{2}$ symmetric, we only need to keep track of the $\mathbb{Z}_{2}$ invariant objects, which are the entanglement cuts (domain walls of Ising spins). Therefore the multi-region entanglement dynamics is essentially a many-body dynamics of entanglement cuts.

| Cut dynamics |  |  |  | (c) |
| :---: | :---: | :---: | :---: | :---: |
| hopping | (1) | $\checkmark$ | X | $v$-ter |
| pair creation | \#11\% | $\checkmark$ | X | $v$-term |
| pair annihilati | $\underline{\square}$ | $\times$ | $\times$ | -- |
| pair hopping | (\#110 | $x$ | $\checkmark$ | $w$-term |
| triple division | $\overline{=1} y$ | X | $\checkmark$ | $w$-term |
| triple fusion | $\overline{\square 11}$ | $\times$ | $\checkmark$ | $w$-ter |

Figure 3.5. Dynamical constraints on the entanglement cut motion in (a) random unitary circuit $T^{\text {Haar }}$, (b) swap circuit $T^{\text {SWAP }}$. (c) Corresponding terms in $H_{\mathrm{EF}}$ that leads to the cut dynamics.

Given the transfer matrix in Eq. (3.20) or Eq. (3.22), the basic moves of entanglement cuts can be read out and summarized in Fig. 3.5. The column (a) in Fig. 3.5 indicates whether a process is allowed (checked) or forbidden (crossed) by the transfer matrix $T^{\text {Haar }}$ for the random unitary circuit defined in Eq. (3.20). The entanglement cuts are free to move along the lattice and can be created in pairs. But once created, they can not be annihilated, as the pair annihilation process is forbidden. As a result of this dynamical constraint, the entanglement features in the lower- $|\partial A|$ sectors can only affect those in the higher- $|\partial A|$ sectors (via pair creation), but not the other way round, as shown in Fig. 3.6(a). In particular, the single-region entanglement is not affected by the multi-region entanglement under the entanglement dynamics, which is a unique property of the random unitary circuits.

Similar analysis can be done for the swap circuit, described by the transfer matrix $T^{\text {SWAP }}$
in Eq. (3.22). As shown in Fig. 3.5(b), a single entanglement cut can not move but a pair of them can hop together; moreover, pairs of entanglement cuts can only be created or annihilated in the presence of the third cut via the triple division or fusion process. One can see that these moves conserve the region volume $|A|$, so the entanglement dynamics only happens within each $|A|$ sector separately, as illustrated in Fig. 3.6(b).


Figure 3.6. Causal structure in the entanglement feature Hilbert space for (a) random unitary circuit, (b) swap circuit. Each note represents a $(|A|,|\partial A|)$-sector. The entanglement features in one sector will only affect those in the other sector along the causal flow (indicated by arrows).

The causal structures in Fig. 3.6 can be formulated as the following algebraic conditions,

$$
\begin{align*}
P_{|\partial A| \leq 2 k} T^{\text {Haar }} P_{|\partial A|>2 k}=0 & (k=0,1, \cdots, N / 2),  \tag{3.23}\\
{\left[P_{|A|=n}, T^{\mathrm{SWAP}}\right]=0 } & (n=0,1, \cdots, N),
\end{align*}
$$

where $P$... denotes the projection operator that projects to the subspace specified by its subscript. We expect their corresponding continuum limit to respect the same causal structure. We assume that the continuous-time entanglement dynamics will be described by the entanglement feature Hamiltonian in Eq. (3.18), which can be equivalently written as the following expanded form

$$
\begin{equation*}
H_{\mathrm{EF}}=\sum_{\langle i j\rangle} \frac{1-Z_{i} Z_{j}}{2}\left(u-v\left(X_{i}+X_{j}\right)+w X_{i} X_{j}\right), \tag{3.24}
\end{equation*}
$$

with parameters $u, v, w$ related to $g, \beta$ as

$$
\left(\begin{array}{l}
u  \tag{3.25}\\
v \\
w
\end{array}\right)=\frac{g \cosh \beta}{d^{2}-1}\left(\begin{array}{c}
d^{2}-\tanh \beta \\
d-d \tanh \beta \\
1-d^{2} \tanh \beta
\end{array}\right)
$$

The dynamic process associated to $v$ and $w$ terms are listed in Fig. 3.5(c). For random unitary circuit, the causal structure requires

$$
\begin{equation*}
P_{|\partial A| \leq 2 k} H_{\mathrm{EF}} P_{|\partial A|>2 k}=0 \quad(k=0,1, \cdots, N / 2), \tag{3.26}
\end{equation*}
$$

which implies $w=0$ and hence $\tanh \beta=1 / d^{2}$. For swap circuit (as the $x \rightarrow 1$ limit of the fractional swap circuit), the causal structure requires

$$
\begin{equation*}
\left[P_{|A|=n}, H_{\mathrm{EF}}\right]=0 \quad(n=0,1, \cdots, N), \tag{3.27}
\end{equation*}
$$

which implies $v=0$ and hence $\tanh \beta=1$. These parameter correspondences are also obvious by comparing the dynamical constraints between Fig. 3.5(a,b) and Fig. 3.5(c). By comparing the $u, v, w$ parameters in Eq. (3.21) and those in Eq. (3.25), we conjecture that $\tanh \beta=\sin ^{2} \frac{x \pi}{2} /(2-$ $\sin ^{2} \frac{x \pi}{2}$ ) for the fractional swap circuit at fraction $x$.

In conclusion, we define the continuum limit of random circuit models according to their definitive causal structures. The results are summarized in Tab.3.1, which provides us some intuitions about the meaning of $\beta$. However, as a free parameter in $H_{\mathrm{EF}}, \beta$ can take any real positive value in general. We are not yet clear what will be (or how to define) the corresponding microscopic circuit models beyond the examples listed in Tab. 3.1, but this might also be an advantage of the entanglement feature formalism, which allows us to investigate the universal behavior of entanglement dynamics at a higher level without much knowledge about underlying model details.

### 3.3.4 Flow of MPS Parameters

Having clarified the entanglement feature formalism $-\partial_{t}\left|W_{\Psi}\right\rangle=H_{\mathrm{EF}}\left|W_{\Psi}\right\rangle$ and specified the entanglement feature Hamiltonian $H_{\mathrm{EF}}$ in Eq. (3.18), we set out to solve the Schrödinger equation to study the entanglement dynamics. However, as a many-body problem, the Schrödinger equation is hard to solve analytically. Ref. [128] has analyzed the long-time asymptotic behavior of the entanglement dynamics (correspond to the "low-energy" physics of $H_{\mathrm{EF}}$ ), where it was found that all systems will thermalize to the Page state under locally scrambled quantum dynamics with the thermalization (relaxation) time $\tau$ given by $\tau^{-1}=2 g \cosh \beta(1-1 / d)^{2}$. Here we would like to pursuit a different direction by representing the entanglement feature state $\left|W_{\Psi}\right\rangle$ as an MPS and exploring the flow of MPS parameters induced by the entanglement dynamics. This is in line with the MPS-based time dependent variational principle (TDVP)[74, 87, 88, 121, 134] developed to simulate quantum many-body dynamics.

The classical dynamics of the MPS parameter $q \equiv(\alpha, \theta)$ (unified as $q$ ) follows from (see Appendix B. 3 for derivation)

$$
\begin{equation*}
-\left\langle\partial_{q_{i}} W_{\Psi}\right| W_{1}^{-1}\left|\partial_{q_{j}} W_{\Psi}\right\rangle \dot{q}_{j}=\left\langle\partial_{q_{i}} W_{\Psi}\right| W_{1}^{-1} H_{\mathrm{EF}}\left|W_{\Psi}\right\rangle, \tag{3.28}
\end{equation*}
$$

where $\left|W_{\Psi}\right\rangle$ is given by the MPS ansatz in Eq. (3.6) and Eq. (3.7), $H_{\text {EF }}$ is given by Eq. (3.18). The operator $W_{1}^{-1}=(\tanh \delta \sinh \delta)^{N} e^{-\delta \sum_{i} X_{i}}$ is a non-trivial metric that maps a state $\left|W_{\Psi}\right\rangle$ to its dual state $\left\langle W_{\Psi}\right| W_{\mathbb{1}}^{-1}$ in the dual Hilbert space (since the entanglement feature Hamiltonian $H_{\mathrm{EF}}$ is not Hermitian, the state vector and its dual vector do not coincide) ${ }^{1}$. By solving Eq. (3.28) numerically (see Appendix B. 3 for details), we can map out the flow of MPS parameters in the parameter space as shown in Fig. 3.7 for different types of dynamics specified by the $\beta$ parameter in $H_{\mathrm{EF}}$.

As one can see in Fig. 3.7, for various choice of the $\beta$ parameter, the MPS parameters all
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Figure 3.7. Flow of MPS parameters under the entanglement dynamics at (a) $\beta=0$, (b) $\beta=1$, (c) $\beta=2$, in the thermodynamic limit $N \rightarrow \infty$ with $d=2$ qudit dimension. Curve color indicates the flow speed.
flow to the universal fixed point $(\alpha, \theta)=\left(\frac{1}{2} \ln d, 0\right)$ which corresponds to the Page state. But the evolution typically divides into two distinct stages. In the early stage (in red), the parameters quickly converge to a mainstream curve. The process is characterized by a large flow speed $\|\dot{q}\|$. Then in the late stage (in blue), the parameters slowly flow along the mainstream towards the Page state fixed point, with a flow speed $\|\dot{q}\|$ orders of magnitude smaller than that of the early stage. The mainstream curve (the central blue curve in Fig. 3.7) exhibits a systematic dependence on $\beta$. We recover the multi-region continuum of entanglement entropies from the MPS parameters $(\alpha, \theta)$ along the evolution trajectory, as illustrated in Fig. 3.8. Starting from a product state Fig. 3.8(a), where $S_{\Psi}(A)=0$ in all regions (such that $S_{\max }=S_{\min }=0$ ). Under the early stage evolution, the upper edge $S_{\text {max }}$ quickly evolves to a volume-law curve, while the lower edge $S_{\min }$ remains almost the same near zero, which establishes the multi-region continuum between $S_{\min }$ and $S_{\max }$ as in Fig. 3.8(b). Then the evolution enters the late stage, where the area-law lower edge $S_{\min }$ gradually catches up and finally approaches the (volume-law) Page curve together with $S_{\max }$ as in Fig. 3.8(c). We can thus identify the early (late) stage evolution with the local (global) thermalization.


Figure 3.8. Evolution of the entanglement entropy continuum along a typical trajectory in the MPS parameter space through (a) the initial product state, (b) the intermediate area-law state, and (c) the final Page state. The red (blue) curves outlines the bottom $S_{\text {min }}$ and top $S_{\text {max }}$ edges of the continuum, which coincide in (a,c). (a-b) the early stage and (b-c) the late stage evolutions are distinct.

To characterize the two evolution stages more quantitatively, we investigate the behavior of the entropy gap $\Delta(|A|)=S_{1 \text { st }}(|A|)-S_{\min }(|A|)$, which was introduced in Eq. (3.2). Using the MPS representation of the entanglement feature state, the "1st excited" entanglement entropy $S_{1 \text { st }}(|A|)$ is given by

$$
\begin{equation*}
S_{1 \mathrm{st}}(|A|)=-\ln \operatorname{Tr}\left(M^{\downarrow}\right)^{|A|-1} M^{\uparrow} M^{\downarrow}\left(M^{\uparrow}\right)^{N-|A|-1}+S_{0}, \tag{3.29}
\end{equation*}
$$

while $S_{\min }(|A|)$ was given in Eq. (3.10). By definition, the entropy gap is positive, i.e. $\Delta(|A|) \geq 0$. It characterizes the minimal deviation of the multi-region entanglement from the single-region entanglement, which reflects the prominence of the multi-region entanglement. In both the short-time $t \rightarrow 0$ and long-time $t \rightarrow \infty$ limits, the entropy gap vanishes $\Delta(|A|)=0$ as the whole multi-region continuum collapses. During the time-evolution, as shown in Fig. 3.9, the entropy gap $\Delta(|A|)$ first increases in the early stage as the multi-region continuum gets established, and then decreases in the late stage as $S_{\min }$ catches up with $S_{\max }$ and wipes out the continuum. The decrease of $\Delta(|A|)$ happens gradually from small region to large region as thermalization progresses in the system.


Figure 3.9. Time-evolution of the entropy gap $\Delta(|A|)$ for different dynamics at (a) $\beta=0$, (b) $\beta=1$, (c) $\beta=2$ (assuming $g=1$ ). Curves of different colors correspond to different $|A| / N$ ratio.

In conclusion, by studying the evolution of MPS parameters, we effectively parametrize the evolution of all the multi-region entanglement entropies approximately. We find that the two-stage evolution is universal for all types of locally scrambled quantum dynamics, however dynamic details are different for different types of dynamics as specified by different $\beta$ values.

### 3.3.5 Effect of Multi-Region Entanglement on Entanglement Velocity

Despite of the concise and effective MPS description of the multi-region entanglement on the overall level, it is still not transparent how the multi-region entanglement affects the entanglement dynamics and in what circumstance is it important to consider the multi-region entanglement. We will analyze these problems from the perspective of single-region entanglement dynamics.

As discussed in Sec. 3.3.3, entanglement entropies from different $|\partial A|$-sectors are causally related under the entanglement dynamics, so it is generally not possible to write down a closeform equation for the evolution of the single-region entanglement entropy. Only in the special case of $\tanh \beta=1 / d^{2}$ (corresponding to the random unitary circuit), the single-region entangle-
ment is not affected by the multi-region entanglement, such that a close-form equation within the single-region sector $(|\partial A|=2)$ becomes possible. Earlier works[114, 239, 239] that formulated the single-region entanglement dynamics are indeed based on the random unitary circuit model (either explicitly or implicitly). Once we deviate from this special point, the multi-region entanglement will enter the dynamic equation for the single-region entanglement. We will explore its effect in the following.

Our starting point is the entanglement feature formalism, where the entanglement entropy is given by $S_{\Psi}(A)=-\ln \left\langle A \mid W_{\Psi}\right\rangle$ with $|A\rangle$ being the basis state labeled by the entanglement region $A$. From $-\partial_{t}\left|W_{\Psi}\right\rangle=H_{\mathrm{EF}}\left|W_{\Psi}\right\rangle$, we have

$$
\begin{equation*}
\partial_{t} S_{\Psi}(A)=\frac{\langle A| H_{\mathrm{EF}}\left|W_{\Psi}\right\rangle}{\left\langle A \mid W_{\Psi}\right\rangle} . \tag{3.30}
\end{equation*}
$$

Due to the dynamic constrained imposed by the projection operator $\frac{1-Z_{i} Z_{j}}{2}$ in the entanglement feature Hamiltonian $H_{\mathrm{EF}}$, when $H_{\mathrm{EF}}$ acting on $\langle A|$ from the right, only those terms across the entanglement cuts of the region $A$ are active. So if the number of entanglement cuts $|\partial A|$ is small, the corresponding dynamics will be simple. The simplest non-trivial case is the dynamics of the single-region entanglement entropy $S_{\min }(|A|)$. Applying the general formula Eq. (3.30) to $S_{\min }(|A|)$, the single-region entanglement growth follows

$$
\begin{align*}
\partial_{t} S_{\min }(|A|) & =2 \Gamma\left(\partial_{|A|} S_{\min }(|A|)\right)+2 \Omega(\Delta(|A|)), \\
\Gamma(s) & =g e^{-\beta} \frac{d^{2}+1}{d^{2}-1}\left(1-\frac{2 d}{d^{2}+1} \cosh s\right)  \tag{3.31}\\
\Omega(\Delta) & =\frac{g \cosh \beta}{d^{2}-1}\left(d^{2} \tanh \beta-1\right)\left(1-e^{-\Delta}\right)
\end{align*}
$$

The first term $\Gamma(s)$ describes the dynamics within the single-region sector, which depends on the single-region entanglement entropy gradient $s(|A|) \equiv \partial_{|A|} S_{\min }(|A|)$. The second term $\Omega(\Delta)$ describes the contribution of multi-region entanglement, which depends on the entropy gap $\Delta(|A|)$ introduced previously in Eq. (3.2). The factor 2 in front of both terms comes from the two
entanglement cuts associated with a single-region $A$. The effect of the multi-region entanglement on the single-region entanglement dynamics enters explicitly from the $\Omega(\Delta)$ term, which could be of the same order as $\Gamma(s)$ in general. However, only at one special point, i.e. $\tanh \beta=1 / d^{2}$, does the multi-region effect strictly vanishes $\Omega(\Delta)=0$, where Eq. (3.31) reduces to

$$
\begin{equation*}
\partial_{t} S_{\min }(|A|)=2 \Gamma\left(\partial_{|A|} S_{\min }(|A|)\right) \tag{3.32}
\end{equation*}
$$

which recovers the result in Ref. [114, 155]. This point corresponds to the random unitary circuit dynamics, where the entanglement dynamics admits the causal structure in Fig. 3.6(a), that the single-region entanglement is not causally affected by the multi-region entanglement, therefore one can arrive at a closed-form equation Eq. (3.32) within the single-region sector. Away from the $\tanh \beta=1 / d^{2}$ point, Eq. (3.32) is incomplete, we will need to take into account the effect of multi-region entanglement as in Eq. (3.31).

To make broader connections, we study the entanglement velocity $\nu_{\mathrm{E}}$, which is defined to be the growth rate of the entanglement entropy in half-infinite region on an open chain (with only one entanglement cut in the middle of the chain). It is therefore half of the entropy growth rate $\partial_{t} S_{\text {min }}$ in Eq. (3.31), i.e. $v_{\mathrm{E}}=\frac{1}{2} \partial_{t} S_{\text {min }}$. Ref. [53, 114] proposed the entanglement velocity $v_{E}(s)=\Gamma(s)$ as a function of the entropy gradient $s$. However, in more general cases, the entanglement velocity $v_{\mathrm{E}}(s, \Delta)$ could also be affected by the multi-region entanglement, characterized by the entropy gap $\Delta$,

$$
\begin{equation*}
v_{\mathrm{E}}(s, \Delta)=\Gamma(s)+\Omega(\Delta) . \tag{3.33}
\end{equation*}
$$

There is no definitive relation between the entropy gap $\Delta$ and the entropy gradient $s=\partial_{|A|} S_{\text {min }}$. However, as we collect data of $(s, \Delta)$ pairs over different region sizes $|A|$ at different times $t$ under different dynamics $\beta$ from different initial conditions, we find that they mostly lies
in a triangle region, as depicted in Fig. 3.10(a) and described by

$$
\begin{equation*}
1-e^{-\Delta} \lesssim(1-1 / d)^{2}(1-|s| / \ln d) \tag{3.34}
\end{equation*}
$$

In fact, most of the data points concentrate along the triangle edges. A few outliers only appear at the tip of the triangle near $s=0$, which are generated in the early stage local thermalization (which will not show up in the coarse-grained long-time dynamics). The magnitude of the entropy gradient can be interpreted as the entropy density $|s|$, which can not exceed $\ln d$, as each qudit can at most contribute $\ln d$ entanglement entropy. The triangle region shape is only affected by the qudit dimension $d$ as shown in Fig. 3.10(b).


Figure 3.10. (a) Collections of $s$ and $\Delta$ (in terms of $1-e^{-\Delta}$ ) under locally scrambled quantum dynamics at $d=2$. Data points mostly distributes within a triangle region. (b) The triangle region for different qudit dimensions $d$.

Given the result in Eq. (3.33) and the bound in Eq. (3.34) and the definition, we can derive the following bound for the entanglement velocity

$$
v_{\mathrm{E}}(s, \Delta) \leq \begin{cases}\Gamma(s) & \tanh \beta \leq 1 / d^{2}  \tag{3.35}\\ \Gamma(s)+\tilde{\Omega}(s) & \tanh \beta>1 / d^{2}\end{cases}
$$

where $\tilde{\Omega}(s)$ is the upper-bound for $\Omega(\Delta)$ in terms of $s$,

$$
\begin{equation*}
\tilde{\Omega}(s)=\frac{g(d-1)}{d^{2}(d+1)}\left(d^{2} \sinh \beta-\cosh \beta\right)\left(1-\frac{|s|}{\ln d}\right) . \tag{3.36}
\end{equation*}
$$

For $\tanh \beta \leq 1 / d^{2}, \Omega(\Delta)$ is negative, meaning that the multi-region entanglement tends to slow down the entropy growth in this case, so $v_{\mathrm{E}}$ is still bounded by $\Gamma(s)$ from above. For $\tanh \beta>1 / d^{2}, \Omega(\Delta)$ is positive, meaning that the multi-region entanglement will speed up the entropy growth. Especially for large $\beta, \Omega(\Delta)$ can be much greater than $\Gamma(s)$ and dominates the contribution to $v_{\mathrm{E}}$. In this case, we should bound $v_{E}$ by $\Gamma(s)+\tilde{\Omega}(s)$, where $\tilde{\Omega}(s)$ provides an upper bound for $\Omega(\Delta)$ according to the observation in Eq. (3.34). In the following, we will further calculate the butterfly velocity $v_{\mathrm{B}}$ and compare it with $v_{\mathrm{E}}$ to examine the validity of the velocity inequality $v_{\mathrm{E}} \leq(\ln d-|s|) v_{\mathrm{B}}$ proposed in Ref. [53].

### 3.4 Operator Dynamics in Locally Scrambled Quantum Systems

### 3.4.1 Out-of-Time-Order Correlator

The entanglement feature formalism not only describes the entanglement dynamics of quantum states, but also applies to the dynamics of operator spreading under locally scrambled quantum systems. Let $U(t)$ describe the unitary time evolution operator by time $t$. In the Heisenberg picture, a local Hermitian operator $O_{i}$ on site- $i$ will evolve as $O_{i}(t)=U(t) O_{i} U(t)^{\dagger}$. We are interested in the operator-averaged out-of-time-order correlator (OTOC) at infinite temperature

$$
\begin{equation*}
\operatorname{OTOC}(i, j ; t)=\underset{O_{i}, O_{j}}{\mathbb{E}} \operatorname{Tr} O_{i}(t) O_{j} O_{i}(t) O_{j} \tag{3.37}
\end{equation*}
$$

which provides one way to quantify scrambling by probing how an operator $O_{i}(t)$ grows with time. For locally scrambled quantum dynamics, the operator $O_{i}(t)$ is expected to expand ballistically with a butterfly velocity $v_{\mathrm{B}}$, which, in this case, is also the Lieb-Robinson velocity as the OTOC
is calculated in the infinite temperature limit. The butterfly velocity $\nu_{B}$ can be extracted from the causal light-cone-like structure of the OTOC in the spacetime. We will calculate it using the entanglement feature formalism as follows.

The operator-averaged OTOC only depends on the operator entanglement of the unitary evolution $U(t)[133,137]$, which can be captured by the entanglement feature operator $W_{U(t)}$, defined as

$$
\begin{equation*}
W_{U(t)}=\sum_{A, A^{\prime}}|A\rangle e^{-S_{U(t)}\left(A, A^{\prime}\right)}\left\langle A^{\prime}\right|, \tag{3.38}
\end{equation*}
$$

where $S_{U(t)}\left(A, A^{\prime}\right)$ denotes the entanglement entropy of the operator $U(t)$ (under the operatorstate mapping) $[96,163,183,237]$ over region $A^{\prime}$ on the input (past) side and region $A$ on the output (future) side. As derived in Ref. [228], the OTOC in Eq. (3.37) can be obtained from the entanglement feature operator $W_{U(t)}$ as

$$
\begin{equation*}
\operatorname{OTOC}(i, j ; t)=d^{-(N+2)}\langle i| W_{U(t)} P|j\rangle, \tag{3.39}
\end{equation*}
$$

where $|i\rangle$ denotes the Ising basis state $|[\sigma]\rangle$ with a down-spin at site- $i$ and up-spin elsewhere, i.e. $\sigma_{i}=-1$ and $\sigma_{j}=+1$ for $j \neq i$, and $P=\prod_{i} X_{i}$ is the global spin flip operator.

Now we restrict $U(t)$ to the locally scrambled quantum dynamics, whose corresponding entanglement dynamics is described by the entanglement feature Hamiltonian $H_{\mathrm{EF}}$, then according to Ref. [128], the entanglement feature operator $W_{U(t)}$ will be given by

$$
\begin{equation*}
W_{U(t)} W_{1}^{-1}=e^{-t H_{\mathrm{EF}}} . \tag{3.40}
\end{equation*}
$$

So the OTOC in Eq. (3.39) can be expanded as

$$
\begin{align*}
\operatorname{OTOC}(i, j ; t) & =d^{-(N+2)}\langle i| e^{-t H_{\mathrm{EF}}} W_{1} P|j\rangle \\
& =\sum_{k=0}^{\infty} \frac{(-t)^{k}}{k!d^{N+2}}\langle i| H_{\mathrm{EF}}^{k} W_{\mathbb{1}} P|j\rangle, \tag{3.41}
\end{align*}
$$

where $W_{\mathbb{1}}=\prod_{i}\left(d^{2}+d X_{i}\right)$ is the entanglement feature operator for the identity operator. For convenience, we define $x \equiv|i-j|$ to be the distance between $i$ and $j$ sites, and the OTOC will only depend on $x($ and $t)$ given the translation symmetry of $H_{\mathrm{EF}}$. For the $k=0$ term, $\langle i| W_{1} P|j\rangle=d^{N+2}$ naturally cancels the denominator. For $k>0$ terms, the first non-vanishing contribution comes at the $k=x$ order, because it takes at least $x$ steps of local operations in Fig. 3.5 to transform $|j\rangle$ to $|i\rangle$ (by moving the entanglement cuts all the way from $j$ to $i$ ). Careful analysis shows that to the leading order in time, we have

$$
\begin{equation*}
\operatorname{OTOC}(x, t)=1-\left(1-d^{-2}\right) \frac{(\operatorname{tg} \cosh \beta)^{x}}{x!}+\mathscr{O}\left(t^{x+1}\right) \tag{3.42}
\end{equation*}
$$

Its detailed derivation can be found in Appendix B.4.

### 3.4.2 Butterfly Velocity and Velocity Inequality

To extract the butterfly velocity $v_{B}$, we examine the velocity-dependent OTOC[116] by setting $x=v t$ in $\operatorname{OTOC}(x, t)$. If $v$ happens to match the butterfly velocity, the OTOC will remain constant along the velocity cut in the long time limit (as the OTOC is riding on the kink front of the light-cone). According to Eq. (3.42),

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \operatorname{OTOC}(v t, t)=\lim _{t \rightarrow \infty} 1-\left(1-d^{-2}\right)\left(\frac{g \cosh \beta}{v}\right)^{v t}, \tag{3.43}
\end{equation*}
$$

such that a finite limit of $\lim _{t \rightarrow \infty} \mathrm{OTOC}(v t, t)$ (i.e. neither vanishing or diverging) is achieved when and only when $(g / v) \cosh \beta=1$, thus the butterfly velocity reads

$$
\begin{equation*}
v_{\mathrm{B}}=g \cosh \beta . \tag{3.44}
\end{equation*}
$$

We can verify this result by MPS-base numerical evaluation of Eq. (3.39). We start with the MPS representation of the initial state $W_{1} P|j\rangle$ and apply the evolution operator $e^{-t H_{\mathrm{EF}}}=$ $\Pi e^{-\delta t H_{\mathrm{EF}}}$ in its Trotterized form. Following the time evolving block decimation (TEBD)[208,

210, 244] algorithm, we update the MPS tensors by truncated singular value decomposition method. The final MPS state is then overlapped with the $\langle i|$ state to extract the OTOC. The result is shown in Fig. 3.11, which confirms the expression Eq. (3.44) of the butterfly velocity $v_{B}$.

$x$

Figure 3.11. OTOC for locally scrambled quantum dynamics at $g=1$ and $\beta=0.5$ on a 100 -site lattice, calculated by the MPS-based numerical approach with a MPS bond dimension $D=192$.

We can compare the butterfly velocity $v_{B}$ and the entanglement velocity $v_{E}(s, \Delta)$ to test the following velocity inequality

$$
\begin{equation*}
v_{E}(s, \Delta) \leq(\ln d-|s|) v_{B}, \tag{3.45}
\end{equation*}
$$

which was originally proposed in Ref. [53] in the context of AdS/CFT and in Ref. [114, 148] for the membrane models of entanglement growth. Based on our previous discussion, we have known that the entanglement velocity not only depends on single-region entanglement features like the entropy gradient $s=\partial_{|A|} S_{\text {min }}$, but also depends on multi-region entanglement features like the entropy gap $\Delta$ defined in Eq. (3.2). We would like to check if $v_{E}(s, \Delta)$ can be universally bounded by the $\Delta$-independent right-hand-side $(\ln d-|s|) v_{B}$ of Eq. (3.45).

Given the entanglement velocity bound in Eq. (3.35), we only need to check a more
restrictive inequality

$$
\begin{equation*}
\frac{\tilde{v}_{E}(s)}{v_{B} \ln d} \equiv \frac{\Gamma(s)+\tilde{\Omega}(s)}{v_{B} \ln d} \leq 1-\frac{|s|}{\ln d}, \tag{3.46}
\end{equation*}
$$

where $\Gamma(s)$ is given in Eq. (3.31) and $\tilde{\Omega}(s)$ is given in Eq. (3.36). It is understood that for $\tanh \beta \leq$ $1 / d^{2}$, the $\tilde{\Omega}(s)$ term is automatically switched off. $\tilde{v}_{E}(s)=\Gamma(s)+\tilde{\Omega}(s)$ provides a $\Delta$-independent upper-bound for $v_{E}(s, \Delta)$, which effectively maxing out the multi-region entanglement effect. If the velocity ratio $\tilde{v}_{E} /\left(v_{B} \ln d\right)$ satisfies the inequality Eq. (3.46), the velocity inequality in Eq. (3.45) will also hold. As we show in Fig. 3.12, this is indeed the case for all qudit dimensions $d$ at all levels of entropy density $|s|$, under the locally scrambled quantum dynamics of any $g$ and $\beta$ parameters.


Figure 3.12. The velocity ratio $\tilde{v}_{E} /\left(v_{B} \ln d\right)$ defined in Eq. (3.46) v.s. the entropy gradient $s$ for different $\beta$ parameter and different qudit dimensions (a) $d=2$, (b) $d=4$, (c) $d=16$. The dashed line indicates the upper-bound $(1-|s| / \ln d)$. The gray area is the area swept by the curve as $\beta$ varies from 0 (blue) to $\infty$ (red).

To gain a better analytic understanding, we notice that the velocity inequality is tight when $|s| \rightarrow \ln d$ and $\beta \rightarrow 0$, where the bounding line is tangent to the velocity ratio curve in Fig. 3.12. Given that $\tilde{v}_{E}(s)$ is a concave function of $s$, it is actually sufficient to check that its (negative) slope $-\partial_{s} \tilde{v}_{E}$ at the $s=\ln d$ corner is smaller than $v_{B}$, which allows us to obtain some
simpler analytic results. We can show that

$$
-\left.\partial_{s} \tilde{v}_{\mathrm{E}}\right|_{s=\ln d} \leq \begin{cases}g e^{-\beta} & \tanh \beta \leq 1 / d^{2}  \tag{3.47}\\ g e^{-\beta}+\tilde{\Omega}^{\prime} & \tanh \beta>1 / d^{2}\end{cases}
$$

where the derivative $\tilde{\Omega}^{\prime}$ is given by

$$
\begin{equation*}
\tilde{\Omega}^{\prime}=\frac{(d-1) g \cosh \beta}{(d+1) \ln d}\left(\tanh \beta-1 / d^{2}\right) \tag{3.48}
\end{equation*}
$$

For $\tanh \beta \leq 1 / d^{2}$, it is obvious that $-\left.\partial_{s} \tilde{v}_{\mathrm{E}}\right|_{s=\ln d} \leq g e^{-\beta} \leq g \cosh \beta=v_{B}$, meaning that the slope is within the bound. For $\tanh \beta>1 / d^{2}$, we have

$$
\begin{align*}
-\left.\partial_{s} \tilde{v}_{\mathrm{E}}\right|_{s=\ln d} & \leq g e^{-\beta}+\tilde{\Omega}^{\prime} \\
& =g \cosh \beta\left(1-\frac{\alpha}{d^{2}}-(1-\alpha) \tanh \beta\right) \tag{3.49}
\end{align*}
$$

where $\alpha=(d-1) /((d+1) \ln d)$ is a $d$-dependent constant satisfying $0<\alpha<1$. Given that $\tanh \beta>1 / d^{2}$ in this case, Eq. (3.49) can be relaxed to

$$
\begin{align*}
-\left.\partial_{s} \tilde{v}_{\mathrm{E}}\right|_{s=\ln d} & <g \cosh \beta\left(1-\frac{\alpha}{d^{2}}-\frac{1-\alpha}{d^{2}}\right)  \tag{3.50}\\
& =g \cosh \beta\left(1-d^{-2}\right),
\end{align*}
$$

which is still smaller than $v_{B}=g \cosh \beta$. Thus we have proven Eq. (3.46) and hence Eq. (3.45) follows. In conclusion, our result shows that the velocity inequality Eq.(3.45) holds for all locally scrambled quantum dynamics (including quantum Brownian dynamics and random unitary circuits).

### 3.5 Summary

In this work, we study the evolution of bipartite entanglement entropy under locally scrambled quantum dynamics. We point out the importance of the multi-region entanglement in describing the entanglement dynamics. We show that the effect of multi-region entanglement can modify or even dominate the entanglement growth. The common assumption that the entanglement growth rate is only a function of the local entanglement entropy gradient is shown to be incomplete, as it ignores the multi-region entanglement. We identify the explicit contribution from the multi-region entanglement to the entanglement dynamics. We show that the entanglement feature approach reduces to the entanglement membrane approach if the multiregion entanglement ignored, which clarifies the difference and relations between these two approaches.

Our systematic characterization of the multi-region entanglement is based on the recent development of the entanglement feature formalism, which organize the entanglement entropies over all possible bipartitions into a many-body state. We further notice that such a many-body state can be efficiently represented by matrix product states, which could enable efficient numerical simulation of the entanglement dynamics. We propose a two-parameter matrix product state ansatz to capture all the multi-region entanglement entropy. We provide physical interpretations of the ansatz parameters and study their evolution under locally scrambled quantum dynamics. We show that evolution generally consists of an early-stage local thermalization and a late-stage global thermalization with distinct dynamics signatures.

We also gain a deeper understanding of the physical meaning of the parameters in the entanglement feature Hamiltonian by classifying and comparing the causal structure of the entanglement dynamics. Our analysis indicates that different values of the parameter $\beta$ in the entanglement feature Hamiltonian could correspond to different types of quantum dynamics. Thus different models in the field of non-equilibrium quantum dynamics, such as the quantum Brownian dynamics and the random unitary circuits, are unified within the scope of locally
scrambled quantum dynamics, and can be discussed in a more systematic manner.
We calculate the operator-averaged out-of-time-order correlator in the infinite temperature limit for locally scrambled quantum dynamics, from which we extract the butterfly velocity and establish its dependence on the $\beta$ parameter. Despite of the multi-region region entanglement effect, we still find that the previously conjectured inequality between the entanglement velocity and the butterfly velocity remains valid for all values of $\beta$.

For future works, it is desired to extend the current approach to more general dynamics beyond the locally scrambled quantum dynamics, or to incorporate symmetry into entanglement dynamics. It will also be interesting to explore the entanglement dynamics in higher dimensions, where the entanglement feature state could exhibit topological order.

Chapter 3, in full, is a reprint of the material as it appears in Multiregion entanglement in locally scrambled quantum dynamics 2020. Akhtar, Ahmed; You, Yi-Zhuang, Physical Review B, 2020. The dissertation author was the first author and primary investigator of this paper.

## Chapter 4

## A Useful Application for Efficient Average Purity Dynamics: Classical Shadows in Shallow Circuits

### 4.1 Introduction

Quantum technology is advancing rapidly. A central task is to characterize and exploit the features of many-qubit quantum states created in the lab [33, 54, 82, 110]. To fully determine the density matrix $\rho$ of a quantum system of $n$ qubits, exponential ( $\sim 4^{n}$ ) amount of repeated measurements and classical processing is needed [66, 84, 166]. Therefore full quantum state tomography is not scalable to large systems. However, for many purposes (e.g. estimating physical observables on the quantum state), a far less complete description is adequate [1, 3], and the amount of measurement and classical processing can be drastically reduced. Much of the recent progress has been made by exploiting the randomized measurement strategy [58, 165, 167], particularly through the classical shadow tomography [40, 48, 85, 89, 99, 101, 102, 122, 135, 192, 196, 233].

Classical shadow tomography converts quantum states to classical data with a superior sample efficiency. It can estimate expectation values of $M$ observables using only $\sim(\log M)\|O\|_{\text {shd }}^{2}$ independent randomized measurements [102, 174], saturating the theoretical optimal bound on sample efficiency. Nevertheless, the constant coefficient $\|O\|_{\text {shd }}^{2}$, known


Figure 4.1. Classical shadow tomography in a system of $n$ qubits by randomized measurement via a finite-depth local random unitary circuit of $L$ layers.
as the operator shadow norm, does depend on the type of observable $O$ and the randomized measurement scheme. For example, the single-qubit (local) Pauli measurements are efficient for predicting local observables, while the global Clifford measurements are efficient in estimating certain global properties such as quantum fidelity. However, an efficient and scalable approach to interpolate the local and global limits is still missing in classical shadow tomography.

As illustrated in Fig. 4.1, the randomized measurement protocol in classical shadow tomography is generally realized by first transforming the quantum state $\rho$ of interest by a random unitary circuit $U$ sampled from a random unitary ensemble $\mathscr{U}$, then performing a computational basis measurement and collecting the measurement outcomes $b$ (as a bit-string). Much of the literature has focused on two measurement protocols: the single-qubit Pauli measurements (where $\mathscr{U}=\mathrm{Cl}(2)^{\otimes n}$ ) and the global Clifford measurements (where $\mathscr{U}=\mathrm{Cl}\left(2^{n}\right)$ ). In terms of the depth $L$ of the random unitary circuit $U \in \mathscr{U}$, we may think of these two randomized measurement schemes as the $L \rightarrow 0$ and $L \rightarrow \infty$ limits of randomized measurement protocols defined on more general finite-depth unitary ensembles (see Fig. 4.1). This work aims to explore the intermediate measurement schemes based on finite-depth circuits between these two limits. For simplicity, we focus on the collection of unitary ensembles defined by the brick wall arrangement of two-local random unitary gates as shown in Fig. 4.1, but our approach is directly applicable to other circuit structures as well.

The ability to adjust the circuit depth $L$ (or even the circuit structure) provides great


Figure 4.2. We outline the procedure for predicting $\langle O\rangle=\operatorname{Tr}(\rho O)$ using the shallow circuit classical shadow tomography approach. The ingredients are the state $\rho$, the observable $O$, and the unitary ensemble $\mathscr{U}$ defining the measurement protocol. The entanglement feature $W_{\mathscr{E}_{\sigma}}$ is totally determined by the second moment of the unitary ensemble $\mathscr{U}$. The snapshot states $\hat{\sigma}$ is collected from randomized measurements given $\mathscr{U}$ and $\rho$. The reconstruction map $\mathscr{M}^{-1}$ is determined by the entanglement features only, and is encapsulated by the reconstruction coefficients $r$. These reconstruction coefficients $r$, alongside the snapshot states $\hat{\sigma}$ and the observable $O$ are used to make predictions. Importantly, the entire algorithm only involves matrix product states and stabilizer states. Both are efficient representations of quantum states that can be processed on classical computers.
flexibility to modify the measurement scheme adaptively so as to optimize the tomography efficiency for the given target observables. This can be particularly useful when the target observables are not neatly local or low-rank (such that neither Pauli nor Clifford measurement is optimal). The shallow circuit implementation of randomized measurements is also friendly to near-term quantum devices. Motivated by these objectives, Ref. [98] develops the foundation for shallow-circuit classical shadow tomography based on the theory of locally scrambled quantum dynamics and the entanglement feature formalism [5, 63, 100, 129, 229, 231]. The key finding is that for a large class of randomized measurements, the classical shadow reconstruction map only depends on the entanglement properties of the classical snapshot states $U^{\dagger}|b\rangle$, which can be computed by solving a quantum entanglement dynamics problem.

However, the reconstruction algorithm demonstrated in Ref. [98] is based on a brute-force computation, which is not scalable to larger systems (the complexity for classical post-processing will be exponential in system size). The largest system size achieved in Ref. [98] was nine qubits. Facing this challenge, in this work, we further develop efficient numerical methods based on matrix product state (MPS) [50, 68, 92, 171] for calculating entanglement features and solving reconstruction coefficients. The key idea is to pack the entanglement feature (purities in
different entanglement regions) of the classical snapshot state $U^{\dagger}|b\rangle$ into a fictitious quantum many-body state and represent this entanglement feature state by an MPS. This enables efficient computation of the entanglement dynamics and finding the classical shadow reconstruction map. Our tomography procedure is outlined in Fig. 4.2. Using this approach, we can perform the classical shadow post-processing on 22 qubits ( $n=22$ ) for the randomized measurement scheme based on three-layer random Clifford circuits $(L=3)$ with superior sample efficiency. The primary advantages of this approach are its scalability and flexibility, i.e. the classical post-processing can be performed for large system sizes with polynomial complexity (given a fixed amount of measurements), while the method applies to a wide range of random Clifford measurement schemes.

The paper is organized as follows. In Sec. 4.2, we review the basic setup of classical shadow tomography and the key concepts of entanglement feature formalism. In Sec.4.3, we describe the general algorithm/procedure for computing the expectation values of generic observables and analyzing the corresponding shadow norm. In Sec.4.4, we demonstrate the shallow-circuit classical shadow tomography on the Greenberger-Horne-Zeilinger (GHZ) state and the cluster state. The simulation confirms an unbiased tomographic reconstruction with favorable sample efficiency compared to that of Pauli measurements. In Sec. 4.5, we suggest some future lines of inquiry and summarize the key results.

### 4.2 Background

### 4.2.1 General Framework of Classical Shadow Tomograhy

Classical shadow tomography is an efficient protocol for predicting features of a quantum state based on a few measurements [102]. The trick is to use entanglement generated from a random unitary ensemble $\mathscr{U}$ to form approximate classical "shadows" $\hat{\rho}$ of the original state $\rho$ which are then used for predicting the desired observable. Different unitary ensembles produce different collections of shadows, which are suited for predicting different kinds of observables.

The protocol consists of two steps: randomized measurement and classical post processing, as illustrated in Fig. 4.1. Starting with the initial state $\rho$, apply a randomly sampled unitary $U \in \mathscr{U}$ so that $\rho \rightarrow U \rho U^{\dagger}$. Then perform a projective measurement on the transformed state $U \rho U^{\dagger}$ in the computational basis (Z-basis on each qubit independently). The resulting bit-string state $|b\rangle$ (labeled by the bit-string $b$ of measurement outcomes), as well as the performed unitary transformation $U$, will be recorded. These two pieces of information define a snapshot state $\hat{\sigma}=U^{\dagger}|b\rangle\langle b| U$. The randomized measurement protocol can be formulated as a quantum channel $\mathscr{M}$, which maps the initial state $\rho$ to the average snapshot state $\sigma$ by

$$
\begin{equation*}
\sigma=\mathscr{M}(\rho):=\underset{\hat{\sigma} \in \mathscr{E}_{\sigma} \mid \rho}{\mathbb{E}} \quad \hat{\sigma}=2^{n} \underset{\hat{\sigma} \in \mathscr{E}_{\sigma}}{\mathbb{E}} \hat{\sigma} \operatorname{Tr}(\hat{\sigma} \rho), \tag{4.1}
\end{equation*}
$$

where $\mathscr{E}_{\sigma}=\left\{U^{\dagger}|b\rangle\langle b| U \mid b \in\{0,1\}^{\times n}, U \in \mathscr{U}\right\}$ denotes the prior ensemble of all possible classical snapshots. In the prior snapshot ensemble, the joint probability to sample a $(b, U)$ pair is $P(b, U)=2^{-n} P(U)$, where $P(U)$ is the probability to sample $U$ and $2^{-n}$ is the probability to sample $b$ uniformly (independent of $\rho$ ). Given the observation of $\rho$, the posterior snapshot ensemble $\mathscr{E}_{\sigma \mid \rho}$ is defined by deforming the joint probability distribution to $P_{\rho}(b, U)=\langle b| U \rho U^{\dagger}|b\rangle P(U)$. The measurement channel $\mathscr{M}$ can be formulated based on either of the snapshot ensembles equivalently, as stated in Eq. (4.1).

Furthermore, if this measurement channel $\mathscr{M}$ is tomographically complete, i.e. distinct states $\rho$ can be distinguished by different measurement outcomes $(b, U)$, then there is an inverse map $\mathscr{M}^{-1}$ called the reconstruction map such that $\rho=\mathscr{M}^{-1}(\sigma)$. The image of a given snapshot state $\hat{\sigma}$ under the reconstruction map is a classical shadow $\hat{\rho}=\mathscr{M}^{-1}(\hat{\sigma})$, which provides a single-shot classical representation of the initial quantum state $\rho$. The initial state $\rho$ can be restored as the ensemble expectation of classical shadows $\rho=\mathbb{E}_{\hat{\sigma} \in \mathscr{E}_{\sigma \mid \rho}} \mathscr{M}^{-1}(\hat{\sigma})$, which enables us to predict physical observables of the initial state based on the classical snapshots collected
from randomized measurements,

$$
\begin{equation*}
\langle O\rangle=\operatorname{Tr}(O \rho)=\underset{\hat{\sigma} \in \mathscr{E}_{\sigma \mid \rho}}{\mathbb{E}} \operatorname{Tr}\left(O \mathscr{M}^{-1}(\hat{\sigma})\right) \tag{4.2}
\end{equation*}
$$

This computation will be carried out on a classical computer. It will be efficient if the snapshot states are stabilizer states. Since the reconstruction map $\mathscr{M}^{-1}$ is not a quantum channel (because it is not a positivity-preserving map), the resulting shadow states $\hat{\rho}$ may not be positive semidefinite. Therefore, one may encounter unphysical single-shot estimation values of $O$ for certain individual samples. Nevertheless, the ensemble average of all single-shot estimations is physical and unbiased.

In practice, quantum devices can have a significant amount of noise which can introduce randomness into meaurement outcomes. One solution to deal with noise is to incorporate the noise into the measurement channel itself. The idea is that the prior snapshot ensemble is composed of several layers of channels acting on an initial product state $\mathscr{E}_{\sigma}=\mathscr{E}_{1} \circ \mathscr{E}_{2} \ldots \mathscr{E}_{L}(|b\rangle\langle b|)$ which are averaged over to form the measurement channel. Incorporating noise amounts to simply introducing new noise layers resulting in a new measurement channel $\mathscr{M}^{\prime}$ based on the statistical properties of the noise. If we assume that the noise is local and does not have a preferential basis, then the approach outlined in this paper would still be applicable and the resulting reconstruction map $\left(\mathscr{M}^{\prime}\right)^{-1}$ should have an efficient MPO description in the shallow circuit limit.

For any finite-sized classical shadow ensemble, the estimation exhibits statistical fluctuations around the true expectation value $\langle O\rangle$. The variance in the single-shot estimation of any observable $O$ can be quantified through its operator shadow norm $\|O\|_{\text {shd }}^{2}$, introduced in Ref. [102]. The estimated expectation value obtained from averaging over $M$ samples will be within the error bound of $\|O\|_{\text {shd }}^{2} / M$ with high probability. For a given class of observables, it is possible to choose the random unitary ensemble $\mathscr{U}$ wisely so as to reduce the shadow norm and to optimize the sample efficiency [98].

### 4.2.2 Locally-Scrambled Classical Shadow Tomography

Restricting the randomized measurement scheme to the scope of locally-scrambled ensembles proves to be advantageous [98]. Locally-scrambled ensembles [129] are random unitary ensembles which are invariant under both left and right local basis transformations, i.e. the probability distribution for all $U \in \mathscr{U}$ satisfies $P(U)=P(U V)=P(V U)$ where $V=\bigotimes_{i} V_{i}$ with $V_{i} \in \mathrm{U}(2)$ being any local basis transformation. Many typically studied random circuit models are in fact, local basis invariant, such as random Haar circuits [14, 45, 63, 156, 159, 240] and quantum Brownian circuits [42, 70, 131, 225, 235]. Furthermore, since the reconstruction map only depends on the second moment of the unitary ensemble, Clifford circuits, which are typically used for classical shadow tomography because of their classical simulability, are equivalent in terms of their tomographic properties to the random Haar circuit. Therefore, the formulation of locally-scrambled classical shadow tomography in Ref. [98] is applicable to generic random Clifford circuits of any depth and any gate arrangement.

In the locally-scrambled case, it was shown that the reconstruction map is determined entirely by the average purity (exponential of 2nd Rényi entropy) of the (prior) classical snapshot states [98] in all possible sub-regions, which are also known as the entanglement features [5, $63,129,229]$. One might be daunted by the fact that there are exponentially many entanglement features to keep track of, one for every possible sub-region of the system. Thus the classical post-processing will not be scalable. This paper aims to answer the challenge. In particular, two questions will be addressed:

1. Is there any hope of representing the entanglement features efficiently?
2. Furthermore, can we utilize such representation to determine and apply the reconstruction map efficiently to large systems?

The answer to the first question is yes: average sub-region purities of locally-scrambled systems have efficient representations as matrix product states (MPS) due to the fact that purities
are completely positive and many-body states of positive wave functions are typically area-law entangled [79], such that the MPS bond dimension is a constant that does not scale with the system size $n$. The key idea is that the average purity of a $n$-qubit quantum system over all subregions can be compactly encoded in a fictitious many-body state vector, called the entanglement feature state. Given an ensemble $\mathscr{E}$ of random states (random density matrices) of the system, the entanglement feature state $\left|W_{\mathscr{E}}\right\rangle$ associated with $\mathscr{E}$ is a vector whose components are

$$
\begin{equation*}
\left(W_{\mathscr{E}}\right)_{A}=\left\langle A \mid W_{\mathscr{E}}\right\rangle:=\underset{\rho \in \mathscr{E}}{\mathbb{E}} \operatorname{Tr}_{A}\left(\operatorname{Tr}_{\bar{A}} \rho\right)^{2} \tag{4.3}
\end{equation*}
$$

where $A$ denotes a sub-region of the system (as a subset of qubits) and $\bar{A}$ is the complement region of $A$. For each state $\rho$ in the ensemble $\mathscr{E}, \rho_{A}=\operatorname{Tr}_{\bar{A}} \rho$ is the reduced density matrix of $\rho$ in the region $A$, by tracing out qubits in the region $\bar{A}$. The entanglement feature $\left(W_{\mathscr{E}}\right)_{A}$ in the region $A$ is simply the purity of $\rho_{A}$ averaged over all random states $\rho$ in the ensemble $\mathscr{E}$. The entanglement feature state $\left|W_{\mathscr{E}}\right\rangle$ is a superposition of the basis states $|A\rangle$ labeled by sub-regions, and the superposition coefficients are the average purities in the corresponding sub-regions. Note that the entanglement feature state is not a physical state of the quantum system. It merely encodes the entanglement properties of the underlying physical quantum states. For example, the ensemble of pure product states has the following entanglement feature state

$$
\begin{equation*}
\left|W_{\text {prod }}\right\rangle=\sum_{A}|A\rangle, \tag{4.4}
\end{equation*}
$$

because the purity is unity in any sub-region of any pure product state. In this way, we can efficiently encode the purity information over all sub-regions in a single entanglement feature state $\left|W_{\mathscr{E}}\right\rangle$.

The advantage of the entanglement feature formalism lies in the fact that there exists an efficient numerical method to calculate the time evolution of the entanglement feature state as the underlying quantum state evolves in time together. Let $\mathscr{U}$ be a locally-scrambled random unitary
ensemble and $\mathscr{E}$ be a random state ensemble. One can define a new random state ensemble $\mathscr{E}^{\prime}=\left\{U \rho U^{\dagger} \mid \rho \in \mathscr{E}, U \in \mathscr{U}\right\}$, which can be interpreted as the ensemble of the random states evolved by the random unitaries. Then the entanglement features of $\mathscr{E} \prime$ and $\mathscr{E}$ are related by

$$
\begin{equation*}
\left|W_{\mathscr{E}^{\prime}}\right\rangle=\hat{W}_{\mathscr{U}} \hat{W}_{\mathbb{1}}^{-1}\left|W_{\mathscr{E}}\right\rangle, \tag{4.5}
\end{equation*}
$$

where $\hat{W}_{\mathscr{U}}$ is called the entanglement feature operator associated with the random unitary ensemble $\mathscr{U}$, whose matrix components are given by $\langle A| \hat{W}_{\mathscr{U}}|B\rangle=\mathbb{E}_{U \in \mathscr{U}} \operatorname{Tr}_{A, B}\left(\operatorname{Tr}_{\bar{A}, \bar{B}} U\right)^{2}$ with $A$ and $B$ being the sub-regions on the future and the past sides of $U$ respectively. $\hat{W}_{\mathbb{1}}$ is the entanglement feature operator for the identity operator, and its inverse operator is denoted as $\hat{W}_{1}^{-1}$. Therefore, each step of the unitary evolution of the physical state ensemble can be mapped to a step of transfer matrix evolution of the entanglement feature state.

An efficient numerical approach to compute the entanglement feature dynamics Eq. (4.5) has been developed [5,63] based on the MPS representation of entanglement feature states.

$$
\begin{equation*}
\left(W_{\mathscr{E}}\right)_{A}=\left\langle A \mid W_{\mathscr{E}}\right\rangle=\operatorname{Tr} \prod_{i}\left(\delta_{i \notin A} \mathrm{~W}_{\mathscr{E}, i}^{0}+\delta_{i \in A} \mathrm{~W}_{\mathscr{E}, i}^{1}\right) . \tag{4.6}
\end{equation*}
$$

Here $\mathrm{W}_{\mathscr{E}, i}^{0}$ and $\mathrm{W}_{\mathscr{E}, i}^{1}$ are two sets of matrices parametrizing the MPS, where $i$ labels the qubit/site. If the state ensemble $\mathscr{E}$ is translation invariant, we may choose to drop the index $i$ on the MPS matrices $\mathrm{W}_{\mathscr{E}, i}^{0}, \mathrm{~W}_{\mathscr{E}, i}^{1}$. Furthermore, for the pure state entanglement feature, the MPS matrices must satisfy various constraints. For example, for pure states, the purity of the whole system is one i.e. $\operatorname{Tr}\left(\mathrm{W}_{\mathscr{E}}^{0}\right)^{n}=\operatorname{Tr}\left(\mathrm{W}_{\mathscr{E}}^{1}\right)^{n}=1$. In addition, because the purity of complementary regions is the same, i.e. $\left(W_{\mathscr{E}}\right)_{A}=\left(W_{\mathscr{E}}\right)_{\bar{A}}$, the entanglement feature state has a $\mathbb{Z}_{2}: A \rightarrow \bar{A}$ symmetry, so the MPS tensor (formed by combining the two matrices into a single tensor) must carry definite $\mathbb{Z}_{2}$ representation. These symmetries greatly constrain the form of the MPS matrices (see Ref. [5] for more discussions).

As a fictitious many-body state, the entanglement feature state is typically area-law
entangled due to its completely positive sign structure [79]. Thus it generally admits efficient MPS representations if the system is one-dimensional. For example, the entanglement feature state of pure product states Eq. (4.4) can be represented as a trivial MPS (a product state) with bond dimension one. Most typical entanglement feature states will have a low bond dimension even as the underlying physical state ensemble is of volume-law entanglement. For nearly all locally-scrambled dynamics with various entanglement production rates, it has been numerically observed [5] that a bond dimension $D_{W}=2$ MPS state could capture the purity evolution in all sub-regions to high accuracy. The accuracy can be further improved with a larger bond dimension. The evolution of the entanglement feature state, for example, by applying alternating layers of brick wall unitaries, can also be performed at the MPS level using the entanglement feature transfer matrix following Eq. (4.5). To implement that, we use a time-evolved block decimation (TEBD) approach and truncate at a fixed bond dimension $D_{W}$ (see Appendix C of Ref. [63] or Appendix A, C of Ref. [5] for further details). With these previously developed tools, one can efficiently calculate the evolution of the average purity given a unitary ensemble. Furthermore, given the same circuit geometry, all unitary two-designs have the same entanglement feature dynamics, and so the Clifford circuit entanglement feature transfer matrix is equivalent to the random Haar one.

For the purpose of classical shadow tomography, what we need to know is the entanglement feature of the classical snapshots. Given any randomized measurement scheme (as specified by the random unitary ensemble $\mathscr{U}$ ), all possible classical snapshots form a random state ensemble, denoted as

$$
\begin{equation*}
\mathscr{E}_{\sigma}=\left\{U^{\dagger}|b\rangle\langle b| U \mid b \in\{0,1\}^{\times n}, U \in \mathscr{U}\right\} . \tag{4.7}
\end{equation*}
$$

This is also the prior snapshot ensemble defined below Eq. (4.1). Following the definition in Eq. (4.3), we can define the entanglement feature state $\left|W_{\mathscr{E}_{\sigma}}\right\rangle$ for the classical snapshot ensemble
$\mathscr{E}_{\sigma}$, whose components are

$$
\begin{equation*}
\left(W_{\mathscr{E}_{\sigma}}\right)_{A}=\left\langle A \mid W_{\mathscr{E}_{\sigma}}\right\rangle:=\underset{\hat{\sigma} \in \mathscr{E}_{\sigma}}{\mathbb{E}} \operatorname{Tr}_{A}\left(\operatorname{Tr}_{\bar{A}} \hat{\sigma}\right)^{2} \tag{4.8}
\end{equation*}
$$

Note that the classical snapshot state $\hat{\sigma}=U^{\dagger}|b\rangle\langle b| U$ is always constructed from a (reversed) unitary evolution $U^{\dagger}$ on a pure product state $|b\rangle$. So to obtain $\left|W_{\mathscr{E}_{\sigma}}\right\rangle$, we only need to take the MPS representation of $\left|W_{\text {prod }}\right\rangle$ in Eq. (4.4) as the initial state and use the TEBD algorithm to evolve the entanglement feature MPS step by step following the entanglement feature dynamics in Eq. (4.5), as the underlying snapshot state gets evolved by the (reversed) Clifford circuit $U^{\dagger}$ layer by layer. Computing the entanglement feature $\left|W_{\mathscr{E}_{\sigma}}\right\rangle$ from the random unitary ensemble $\mathscr{U}$ is denoted as "EF Solver" in Fig. 4.2. The algorithm complexity is linear in the circuit depth $L$ and independent of the number of qubit $n$ (assuming translation symmetry).

According to Ref. [98], the entanglement feature of classical snapshots $\left|W_{\mathscr{E}_{\sigma}}\right\rangle$ is all we need to obtain the classical shadow reconstruction map $\mathscr{M}^{-1}$ for the corresponding randomized measurement scheme, as long as the random unitary ensemble $\mathscr{U}$ is locally scrambled (which applies to random Clifford circuits). The steps to obtain $\mathscr{M}^{-1}$ are as follows:


Figure 4.3. Illustration of the MPS equation Eq. (4.9). The fusion tensor $f_{i}$ is defined in Tab. 4.1. The reconstruction coefficient $|r\rangle$ can be determined from the entanglement feature $\left|W_{\mathscr{E}_{\sigma}}\right\rangle$ by solving this MPS equation.

First, one solves for the reconstruction coefficients $|r\rangle$ (or $r_{A}=\langle A \mid r\rangle$ ) from $\left|W_{\mathscr{E}_{\sigma}}\right\rangle$ through the following consistency equation derived in Ref. [98] (which is essentially requiring $\mathscr{M}^{-1} \mathscr{M}=$ $\mathbb{1}$ at the quantum channel level)

$$
\begin{equation*}
\sum_{A, C} r_{A} f_{A, B, C}\left(W_{\mathscr{E}_{\sigma}}\right)_{C}=\delta_{B=\Omega} \tag{4.9}
\end{equation*}
$$

Here, $A, C$ are summed over all sub-regions of the system (as subsets of qubits). $\Omega$ stands for the full system (as the full set of qubits) and $\delta_{B}=1$ if $B=\Omega$ otherwise, $\delta_{B}=0$. Also, $r_{A}$ and $\left(W_{\mathscr{E}_{\sigma}}\right)_{C}$ are components of the corresponding vectors $|r\rangle$ and $\left|W_{\mathscr{E}_{\sigma}}\right\rangle$, and $f_{A, B, C}$ is a fusion tensor that can be factorized to each site as $f=\bigotimes_{i=1}^{n} \mathrm{f}_{i}$, where components of the on-site tensor $\mathrm{f}_{i}$ are given by Tab.4.1.

Table 4.1. Components of the $\mathrm{f}_{i}$ tensor (for qubit systems). The systematic formula for $\mathrm{f}_{i}$ in generic qudit systems can be found in Ref. [98].


Using MPS representations for both $|r\rangle$ and $\left|W_{\mathscr{E}_{\sigma}}\right\rangle$, and the tensor product structure of $f$, the left hand side of Eq. (4.9) may be represented as an MPS equation, as shown in Fig. 4.3. The left-hand side of Eq. (4.9) is made up of an MPS of bond dimension $D_{r} \times D_{W}$, whereas the right-hand side of Eq. (4.9) is a trivial MPS (a product state). We may then solve for the MPS tensors describing $|r\rangle$ by minimizing the following loss function

$$
\begin{align*}
\mathscr{L} & =\left\|\mathscr{M}^{-1} \mathscr{M}-\mathbb{1}\right\|^{2} \\
& =\sum_{B}\left(\sum_{A, C} r_{A} f_{A, B, C}\left(W_{\mathscr{E}_{\sigma}}\right)_{C}-\delta_{B, \Omega}\right)^{2} . \tag{4.10}
\end{align*}
$$

The optimization is achieved by the gradient descent algorithm using the PyTorch package [177] for auto-differentiation. The loss function can be suppressed to $\mathscr{L} \lesssim 10^{-3}$ with a modest bond dimension $D_{r}=6$ for circuit depths $L \leq 5$. In summary, for shallow circuits, we numerically observe that the reconstruction coefficients can be well described by a low bond-dimension MPS. Solving the reconstruction coefficient $|r\rangle$ from the entanglement feature $\left|W_{\mathscr{E}_{\sigma}}\right\rangle$ is denoted as the " $\mathscr{M}^{-1}$ Solver" in Fig. 4.2. The algorithm complexity is linear in the number $n$ of qubits and independent of the circuit depth $L$.

Then, the reconstruction map is a linear functional of the reconstruction coefficients.

$$
\begin{equation*}
\mathscr{M}^{-1}(\sigma)=2^{n} \sum_{A} r_{A} \sigma_{A} \tag{4.11}
\end{equation*}
$$

Each reconstruction coefficient is weighted by a partial trace of the input $\sigma$ embedded back into the Hilbert space so that the sum is over normalized density matrices on the full Hilbert space. More specifically, $\sigma_{A}=2^{|A|-n}\left(\operatorname{Tr}_{\bar{A}} \sigma\right) \otimes \mathbb{1}^{\otimes(n-|A|)}$, which is a linear functional on $\sigma$. In practice, one works with individual snapshot states as opposed to their ensemble average. For Clifford circuit-based randomized measurement, each individual snapshot state is a stabilizer state, which admits efficient post-processing on a classical computer.

We would like to mention that the analytic expression for the reconstruction coefficient $|r\rangle$ is known from [28] by solving Eq. (4.9)

$$
\begin{equation*}
r_{A}=2^{-n}(-1)^{|A|} \sum_{C \mid C \supseteq A} \frac{3^{|C|}}{\sum_{B \mid B \subseteq C}(-2)^{|B|}\left(W_{\mathscr{E}_{\sigma}}\right)_{B}} \tag{4.12}
\end{equation*}
$$

Nevertheless, it does not seem to help our purpose, as we do not know how to encode this expression as a MPS efficiently. Directly evaluating Eq. (4.12) for every sub-region $A$ is not scalable. Therefore, we will still follow our approach to solve Eq. (4.12) by MPS optimization.

In the next section, we will answer the second question: how can we leverage the scalability and efficiency of matrix product states for prediction using classical shadow tomography?

### 4.3 Applications for scalable prediction

### 4.3.1 Matrix Product State Representation of Reconstruction Coefficients

We consider that the quantum system is made of $n$ qubits arranged on a one-dimensional lattice. We assume that there exists an efficient MPS representation for the reconstruction coefficients $r_{A}$. The existence of an efficient representation for $|r\rangle$ is implied from the tensor
network structure of the self-consistency equation and the efficient MPS representation for the entanglement feature. Let $\mathrm{R}_{i}^{j}, j=0,1, i \in\{1 \cdots n\}$ be the MPS matrices for $|r\rangle$ at site $i$ of type $j$, i.e. $\mathrm{R}_{i}^{j}$ is a $D_{r} \times D_{r}$ real matrix, satisfying

$$
\begin{equation*}
r_{A}=\langle A \mid r\rangle=\operatorname{Tr}\left(\mathrm{B} \prod_{i=1}^{n}\left(\delta_{i \notin A} \mathrm{R}_{i}^{0}+\delta_{i \in A} \mathrm{R}_{i}^{1}\right)\right), \tag{4.13}
\end{equation*}
$$

where B is a $D_{r} \times D_{r}$ real matrix serving as a twisted periodic boundary condition for the MPS. Here the site index $i=1,2, \cdots, n$ labels the qubits on the one-dimensional lattice. For $L=0, \infty$, we may drop the site index altogether because there is translation invariance. For $0<L<\infty$, there is only a two-site translation invariance, so only the parity of the site is important. For example, consider the deep circuit limit $(L=\infty)$, which corresponds to random Clifford measurements. In this case, $r_{\emptyset}=-1$ and $r_{\Omega}=1+2^{-n}$, where 2 is the local Hilbert space dimension and $n$ is the number of qubits. One choice of tensors here is

$$
\mathrm{R}^{j}= \begin{cases}\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) & j=0  \tag{4.14}\\
\left(\begin{array}{ll}
0 & 0 \\
0 & r_{\Omega}^{1 / n}
\end{array}\right) & \mathrm{B}=\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right) .\end{cases}
$$

As the MPS matrix $\mathrm{R}_{i}^{j}$ is translationally invariant, we will drop the site index $i$ and denote it as $\mathrm{R}^{j}$. Introducing the boundary tensor can help simplify calculations. For example, without inserting the boundary tensor (or equivalently setting $B=\mathbb{1}$ ), we have that $\lambda_{1}^{n}+\lambda_{2}^{n}=-1$ for the $\emptyset$ component, where $\lambda_{1}, \lambda_{2}$ are the eigenvalues of $\mathrm{R}^{0}$. When $n$ is even, the equation has no real solutions, so the eigenvalues must be complex. In practice, this makes solving for the R matrices more difficult, as one has to optimize over complex tensors; in addition, one has to perform complex tensor network contractions, which can also significantly slow down calculations. This can be avoided, as suggested above, through a boundary tensor.

On the other hand, in the shallow circuit limit $L=0$, the circuit reduces to random Pauli measurements. In this case, a trivial product state MPS suffices with

$$
\mathrm{R}^{j}= \begin{cases}-1 & j=0  \tag{4.15}\\ 3 / 2 & j=1\end{cases}
$$

and $B=1$. Note that translation invariance is restored is both limits because $R^{0}, R^{1}$ does not depend on the site index $i$ explicitly. For finite-depth circuits, $0<L<\infty$, the brick wall structure breaks the translation invariance into the subgroup of two-site translations.

Also, as expected, the MPS representation of $|r\rangle$ both the shallow and deep circuit limits have low bond dimensions, although the underlying snapshot states have very different entanglement scalings (from area-law in $L=0$ to volume-law in $L \rightarrow \infty$ ). The MPS representation of the reconstruction coefficients $r_{A}$ allows us to apply the reconstruction map Eq. (4.11) in prediction algorithms in a scalable way, which we will see next. Even simply knowing the reconstruction coefficients exactly does not solve this problem because there are an extensive number of them. Therefore, the MPS representation of the reconstruction coefficients is key for classical shadow tomography (beyond the Pauli measurement) to be feasible on near-term quantum devices with large numbers of qubits; otherwise, we cannot reconstruct classical shadows efficiently.


Figure 4.4. Tensor network representation of the reconstruction map $\mathscr{M}^{-1}(O)$ acting on a generic operator $O$, as defined in Eq. (4.17). Thick lines represent virtual bonds in the MPS. Each green box represents a dephasing channel $\mathscr{D}_{\mathrm{R}_{i}}$ at the qubit $i$ in Eq. (4.16). The dephasing channels are correlated together by the MPS to form the reconstruction map.

Given the MPS representation of the reconstruction coefficient $|r\rangle$, the reconstruction map $\mathscr{M}^{-1}$ may be viewed as a matrix product operator (MPO). The local tensors are a generalized dephasing channel $\mathscr{D}_{\mathrm{R}_{i}}$ defined in terms of the MPS tensor for the reconstruction coefficients at a particular site $i$. It acts on a generic operator $O$ as

$$
\begin{equation*}
\mathscr{D}_{\mathrm{R}_{i}}(O):=\mathrm{R}_{i}^{0} \otimes\left(\mathbb{1} \operatorname{Tr}_{i}(O) / 2\right)+\mathrm{R}_{i}^{1} \otimes O \tag{4.16}
\end{equation*}
$$

Then the reconstruction map on an arbitrary operator can be given as a super-operator defined in terms of the MPS tensors for the reconstruction coefficients, see Fig. 4.4,

$$
\begin{equation*}
\mathscr{M}^{-1}=2^{n} \operatorname{Tr}_{\text {virtual }}\left(\mathrm{B} \prod_{i=1}^{n} \mathscr{D}_{\mathrm{R}_{i}}\right) \tag{4.17}
\end{equation*}
$$

where the trace and product are over the virtual indices of the MPS. When acting on a single-qubit Pauli operator $P_{i}$, where $P_{i} \in\{1, X, Y, Z\}$, the generalized dephasing channel evaluates to

$$
\begin{equation*}
\mathscr{D}_{\mathrm{R}_{i}}\left(P_{i}\right)=\left(\delta_{P_{i}=\mathbb{1}} \mathrm{R}_{i}^{0}+\mathrm{R}_{i}^{1}\right) \otimes P_{i} . \tag{4.18}
\end{equation*}
$$

Hence, single-qubit Pauli operators are eigen-operators of the generalized dephasing channel, and Pauli strings are eigen-operators of the reconstruction map. On a arbitrary $n$-qubit Pauli string $P=\bigotimes_{i=1}^{n} P_{i}$, where $P_{i} \in\{\mathbb{1}, X, Y, Z\}$ the reconstruction map evaluates to

$$
\begin{equation*}
\mathscr{M}^{-1}(P)=2^{n} \operatorname{Tr}\left(\mathrm{~B} \prod_{i}\left(\delta_{P_{i}=1} \mathrm{R}_{i}^{0}+\mathrm{R}_{i}^{1}\right)\right) P . \tag{4.19}
\end{equation*}
$$

The above formula is most useful for designing prediction algorithms. As we will see below, we can use the self-adjoint property of the reconstruction map to apply it to the operator whose expectation value we want to predict. This then allows us to take the expectation value of the transformed observable under the snapshot state, which has an efficient representation as a stabilizer state.

### 4.3.2 Pauli Estimation

Suppose we wish to estimate a Pauli observable $P=\bigotimes_{i=1}^{n} P_{i}$, where $P_{i} \in\{\mathbb{1}, X, Y, Z\}$. Efficient classical shadow tomography schemes for the prediction of such operators only exist using random Pauli measurements and become quickly infeasible as the weight of the Pauli string grows. Here, we show how the scheme can be extended to finite-depth circuits given the reconstruction coefficients. In practice, the expectation value is given by an average over the snapshot states $\hat{\sigma}_{j}, j=1 \cdots M$.

$$
\begin{equation*}
\langle P\rangle=\frac{1}{M} \sum_{m=1}^{M} \operatorname{Tr}\left(P \mathscr{M}^{-1}\left(\hat{\sigma}_{m}\right)\right) \tag{4.20}
\end{equation*}
$$

Since the measurement channel $\mathscr{M}$ defined in Eq. (4.1) is self-adjoint, so as its inverse

$$
\begin{equation*}
\operatorname{Tr}\left(P \mathscr{M}^{-1}(\hat{\boldsymbol{\sigma}})\right)=\operatorname{Tr}\left(\mathscr{M}^{-1}(P) \hat{\sigma}\right) \tag{4.21}
\end{equation*}
$$

we may move $\mathscr{M}^{-1}$ onto $P$, and apply Eq. (4.19) to simplify $\mathscr{M}^{-1}(P)$, then Eq. (4.20) becomes

$$
\begin{equation*}
\langle P\rangle=2^{n} \operatorname{Tr}\left(\mathrm{~B} \prod_{i}\left(\delta_{P_{i}=\mathbb{1}} \mathrm{R}_{i}^{0}+\mathrm{R}_{i}^{1}\right)\right)\langle P\rangle_{\sigma}, \tag{4.22}
\end{equation*}
$$

where $\langle P\rangle_{\sigma}=\frac{1}{M} \sum_{m=1}^{M} \operatorname{Tr}\left(\hat{\sigma}_{m} P\right)$. This is a key result of this work. It enables us to extend classical shadow tomography beyond the Pauli measurement limit without losing the classical post-processing efficiency. Every term above is efficiently computable - the trace is over a product of $n$ low-dimensional matrices and can be thought of as an inner product over MPS states, and the expectation value of the Pauli observable $P$ on a stabilizer state $\hat{\sigma}_{j}$ can also be computed efficiently according to the Gottesmann-Knill theorem [2, 77], which is implemented in [99].

### 4.3.3 Generic Observable and Fidelity Estimation

What about more general operators? To effectively utilize the results of the previous section for scalable prediction, we need local tensor network descriptions of operators. One approach is to view the general operator $O$ as a state in the Pauli basis i.e.

$$
\begin{equation*}
(O)_{P}=\langle P \mid O\rangle=\operatorname{Tr}(P O) \tag{4.23}
\end{equation*}
$$

The operator $O$ may be viewed as a state in the $4^{n}$ dimensional Hilbert space with basis states labeled by the different Pauli strings. Given this state description, we can now assign onsite matrices $\mathrm{O}_{i}^{j}$ where $i$ labels the site and the $j$ labels the Pauli at site $i$ in the matrix-product expansion of the operator. If $O$ has little operator entanglement, then the corresponding matrices $\mathrm{O}_{i}^{j}$ will also have a small bond dimension, and the decomposition can be considered efficient.

$$
\begin{equation*}
(O)_{P}=\operatorname{Tr}\left(\prod_{i}\left(\mathrm{O}_{i}^{0} \delta_{P_{i}=\mathbb{1}}+\mathrm{O}_{i}^{1} \delta_{P_{i}=X}+\mathrm{O}_{i}^{2} \delta_{P_{i}=Y}+\mathrm{O}_{i}^{3} \delta_{P_{i}=Z}\right)\right) \tag{4.24}
\end{equation*}
$$

One context in which more general operator estimation is useful is when estimating fidelity. The fidelity $F\left(\rho, \rho^{\prime}\right)$ provides a way to characterize the closeness of one state $\rho$ to another $\rho^{\prime}$. It is defined as $F\left(\rho, \rho^{\prime}\right)=\left(\operatorname{Tr} \sqrt{\sqrt{\rho} \rho^{\prime} \sqrt{\rho}}\right)^{2} \in[0,1]$. The greater the value of $F$, the closer the two states are. If any of the states $\rho$ or $\rho^{\prime}$ is pure, their fidelity simplifies to

$$
\begin{equation*}
F\left(\rho, \rho^{\prime}\right)=\operatorname{Tr}\left(\rho \rho^{\prime}\right) \tag{4.25}
\end{equation*}
$$

By viewing $F\left(\rho, \rho^{\prime}\right)$ as the expectation value of the operator $O=\rho^{\prime}$ on the state $\rho$, the fidelity estimation amounts to predicting a low-rank, non-local observable $O=\rho^{\prime}$ using the means described in this paper. For fidelity estimation, one might be worried that the operator entanglement of the reference state $\rho^{\prime}$ is too large to represent efficiently as MPS. Though this may seem like an obstacle, ground states, low-entangled states, and stabilizer states of shallow, local
circuits, all have an efficient MPS description of the form above. The last one, in particular, is useful in fidelity estimation, since we will use the MPS description of snapshot states to convert the trace into a tensor network. We will lay out the general formula given the matrix-product representation of $\rho^{\prime}$ per Eq. (4.24), and leave details about how to construct the MPS for $\hat{\sigma}$ in the Appendix C.1. A straightforward application of Eq. (4.19) gives the desired formula.

$$
\begin{equation*}
F\left(\rho, \rho^{\prime}\right)=\mathbb{E}_{\hat{\sigma}}\left[\sum_{P}(\hat{\sigma})_{P}\left(\rho^{\prime}\right)_{P} \operatorname{Tr}\left(\mathrm{~B} \prod_{i}\left(\delta_{P_{i}=1} \mathrm{R}_{i}^{0}+\mathrm{R}_{i}^{1}\right)\right)\right] \tag{4.26}
\end{equation*}
$$

Using the MPS representation for the Pauli coefficients of $\hat{\sigma}$ and $\rho^{\prime}$, the summation above can be viewed as a tensor network, as shown in Fig. 4.5. The idea is to take the MPS matrix for $\hat{\sigma}, \rho^{\prime}$ and $r$ and contract them along an appropriate vertex tensor $u=\bigotimes_{i=1}^{n} \mathrm{u}_{i}$. If we label the indices of $\mathrm{u}_{i}$ as $\left(\mathrm{u}_{i}\right)_{P_{i}, P_{i}^{\prime}, j}$, where $P, P^{\prime}$ are Pauli strings in the basis expansion of $\hat{\sigma}, \rho^{\prime}$, respectively, and $j$ labels the local reconstruction MPS matrix $R_{i}^{j}$, then

$$
\begin{equation*}
\left(\mathrm{u}_{i}\right)_{P_{i}, P_{i}^{\prime}, j}=\delta_{P_{i}=P_{i}^{\prime}}\left(\delta_{P_{i} \neq \mathbb{1}} \delta_{j=1}+\boldsymbol{\delta}_{P_{i}=\mathbb{1}}\right) . \tag{4.27}
\end{equation*}
$$

Note that this procedure applies also for predicting generic local operators $O$, by expanding the operator in its Pauli basis representation first. One only needs to replace $\rho^{\prime}$ by $O$ in Eq. (4.26), then $\langle O\rangle=\operatorname{Tr}(\rho O)$ can be evaluated by a similar tensor network of the same structure in Fig. 4.5. The procedure outlined above only relies on an efficient Pauli basis representation for the state or operator in question.

### 4.3.4 Locally-Scrambled Shadow Norm

Apart from estimating the expectation value of an observable $O$ from the classical shadow data, we also want to bound the variance of our estimation. This is provided by the operator shadow norm $\|O\|_{\text {shd }}^{2}$ introduced in Ref. [102]. In the following, we will focus on the case that $O$ is a traceless operator, i.e. $\operatorname{Tr} O=0$. Let $\operatorname{var}\langle O\rangle$ be the variance of the estimation


Figure 4.5. Tensor network representation of the fidelity $F\left(\rho, \rho^{\prime}\right)$ in Eq. (4.26). The vertex tensor $\mathrm{u}_{i}$ is defined in Eq. (4.27). $\left|\rho^{\prime}\right\rangle$ (or $|\hat{\sigma}\rangle$ ) is the vector representation of the density matrix $\rho^{\prime}$ (or the snapshot state $\hat{\sigma}$ ) in the Pauli operator basis.
$1 / M \sum_{m=1}^{M} \operatorname{Tr}\left(O \mathscr{M}^{-1}\left(\hat{\sigma}_{m}\right)\right)$ obtained from averaging $M$ samples (for finite $\left.M\right)$. The variance of the mean decays as

$$
\begin{equation*}
\operatorname{var}\langle O\rangle \lesssim\|O\|_{\text {shd }}^{2} / M \tag{4.28}
\end{equation*}
$$

where $\|O\|_{\text {shd }}^{2}=\max _{\rho} \mathbb{E}_{\hat{\boldsymbol{\sigma}} \in \mathscr{E}_{\sigma}} 2^{n} \operatorname{Tr}(\hat{\sigma} \rho)\left(\operatorname{Tr}\left(\hat{\boldsymbol{\sigma}} \mathscr{M}^{-1}(O)\right)\right)^{2}$ is the shadow norm. A more precise statement of Eq. (4.28) and its proof can be found in Ref. [102].

The conventional shadow norm $\|O\|_{\text {shd }}^{2}$ is defined as a maximum over all possible states $\rho$ of the quantum system. This definition requires information about the third moment of the snapshot state ensemble $\mathscr{E}_{\sigma}$, which could take some effort to compute in general. In the context of locally-scrambled ensembles, Ref. [98] introduces an alternative version of the shadow norm, called the locally-scrambled shadow norm, denoted as $\|O\|_{\mathscr{E}_{\sigma}}^{2}$. It only requires the second moment of $\mathscr{E}_{\sigma}$, which can be conveniently read out from the entanglement feature $\left|W_{\mathscr{E}_{\sigma}}\right\rangle$ computed already. The key modification in the definition is to replace the maximization $\max _{\rho}$ by an average of $\rho$ over its locally scrambled ensemble $\mathscr{E}_{\rho}=\left\{V \rho V^{\dagger} \mid V=\bigotimes_{i} V_{i} \in \mathrm{U}(2)^{\otimes n}\right\}$ with contains all states related to $\rho$ by local basis transformations $V$. The locally-scrambled shadow norm is defined as

$$
\begin{align*}
\|O\|_{\mathscr{E}_{\sigma}}^{2}: & =\underset{\rho \in \mathscr{E}_{\rho} \hat{\sigma} \in \mathscr{E}_{\sigma}}{\mathbb{E}} 2^{n} \operatorname{Tr}(\hat{\sigma} \rho)\left(\operatorname{Tr}\left(\hat{\sigma} \mathscr{M}^{-1}(O)\right)\right)^{2}  \tag{4.29}\\
& =\underset{\hat{\sigma} \in \mathscr{E}_{\sigma}}{\mathbb{E}}\left(\operatorname{Tr}\left(\hat{\boldsymbol{\sigma}} \mathscr{M}^{-1}(O)\right)\right)^{2},
\end{align*}
$$

where the dependence on $\rho$ drops from the result due to the locally scrambled property of $\mathscr{E}_{\rho}$. So $\|O\|_{\mathscr{E}_{\sigma}}^{2}$ is only a function of the randomized measurement scheme specified by the prior snapshot ensemble $\mathscr{E}_{\sigma}$ (defined in Eq. (4.7)) and the observable $O$ in question.

Using the definition of the measurement channel $\mathscr{M}$ in Eq. (4.1) and the reconstruction map $\mathscr{M}^{-1}$ in Eq. (4.11), Eq. (4.29) can be further reduced to

$$
\begin{align*}
\|O\|_{\mathscr{E}_{\sigma}}^{2} & =2^{-n} \operatorname{Tr}\left(O \mathscr{M}^{-1}(O)\right) \\
& =\sum_{A} 2^{|A|-n} r_{A}\left(W_{O}\right)_{A} \tag{4.30}
\end{align*}
$$

where $r_{A}$ is the reconstruction coefficient given by the solution of Eq. (4.9). ( $\left.W_{O}\right)_{A}$ is the entanglement feature of the operator $O$, which follows the definition of the entanglement features of a state ensemble in Eq. (4.3), with the density matrix $\rho$ simply replaced by the operator $O$ :

$$
\begin{equation*}
\left(W_{O}\right)_{A}=\left\langle A \mid W_{O}\right\rangle:=\operatorname{Tr}_{A}\left(\operatorname{Tr}_{\bar{A}} O\right)^{2} \tag{4.31}
\end{equation*}
$$

It is also possible to represent $\left|W_{O}\right\rangle$ as an MPS, similar to the state entanglement feature in Eq. (4.6),

$$
\begin{equation*}
\left(W_{O}\right)_{A}=\operatorname{Tr} \prod_{i}\left(\delta_{i \notin A} \mathrm{~W}_{O, i}^{0}+\delta_{i \in A} \mathrm{~W}_{O, i}^{1}\right) . \tag{4.32}
\end{equation*}
$$

This defines the MPS tensor $\mathrm{W}_{O, i}^{j}$ for any operator $O$. Hence, for a generic operator $O$, the shadow norm $\|O\|_{\mathscr{E}_{\sigma}}^{2}$ in Eq. (4.30) can be evaluated as a simple overlap given the MPS representations of two objects: the MPS matrices $\mathrm{R}^{0}, \mathrm{R}^{1}$ for the reconstruction coefficients $|r\rangle$ is given in Eq. (4.13); and the MPS matrices $W_{O}^{0}, W_{O}^{1}$ for $\left|W_{O}\right\rangle$ as in Eq. (4.32). Fig. 4.6 illustrates the tensor network contraction, which can be computed efficiently with complexity linear in the system size.

The locally-scrambled shadow norm is upper bounded by the conventional shadow norm as $\|O\|_{\mathscr{E}_{\sigma}}^{2} \leq\|O\|_{\text {shd }}^{2}$. It plays a similar role in variance estimation,

$$
\begin{equation*}
\operatorname{var}\langle O\rangle \simeq\|O\|_{\mathscr{E}_{\sigma}}^{2} / M \tag{4.33}
\end{equation*}
$$



Figure 4.6. Tensor network representation of the locally-scrambled shadow norm $\|O\|_{\mathscr{E}_{\sigma}}^{2}$ defined in Eq. (4.30).

The shadow norm $\|O\|_{\mathscr{E}_{\sigma}}^{2}$ has two complementary physical meanings: (i) it characterizes the estimation variance $\operatorname{var}\langle O\rangle$ given a fixed number of samples $M$ (operators with larger shadow norms will have proportionally higher variances), (ii) it determines the sample complexity given the variance level (i.e. $M \sim\|O\|_{\mathscr{E}_{\sigma}}^{2} / \varepsilon^{2}$ samples are needed in order to control the variance below a given threshold $\operatorname{var}\langle O\rangle \leq \varepsilon^{2}$ set by a small $\varepsilon$ ). For Pauli estimation $O=P$, the operator entanglement feature $\left|W_{P}\right\rangle$ can be computed easily from its support. We define the support of a Pauli operator $P$ as the subset of sites on which it acts non-trivially, denoted as supp $P=\left\{i \mid P_{i} \neq \mathbb{1}\right\}$. Define the operator weight $k=\mid$ supp $P \mid$ as the size of the support of $P$. We find that the operator entanglement feature of a Pauli string $P$ is simply given by

$$
\begin{equation*}
\left(W_{P}\right)_{A}=\delta_{\text {supp } P \subseteq A} 2^{2 n-|A|} . \tag{4.34}
\end{equation*}
$$

The corresponding MPS matrices for Pauli observables $W_{P, i}^{0}, W_{P, i}^{1}$ take different values depending on if site $i$ is inside the support of $P$ or not. Given the general MPS form in Eq. (4.32), it is easy to check that

$$
\begin{equation*}
\mathrm{W}_{P, i}^{0}=4 \delta_{i \notin \text { supp } P}, \quad \mathrm{~W}_{P, i}^{1}=2 \tag{4.35}
\end{equation*}
$$

Nonetheless, the matrices have bond dimension one because of the tensor product structure of $P$.
Plugging in (4.34) into (4.30), we obtain the shadow norm of a Pauli string as a function of the reconstruction coefficients,

$$
\begin{equation*}
\|P\|_{\mathscr{E}_{\sigma}}^{2}=2^{n} \sum_{A \mid A \supseteq \text { supp } P} r_{A} . \tag{4.36}
\end{equation*}
$$

Using the solution of $|r\rangle$ in Eq. (4.12), we have

$$
\begin{equation*}
\|P\|_{\mathscr{E}_{\sigma}}^{2}=\frac{(-3)^{k}}{\sum_{B \mid B \subseteq \operatorname{supp} P}(-2)^{|B|}\left(W_{\mathscr{E}_{\sigma}}\right)_{B}} \tag{4.37}
\end{equation*}
$$

where $k=|\operatorname{supp} P|$. This result shows how the shadow norm of a Pauli operator $P$ depends on both its support and the entanglement feature of the snapshot state ensemble.

In the following, we will directly evaluate the locally-scrambled shadow norm $\|O\|_{\mathscr{E}_{\sigma}}^{2}$ for several choices of the circuit depth $L$ following Eq. (4.30). For notational convenience, we will treat $\left|W_{O}\right\rangle$ as translation-invariant unless evaluating the shadow norm for specific operator types that explicitly break translation symmetry, e.g. Pauli operators.
$L=0$

Here, the unitary ensemble is simply Pauli measurement. The vector $|r\rangle$ is a product states, and the reconstruction coefficients are given in (4.15) as $R^{0}=-1, R^{1}=3 / 2$. In terms of the matrices for $\left|W_{O}\right\rangle$, the expression for the shadow norm reduces the trace of a matrix power:

$$
\begin{equation*}
\|O\|_{L=0}^{2}=\operatorname{Tr}\left[\left(\frac{-\mathrm{W}_{O}^{0}+3 \mathrm{~W}_{O}^{1}}{2}\right)^{n}\right] \tag{4.38}
\end{equation*}
$$

We can see that in this limit, the shadow norm is closely related to the locality of the operator, since if $O$ is the identity on some site $i$, then the corresponding contribution to the shadow norm is a factor of 1, i.e. it doesn't affect the shadow norm.

Consider the case $O=P$. In the translation-symmetry breaking version of Eq. (4.38), the power of $n$ breaks into individual factors for each site, with each term in the product depending on the operator entanglement feature matrix at that site:

$$
\begin{equation*}
\|P\|_{L=0}^{2}=\prod_{i=1}^{n}\left(\frac{-\mathrm{W}_{P, i}^{0}+3 \mathrm{~W}_{P, i}^{1}}{2}\right) . \tag{4.39}
\end{equation*}
$$

Using Eq. (4.35), the product contributes a factor of 1 where $P_{i}$ is identity and a factor of 3 where
$P_{i}$ is not. Hence we see that the locally-scrambled shadow norm for $P$ grows exponentially in the weight $k=|\operatorname{supp} P|$,

$$
\begin{equation*}
\|P\|_{L=0}^{2}=3^{k} . \tag{4.40}
\end{equation*}
$$

This result agrees with the conventionally defined shadow norm. It can also be seen to agree with (4.37) since the entanglement feature state of the unitary ensemble $\left|W_{\mathscr{E}_{\sigma}}\right\rangle$ is a trivial product state in the $L=0$ case.

Furthermore, although the locally scrambled shadow norm is less than the conventionally defined shadow norm, for locally-scrambled unitary ensembles, it provides accurate bounds on the single-shot variance of Pauli observables [98]. Support for this claim is given in Sec.4.4.
$L=1$

Another important case we may check is $L=1$. In this case, the ensemble is a product of two-local, two-design unitary gates. Each gate effectively scrambles site $2 i$ with its neighbor at $2 i+1$, and generates no entanglement outside this unit cell. Within each unit cell, the unitary is Clifford random. Thus the MPS for reconstruction coefficients in each block for the $L=1$ case is given by (4.14). Therefore,

$$
\begin{equation*}
\|O\|_{L=1}^{2}=\operatorname{Tr}\left[\left(\frac{-\left(\mathrm{W}_{O}^{0}\right)^{2}+5\left(\mathrm{~W}_{O}^{1}\right)^{2}}{4}\right)^{n / 2}\right] \tag{4.41}
\end{equation*}
$$

Consider next the case $O=P$, and suppose $n$ is even for simplicity. Then the translation-symmetry breaking version of (4.41) for a Pauli operator is

$$
\begin{equation*}
\|P\|_{L=1}^{2}=\prod_{i=1}^{n / 2}\left(\frac{-\mathrm{W}_{P, 2 i-1}^{0} \mathrm{~W}_{P, 2 i}^{0}+5 \mathrm{~W}_{P, 2 i-1}^{1} \mathrm{~W}_{P, 2 i}^{1}}{4}\right) \tag{4.42}
\end{equation*}
$$

There are two types of factors depending on the support of the operator $P$ in that unit cell. If the Pauli operator $P$ is trivial in the unit cell, then the factor is one. Otherwise, if the Pauli operator $P$ has any support in the unit cell, then the factor is five. Hence, for a contiguous Pauli operator
of weight $k$, there is a (staggered) exponential growth in the shadow norm due to the unit cell structure of the brick wall circuit i.e.

$$
\begin{equation*}
\|P\|_{L=1}^{2}=5^{\lceil k / 2\rceil} \tag{4.43}
\end{equation*}
$$

Thus, as the operator weight $k$ grows, the shadow norm, and hence the number of samples required for reliable prediction, is already exponentially smaller for $L=1$ than $L=0$, since $\frac{\|P\|_{L=1}^{2}}{\|P\|_{L=0}^{2}} \sim\left(\frac{\sqrt{5}}{3}\right)^{k}$. We find that this pattern, that longer operators can be better estimated by deeper circuits, continues for $L>1$ in Sec.4.4. For a given operator weight $k$, there is an ideal short circuit depth $L^{*} \geq 0$ such that the shadow norm and, therefore, the singles-shot variance are minimized. This shows that classical shadow tomography beyond Pauli measurements has practical applications since we can use circuits of varying depths to minimize the number of samples one has to take.

When $L \geq 2$, the shadow norm is more difficult to evaluate analytically. This is because both the entanglement features of the state ensemble and the reconstruction coefficients are more complicated. While the cases $L=0,1, \infty$ can be helpful, for $1<L<\infty$, we resort to numerical evaluation of the shadow norm. See Sec.4.4. We find that the shadow norm is a reliable indicator of the estimation variance in the case where $O$ is a tensor product of local operators.
$L=\infty$

When $L \rightarrow \infty$, there are only two non-zero reconstruction coefficients $r_{\emptyset}=-1$ and $r_{\Omega}=1+2^{-n}$, which correspond to the empty set and the total system, respectively. Then the shadow norm $\|O\|_{L=\infty}^{2}$ for a traceless Hermitian operator reduces to

$$
\begin{equation*}
\|O\|_{L=\infty}^{2}=\left(1+2^{-n}\right) \operatorname{Tr}\left(O^{2}\right) . \tag{4.44}
\end{equation*}
$$

This is reminiscent of the conventional shadow norm introduced in [102], as both are proportional to $\operatorname{Tr}\left(O^{2}\right)$, indicating that the locally-scrambled shadow norm in the deep circuit
limit also depends strongly on the rank of the operator. However, the locally-scrambled shadow norm has a smaller proportionality factor since the conventional shadow norm is defined by taking a maximum over all state $\rho$. We also note that afterwards in [11], some closed form analytic expressions were developed for the reconstruction map in brickwall circuits that are consistent with these results.

### 4.4 Numerical Demonstrations

In this section, we demonstrate the prediction algorithms for various system sizes based on numerical simulation ${ }^{1}$. We evolve the system using random two-local Clifford gates arranged in a brick wall pattern with periodic boundary conditions. The depth $L$ of the circuit refers to the number of layers of Clifford gates. For example, for $L=2$, we apply one even layer and then one odd layer of independently random two-qubit local Clifford gates. After the Clifford circuit evolution, we then measure the qubits and store the resulting snapshot state $\hat{\sigma}=U^{\dagger}|b\rangle\langle b| U$ for later use in predicting various quantities. For demonstration purposes, we collect the classical snapshots by numerically simulating the randomized measurement. Suppose the underlying original state $\rho$ is a stabilizer state; the simulation can be efficiently carried out on a classical computer using the stabilizer table algorithm, thanks to the Gottesmann-Knill theorem.

In our numerical demonstrations, we consider two example initial states: the cluster state $\rho_{\mathrm{ZXZ}}$ and the Greenberger-Horne-Zeilinger (GHZ) state $\rho_{\mathrm{GHZ}}$. They can be specified by their stabilizer groups,

$$
\begin{align*}
& \mathscr{G}_{\mathrm{ZXZ}}=\left\langle Z_{1} X_{2} Z_{3}, \cdots, Z_{n} X_{1} Z_{2}\right\rangle,  \tag{4.45}\\
& \mathscr{G}_{\mathrm{GHZ}}=\left\langle Z_{1} Z_{2}, \cdots, Z_{n-1} Z_{n}, \prod_{i=1}^{n} X_{i}\right\rangle, \tag{4.46}
\end{align*}
$$

Each stabilizer state $\rho=|\mathscr{G}|^{-1} \sum_{g \in \mathscr{G}} g$ is defined as the invariant state of the corresponding stabilizer group $\mathscr{G}$.

[^6]In the following figures, the initial state will be indicated using squares (for $\rho_{\mathrm{ZXZ}}$ ) and triangles (for $\rho_{\mathrm{GHZ}}$ ), respectively. The cluster state $\rho_{\mathrm{ZXZ}}$ is the ground state of a gapped, local, stabilizer Hamiltonian, and therefore carries strictly area-law entanglement. The GHZ state $\rho_{\mathrm{GHZ}}$ is the symmetric ground state of the Ising model, which contains long-range entanglement and is more challenging for prediction based on the randomized measurement on shallow local circuits.
 probe by local circuits of a finite depth $L$, because the generators of the snapshot state are at most $\sim 2 L$ in length.

We then use the reconstruction coefficients, together with the algorithms outlined above, to perform prediction using the snapshot states. The reconstruction coefficients are calculated using PyTorch, specifically the AdamW optimizer, by minimizing the loss function $\mathscr{L}$ in Eq. (4.10). The minimization procedure is continued until $\mathscr{L} \leq 10^{-3}$.

We would like to briefly comment on the flexibility of this approach with respect to different circuit evolutions. As explained in Fig. 4.1, the input for determining the reconstruction coefficients is the entanglement features of the underlying unitary ensemble. One might be wondering if the brick-wall Clifford unitary circuit is the only specialized case which admits efficient entanglement feature dynamics. For example, one may be interested doing tomography using other locally-scrambled unitary ensembles, such as random Hamiltonian-generated evolution, which was proposed in [98]. It was found in prior work that locally-scrambled dynamics generated by continuously scrambling gates is also well described by a simple $D=2$ MPS ansatz [5]. Similar efficiency was found in [63]. It is believed that this locally-scrambled purity dynamics is generically efficiently representable as MPS away from finely tuned points like the measurement-induced entanglement transition. Therefore, the shallow-circuit tomography scheme presented in this paper can be adapted to other circuits which are also locally-scrambled at the two-design level. We will leave the analysis of the tomography scheme in these more general contexts to future work.

Lastly, a similar approach using MPS to do efficient shallow circuit tomography was
developed concurrently to ours in [20]. In this paper, the Pauli weight instead of the entanglement feature is computed. Since these quantities are related by local basis transformation in the entanglement-feature Hilbert space, we suspect that the efficiency of their approach will be comparable to ours.

### 4.4.1 Pauli Estimation

To demonstrate the efficiency of our approach in estimating Pauli observables, we will take $Z^{\otimes k}:=\bigotimes_{i=1}^{k} Z_{i}$ as the target observable without loss of generality. The operator weight (operator size) $k$ can be adjusted. Since the randomized measurement schemes are invariant under local Clifford transformations, any Pauli string $P$ of the same weight $k$ will exhibit the same sample efficiency (as the shadow norm $\|P\|_{\mathscr{E}_{\sigma}}^{2}$ only depends on the support of $P$ ). Nevertheless, the expectation value $\langle P\rangle$ will still depend on the choice of the observable $P$ and the underlying state. On the GHZ state, the expectation value of $Z^{\otimes k}$ is 1 or 0 depending on if $k$ is even or odd, respectively. On the cluster state, it is 0 for all $k \geq 1$.


Figure 4.7. The estimated Pauli observable $Z^{\otimes k}:=\bigotimes_{i=1}^{k} Z_{i}$ of different weight $k$ with the underlying state $\rho$ being the cluster (squares) and GHZ (triangles) states. Each point is based on 50000 measurement samples collected from a brick-wall circuit of depth $L=3$ measurement protocol. The system size is $n=22$ qubits. The error bar indicates two standard deviations of the estimated value.

In Fig. 4.7, we demonstrate that our method can reliably predict the expectation value of the Pauli string observable $Z^{\otimes k}$ on a system of $n=22$ qubits via randomized measurements on
the random Clifford circuit of $L=3$ layers. Our numerical result is obtained by first simulating the randomized measurement on a classical computer and then processing the data using the algorithm described in Sec.4.3.2. Our classical post-processing approach provides unbiased estimations of $Z^{\otimes k}$ on both the cluster state (blue squares) and the GHZ state (red triangles) for various operator weights $k$, although the estimation variance is growing with $k$ (which will be analyzed soon). Here we only demonstrate the case of circuit depth $L=3$, but our method is applicable for other circuit depths, and the quality of estimation remains similar.

The variance of the estimation is associated with the sample complexity. A larger variance (a larger shadow norm) means more samples are needed to reduce the variance to the desired accuracy level. The traditional classical shadow tomography with Pauli measurements ( $L=0$ ) quickly requires an extensive number of samples to estimate a weight- $k$ Pauli string observable (as the shadow norm $\|P\|_{L=0}^{2}=3^{k}$ grows exponentially with $k$ ). However, with shallow circuits $L \geq 1$, we can easily achieve the same accuracy with far fewer samples. We have analytically proved this statement in Sec. 4.3.4 for $L=1$ by calculating the locally-scrambled shadow norm. For large $L$, it is difficult to obtain a closed-form analytic expression for the shadow norm, but we can numerically investigate the shadow norm as a function of $L$ according to Eq. (4.30) using tensor network techniques. Our results are presented in Fig. 4.8.

We first verify that the locally-scrambled shadow norm $\left\|Z^{\otimes k}\right\|_{L}^{2}$ computed from Eq. (4.30) correctly captures the variance $\operatorname{var} Z^{\otimes k}$ of the estimated expectation value observed in our numerical simulation. Based on Eq. (4.33), we expect the variance and the shadow norm to match each other, as $\operatorname{var}\left\langle Z^{\otimes k}\right\rangle=\left\|Z^{\otimes k}\right\|_{L}^{2} / M$, where $M$ is the number of samples. This is indeed the case as shown in Fig. 4.8. The numerically simulated variance and the computed shadow norm are in good agreement as we vary $L$ and $k$, even as $k$ approaches a quarter of the system size. This confirms the correctness of our approach to computing the shadow norm. The shadow norm is useful as it can give us an idea of the number of samples needed to control the estimation variance to the desired level, even before we start performing the classical shadow tomography experiment.


Figure 4.8. The locally-scrambled shadow norms for circuit depth $L=0,1,3,5$ (yellow, red, green, and blue lines, respectively), with $n=22$ qubits. We also plot the corresponding variances over all samples for the cluster (squares) and GHZ (triangles) states. These agree with the shadow norms. The staggered behavior of the shadow norm for $L>0$ is because these circuits break translation invariance.

As shown in Fig. 4.8, the shadow norm $\left\|Z^{\otimes k}\right\|_{L}^{2}$ always grows with the operator weight $k$, meaning that we always need to perform more measurements to estimate longer Pauli strings accurately. However, the growth rates of shadow norms are different for different circuit depths $L$. For example, the $L=1$ shadow norm increases with $k$ slower than that of $L=0$, meaning that the $L=1$ circuit will be more advantageous for probing Pauli string operators of sufficiently large weight $k$.


Figure 4.9. (a) The locally-scrambled shadow norm for a general Pauli operator $P$ of size $k$ v.s. the circuit depth $L$ of the randomized measurement scheme. (b) The optimal value of circuit depth $L^{*}$ to predict a contiguous Pauli operator of weight $k$. We use a system size of $n=100$ qubits here. The results do not change as we further increase $n$.

To study this trend more quantitatively, we use (4.37) to compute the shadow norm of Pauli operators for various weights $k$ under various circuit depths $L$. The result is presented in Fig.4.9(a). Given the Pauli operator size $k$, it is clear that there is an optimal circuit depth $L^{*}$ that minimizes the shadow norm. We conjecture that $L^{*}$ can be fitted by an empirical formula

$$
\begin{equation*}
L^{*} \sim a(\ln k)^{2}+b(\ln k) . \tag{4.47}
\end{equation*}
$$

The formula fits the numerically found $L^{*}$ nicely with parameters $a=0.14, b=0.35$, as shown in Fig. 4.9(b), where the rounded value of the fitting function is shown since $L^{*}$ must always be an integer. This confirms the sub-polynomial growth in the optimal circuit depth $L^{*}$ as proposed in Eq. (4.47). The result indicates that a relatively shallow circuit can efficiently optimize the sample complexity for classical shadow tomography of large Pauli strings, which demonstrates the advantage of our shallow-circuit measurement approach. The logarithmic scaling of the optimal circuit depth was confirmed afterwards in [108]. In this work, the authors were able to derive a bound on the shadow norm by studying the evolution of the weight distribution of contiguous operators under the random brick-wall circuit.

We would like to point out that for estimating the Pauli string with a fixed operator weight $k$, the shadow norm remains constant with the system size $n$, meaning that classical shadow tomography is scalable for this task. Our approach of using shallow-circuit measurements enables further improvement in the sample complexity compared to the Pauli measurement without losing the scalability and feasibility on near-term quantum devices.

### 4.4.2 Fidelity Prediction

Fidelity estimation is another important task in quantum information. We can also compare the fidelity of $\rho_{\mathrm{GHZ}}$ and $\rho_{\mathrm{ZXZ}}$ against various states using classical shadow tomography on shallow circuits. A high fidelity $F=1$ ensures that the state produced in the lab is close to the desired state, whereas a low fidelity means that the state produced in the lab has very
little overlap with the desired state. To demonstrate our approach, we simulate the shallowcircuit randomized measurement on a classical computer and then use the algorithm outlined in Sec.4.3.3 to process the measurement data collected from the simulation. We estimate the fidelity of the classical shadow reconstructed state with the underlying original state and show that our approach successfully reconstructs the original quantum state from measurement outcomes with high fidelity. Although the shallow-circuit classical shadow tomography still has exponential sample complexity for the fidelity estimation task, increasing the circuit depth a bit can significantly reduce the base of this exponential complexity, which makes our approach useful for quantum state tomography on near-term quantum devices.


Figure 4.10. (a) The fidelity and its variance as a function of system size, for systems of size $n=6,10,14,18,22$ for a fixed circuit depth of size $L=3$. We use the cluster state as the reference state. Each point is the average of 50000 measurement samples. The mean fidelity is tightly centered around one, which is expected. The growth of the sample variance is indicated in the inset. (b) The fidelity and its variance versus circuit depth $L$ for a system of $n=22$ qubits. The two states are the cluster state (squares) and the GHZ state (triangles). We use a median-of-means average to estimate the fidelity, using 50000 total samples broken up into 12 groups. The error bar corresponds to two standard deviations. The inset shows that the variance decays with $L$ rapidly.

First, we compare the fidelity of the cluster state with itself as a function of the qubit number $n$ for $n=6,10,14,18,22$, using a circuit depth of $L=3$, using 50000 samples. The result is shown in Fig. 4.10(a). We find the reconstructed states have close-to-one fidelities with negligible error bars up to 22 qubits. We also observe a (rather slow) exponential growth in the
variance of the fidelity, in agreement with Ref. [98]. In that paper, a scaling form is proposed with var $F \propto \exp \left(c n /(L+1)^{\alpha}\right)$. Fixing $\alpha=0.72$, per Ref. [98], we can fit the parameter $c$ based on our data. We find that the fitted value $c=0.4$ agrees with the value $c=0.47 \pm 0.08$ previously observed in Ref. [98]. This empirical relation suggests that although the variance of fidelity estimation (and hence the sample complexity) grows exponentially with the number of qubits $n$, increasing the circuit depth $L$ in the shallow circuit regime can significantly reduce the variance (by making the exponential growth very slow).

Next, we study the efficiency of the protocol as a function of the circuit depth $L$ for a system of size $n=22$, as shown in Fig. 4.10(b). We plot the fidelity of both the cluster state and the GHZ states with themselves and find that both are centered around one, as expected. For both states, we observe a rapid decline in the variance of the sample fidelity as we increase circuit depth. However, we notice that the GHZ state has a much higher sample variance. This is likely due to the fact that the GHZ state has long-range correlations, unlike the cluster state which only has finite-range correlations. Thus quasi-local measurements will not be very efficient in probing the GHZ state. For example, at $L=0$ (Pauli measurements), the reconstructed state has very low fidelity $F<0.5$ and very large sample variance $\operatorname{var} F \sim 1$ for the GHZ state. We see a sharp (more than an order of magnitude) decline in the sample variance for $L=1$, and a continued exponential decline as we increase $L$. By $L=3$, the fidelity approaches one for both states within a variance less than $10^{-3}$. This is because a deeper scrambling circuit will enable the final computational basis measurements to probe more complex (higher weight) operators in the original basis, which benefits the fidelity estimation. This demonstrates the great advantage of entanglement-assisted shallow-circuit measurements. The rapid decline of the variance in fidelity versus circuit depth $L$ makes it promising to use classical shadow tomography for fidelity estimation with shallow circuits achievable on near-term quantum devices.

### 4.5 Conclusion and Open Questions

In this paper, we demonstrate a novel approach to predicting expectation values of observables using shallow-depth circuit classical shadow tomography. Our work extends the well-known Pauli measurement and Clifford measurement protocols to the case of finite-depth brick wall circuits, which are available on near-term devices on many qubits. This allows us to use shallow circuit measurement to "approximate" the Clifford measurement limit to do fidelity estimation efficiently. It also allows us to use the scrambling properties of circuits with $L>0$ to more efficiently probe large-weight operators, e.g. long Pauli strings. The approach that we take is based on our entanglement features formalism, which allows us to simply represent the purity data as MPS and consequently determine the reconstruction coefficients. Given the reconstruction coefficients and that they can be represented with a low-bond dimension MPS, we propose a scalable approach to predict many properties of quantum states.

There are still several questions that remain and that we wish to explore in future works. Firstly, is there an exact and efficient representation of the reconstruction coefficients as MPS? In our paper, we determine the reconstruction coefficients by learning their MPS tensors via gradient descent on the consistency equation Eq. (4.9). This procedure only needs to be done once, but it is bound to produce some error that can propagate through the prediction algorithm. In Ref. [28], the exact, individual reconstruction coefficients were determined. In practice, we want to be able to organize all $2^{n}$ coefficients efficiently — is there some way to represent the exact individual coefficients scalably? Such an approach would also give us insight into how the bond dimension or complexity of the reconstruction map evolves with circuit depth. We know that it is small in the shallow circuit limit and also small at $L=\infty$. Is it possible that the bond dimension remains small and finite for all values of the circuit depth $L$ ? Furthermore, is there some way to generalize the results in this paper to higher dimensions? For example, do the entanglement feature states and reconstruction coefficients now a low-dimensional PEPS structure?

Moreover, the prediction procedures described in Sec. 4.3 assume that the operator whose expectation value we want to predict has an efficient Pauli basis expansion. This means that the operator with a large amount of operator entanglement will be difficult to predict. Furthermore, this procedure is limited by the growth in operator entanglement of the snapshot states over time. The snapshot states' bond dimension grows exponentially in $L$, which can be seen from the fact that the typical size of the generators of the snapshot states grows linearly in $L$. This means this procedure will be costly for deep circuits. What approach can we take in this case?

In addition, we only considered measuring quantities that depend on the first moment of $\rho$ i.e. $\operatorname{Tr}(O \rho)$. We could also consider quantities that depend on higher moments of $\rho$, e.g. $\operatorname{Tr}(O \rho \otimes \rho)$, where $O$ is an operator on the doubled Hilbert space. How can we generalize the approach developed here to expectation values based on higher moments of $\rho$ ?

In this paper, we only considered a particular class of circuit ensembles formed by varying the circuit depth $L$. However, the procedure we outlined is independent of the particular circuit geometry. How might other geometries be useful in other contexts? For example, instead of considering depth $L$ circuits, we could also consider circuits composed of adjacent $k$-qubit unitaries. Such circuits should also be feasible on near-term devices, provided that $k$ is small. More ambitiously, one could also consider circuits with holographic geometries. Such circuit geometries may be optimal for prediction on gapless or scale-invariant states. We leave these cases to future research.

There are still many conceptual questions that have yet to be answered. For example, what is the physical meaning of the locally-scrambled shadow norm? The norm is closely related to the scrambling properties of the unitary ensemble, which begs the question of how it can be related to other information-theoretic and thermodynamic quantities. Our setup assumes a qubit system, where the local degrees of freedom are finite and commuting. How do we apply our approach in Sec. 4.3 to the fermionic context or other experimental contexts which may not be easily described in terms of qubits?

One may also consider different types of locally-scrambled or approximately locally-
scrambled ensembles than the Clifford ensemble. For example, one may consider instead quantum Brownian motion ensembles, where the evolution is generated by a random Hamiltonian coupling nearby sites. The entanglement features of such ensembles have been extensively studied in prior work [5, 129, 229]. What are the reconstruction coefficients for such ensembles? What are their prediction properties? Classical shadow tomography is a rapidly developing field with many interesting applications and open questions. We hope that our paper provides some insights that can motivate further interesting developments.

Chapter 4, in full, is a reprint of the material as it appears in Scalable and Flexible Classical Shadow Tomography with Tensor Networks 2023. Akhtar, Ahmed; You, Hu, Hong-Ye; Yi-Zhuang, Quantum, 2023. The dissertation author was the first author and primary investigator of this paper.

## Chapter 5

## Classical Shadows and the MeasurementInduced Phase Transition

Classical shadow tomography [83, 103, 168] offers an efficient randomized measurement scheme for extracting physically relevant information from a quantum state. Much research $[6,12,21,27,59,60,86,89,98-100,104,109,136,196]$ primarily concentrates on the randomized measurement protocol that entails random unitary evolution, followed by the final stage of local measurements on all qubits. This process is akin to halting the universe's time evolution to measure every qubit. A more realistic measurement scheme involves conducting local measurements intermittently while the entire quantum system continues to evolve, which more closely imitates how we observe the quantum universe surrounding us. This situation can be represented by hybrid quantum circuits $[65,139,182,200]$ formed by randomly interspersing local measurements among unitary gates in a quantum circuit. Notably, hybrid quantum circuits reveal a phase transition $[15,16,46,63,81,113,141,152,220,232]$ in the quantum entanglement among qubits when the measurement rate surpasses a critical threshold, known as the measurement-induced entanglement transition or the purification transition. Our focus in this work is to explore the hybrid circuit as a randomized measurement scheme for classical shadow tomography and investigate the reconstruction of the quantum state using measurement outcomes obtained from intermittent measurements during the hybrid circuit's evolution, as illustrated in Fig. 5.1.


Figure 5.1. Using hybrid quantum circuit as a randomized measurement scheme for classical shadow tomography. Starting from an unknown quantum state $\rho$, evolve the system by layers of random local Clifford gates, and measure each qubit with probability $p$ in random Pauli basis in each layer. The final state is trashed, but the circuit realization $\mathscr{C}$ (the gate choices and measurement observables) and the measurement outcomes $\boldsymbol{b}$ are recorded as a classical shadow. Repeated randomized measurements of copies of $\rho$ will collect a dataset of classical shadows, which can be used to predict the physical properties of the state $\rho$ through classical post-processing.

The primary scientific question we aim to address concerns the efficiency of extracting information about the initial quantum state from intermittent measurement outcomes collected from the hybrid quantum circuit, within the context of classical shadow tomography. To address this problem, we first expanded the existing classical shadow tomography framework to accommodate more general scenarios where measurements can occur at any spacetime position throughout the quantum evolution. In particular, we introduced a systematic classical postprocessing method for reconstructing the quantum state from the classical data of random circuit realizations and measurement outcomes in repeated experiments. Numerical simulations were conducted to validate the proposed reconstruction formula.

Subsequently, we defined the locally-scrambled shadow norm [27, 98] for the hybrid quantum circuit measurement scheme, which quantifies the typical number $M$ of experiments required to estimate the expectation value of an observable accurately, also referred to as the sample complexity in quantum state tomography. Utilizing the tensor network method [6, 21], we found that the sample complexity $M$ scales with the operator size $k=|\operatorname{supp} O|$ of the observable as $M \simeq \beta^{k} \operatorname{poly}(k)$, with the base $\beta$ depending on the measurement rate $p$ of the hybrid quantum
circuit. We noted that $\beta$ is minimized (yielding optimal sample complexity scaling) when the measurement rate $p=p_{c}$ is tuned to the critical point of the measurement-induced transition in the hybrid quantum circuit. The minimal value is found to be around $\beta_{\min } \approx 2.2$. Therefore, measurement-induced criticality is tomographically optimal within the scope of the hybrid quantum circuit measurement scheme.

### 5.1 Generalized Classical Snapshots

Our first goal is to extend the existing theoretical framework of classical shadow tomography to accommodate more general randomized measurement schemes that permit intermittent and partial measurements throughout random quantum evolutions. Conceptually, the idea is as follows: irrespective of how single-qubit measurements are arranged and implemented in a single-shot experiment, the experimental result must be a string of classical bits, denoted as $\boldsymbol{b}=\left(b_{1}, b_{2}, \cdots\right)$, which represents the measurement outcome $b_{n} \in\{0,1\}$ for the $n$th measurement in the process. Given an initial quantum state $\rho$ and a particular measurement circuit $\mathscr{C}$ (specified by both the circuit structure and gate choices), the entire measurement protocol can be characterized by the conditional probability $p(\boldsymbol{b} \mid \rho, \mathscr{C})$.

The linearity of quantum mechanics implies that there must exist a measurement operator $\sigma_{\boldsymbol{b} \mid \mathscr{C}}$ associated with each possible string of measurement outcomes $\boldsymbol{b}$, such that:

$$
\begin{equation*}
p(\boldsymbol{b} \mid \rho, \mathscr{C}) \propto \operatorname{Tr}\left(\sigma_{\boldsymbol{b} \mid \mathscr{C}} \rho\right) \tag{5.1}
\end{equation*}
$$

We will call the operator $\sigma_{\boldsymbol{b} \mid \mathscr{C}}$ a classical snapshot. In the conventional classical shadow tomography, where the randomized measurement is implemented by first applying a random unitary transformation $U$ to the initial state $\rho$ (as $\rho \rightarrow U \rho U^{\dagger}$ ) and then measuring every qubit separately in the Z-basis, the classical snapshot $\sigma_{\boldsymbol{b} \mid \mathscr{C}}$ reduces to the standard form of $\sigma_{\boldsymbol{b} \mid \mathscr{C}}=$ $U^{\dagger}|\boldsymbol{b}\rangle\langle\boldsymbol{b}| U$. Beyond this conventional setup, Eq. (5.1) provides a more general definition of classical snapshots when the measurement protocol is more involved. The classical snapshot
$\sigma_{\boldsymbol{b} \mid \mathscr{C}}$ should be a Hermitian positive semi-definite operator to ensure the real positivity of the conditional probability $p(\boldsymbol{b} \mid \rho, \mathscr{C})$. Given this property, it is natural to normalize $\sigma_{\boldsymbol{b} \mid \mathscr{C}}$ such that $\operatorname{Tr} \sigma_{b \mid \mathscr{C}}=1^{1}$, and view $\sigma_{b \mid \mathscr{C}}$ as another density matrix, called the classical snapshot state.

### 5.2 Hybrid Quantum Circuit Measurement

The hybrid quantum circuit measurement scheme is depicted in Fig. 5.1. Starting from an $N$-qubit unknown quantum state $\rho$ of interest, apply the measurement and unitary layers alternately, where:

- Measurement layer: For each qubit independently, with probability $p$, choose to measure it in one of the three Pauli bases randomly. In the $l$-th measurement layer, suppose $A_{l}$ is the subset of qubits chosen to be measured. For each chosen qubit $i \in A_{l}$, let $P_{i}^{(l)} \in\left\{X_{i}, Y_{i}, Z_{i}\right\}$ be the choice of Pauli observable and $b_{i}^{(l)} \in\{0,1\}$ be the corresponding measurement outcome. The measurement layer is described by the Kraus operator

$$
\begin{equation*}
K_{l}^{M}=\prod_{i \in A_{l}} \frac{\mathbb{1}+(-)^{b_{i}^{(l)} P_{i}^{(l)}}}{2} \tag{5.2}
\end{equation*}
$$

- Unitary layer: For every other nearest-two-qubit bond independently, apply a Clifford gate [75, 76] uniformly drawn from the two-qubit Clifford group. The Kraus operator for the $l$-th unitary layer is

$$
K_{l}^{U}= \begin{cases}\prod_{i} U_{2 i, 2 i+1}^{(l)} & l \in \mathrm{even}  \tag{5.3}\\ \prod_{i} U_{2 i-1,2 i}^{(l)} & l \in \mathrm{odd}\end{cases}
$$

which alternates between even and odd bonds with the layer index $l$ (such that the unitary gates form a brick-wall pattern as shown in Fig. 5.1).

Packing the choice of measurement subsets $A_{l}$, Pauli observables $\boldsymbol{P}^{(l)}$ and Clifford gates $\boldsymbol{U}^{(l)}$ (for $l=1,2, \cdots)$ altogether into the specification of a measurement circuit $\mathscr{C}$, and gathering all the

[^7]measurement outcomes $\boldsymbol{b}=\left\{\boldsymbol{b}^{(l)}\right\}$ together as a classical bit-string, the probability to observe $\boldsymbol{b}$ given $\mathscr{C}$ is
\[

$$
\begin{equation*}
p(\boldsymbol{b} \mid \rho, \mathscr{C})=\operatorname{Tr}\left(K_{\boldsymbol{b} \mid \mathscr{C}} \rho K_{\boldsymbol{b} \mid \mathscr{C}}^{\dagger}\right) \tag{5.4}
\end{equation*}
$$

\]

where $K_{\boldsymbol{b} \mid \mathscr{C}}=\prod_{l} K_{l}^{U} K_{l}^{M}$ is the overall Krause operator.


Figure 5.2. Protocol of classical shadow tomography for hybrid quantum circuits. The quantum state $\rho$ is efficiently encoded as classical information by randomized measurements in the data acquisition phase. A classical snapshot state $\sigma$ is decoded by backward evolution from a maximally mixed state, given the circuit structure and measurement outcomes $\boldsymbol{b}$. On the other hand, its prior Pauli weights $w_{\mathscr{E}_{\sigma}}(P)$ are inferred following the operator spreading dynamics.

Then following the assertion in Eq. (5.1), the classical snapshot associated with such measurement outcome should be identified as

$$
\begin{equation*}
\sigma_{\boldsymbol{b} \mid \mathscr{C}}=\frac{K_{\boldsymbol{b} \mid \mathscr{C}}^{\dagger} K_{\boldsymbol{b} \mid \mathscr{C}}}{\operatorname{Tr}\left(K_{\boldsymbol{b} \mid \mathscr{C}}^{\dagger} K_{\boldsymbol{b} \mid \mathscr{C}}\right)} \tag{5.5}
\end{equation*}
$$

where the denominator normalizes the classical snapshot as a state. Since the measurement circuit $\mathscr{C}$ is composed of Clifford gates and Pauli measurements, every classical snapshot $\sigma_{\boldsymbol{b} \mid \mathscr{C}}$ is a stabilizer state and can be efficiently represented and reconstructed on classical computers [75, 76]. As illustrated in Fig. 5.2, to reconstruct $\sigma_{\boldsymbol{b} \mid \mathscr{C}}$, one starts with a maximally mixed state (described by the density matrix $\mathbb{1} /(\operatorname{Tr} \mathbb{1})$ ) and traces back the measurement circuit: inverting every unitary gate, replacing every measurement by projection to the measurement outcome, and normalizing the final state in the end.

### 5.3 Posterior and Prior Distributions

We can interpret the hybrid quantum circuit measurement process as a measure-andprepare quantum channel that measures the initial state $\rho$ and prepares the classical snapshot state $\sigma$ with the posterior probability:

$$
\begin{equation*}
p(\sigma \mid \rho):=\sum_{\boldsymbol{b}, \mathscr{C}} \delta_{\sigma, \sigma_{\boldsymbol{b} \mid \mathscr{C}}} p(\boldsymbol{b} \mid \rho, \mathscr{C}) p(\mathscr{C}) \tag{5.6}
\end{equation*}
$$

where $p(\mathscr{C})$ denotes the probability of realizing a specific measurement circuit $\mathscr{C}$. Assuming that all Pauli measurements and Clifford gates are chosen uniformly, $p(\mathscr{C}) \propto \prod_{l} p^{\left|A_{l}\right|}(1-p)^{N-\left|A_{l}\right|}$ will only be affected by the measurement rate $p$ of the hybrid quantum circuit. By conducting the hybrid quantum circuit measurements of the target state $\rho$ repeatedly, one can sample classical snapshot states $\sigma$ from the posterior distribution $p(\sigma \mid \rho)$, forming an ensemble $\mathscr{E}_{\sigma \mid \rho}=\{\sigma \mid \sigma \sim$ $p(\sigma \mid \rho)\}$. The objective of classical shadow tomography is to predict properties of $\rho$ based on the samples of $\mathscr{E}_{\sigma \mid \rho}$ collected from experiments as classical data.

We introduce the prior distribution $p(\sigma)$ of the classical snapshot [6], defined as $p(\sigma):=$ $p(\sigma \mid \rho=\mathbb{1} /(\operatorname{Tr} \mathbb{1}))$. This distribution describes our knowledge about classical snapshots before observing the quantum state $\rho$ (as if $\rho$ is maximally mixed). The prior distribution solely characterizes the statistical properties of the randomized measurement scheme, reflecting our uncertainty about the measurement circuit structures and gate choices.

### 5.4 Pauli weight

A crucial property of the prior classical snapshot ensemble $\mathscr{E}_{\sigma}=\{\sigma \mid \sigma \sim p(\sigma)\}$ is its Pauli weight [21, 27]

$$
\begin{equation*}
w_{\mathscr{E}_{\sigma}}(P):=\underset{\sigma \sim p(\sigma)}{\mathbb{E}}(\operatorname{Tr} P \sigma)^{2}, \tag{5.7}
\end{equation*}
$$

defined for any Pauli operator $P=\prod_{i} P_{i}$ (where $P_{i} \in\{I, X, Y, Z\}$ denotes the Pauli operator on the $i$-th qubit). The Pauli weight $w_{\mathscr{E}_{\sigma}}(P)$ fully characterizes the second-moment statistical
feature of the prior distribution $p(\sigma)$. It represents the probability for a Pauli observable $P$ to be transformed to the measurement basis and observed directly by the randomized measurement. It plays an important role in performing and analyzing classical shadow tomography.

For hybrid quantum circuits, the Pauli weight can be computed following the operator dynamics $[5,24,35,43,95,118,125,127,157,160,176,186,188,215,226,236,241]$. For every step of the physical evolution of a random quantum state $\rho$ through a random quantum channel $\mathscr{K}$, the Pauli weight will be updated by the Markov process ${ }^{2}$

$$
\begin{equation*}
w_{\mathscr{E}_{\mathscr{K}(\rho)}}(P)=\sum_{P^{\prime}} w_{\mathscr{E}_{\mathscr{C}}}\left(P, P^{\prime}\right) w_{\mathscr{E}_{\rho}}\left(P^{\prime}\right), \tag{5.8}
\end{equation*}
$$

where $w_{\mathscr{E}_{\mathscr{K}}}\left(P, P^{\prime}\right):=\mathbb{E}_{\mathscr{K} \in \mathscr{E}_{\mathscr{K}}}\left(\operatorname{Tr}\left(P \mathscr{K}\left(P^{\prime}\right)\right) / \operatorname{Tr} \mathbb{1}\right)^{2}$ is the Pauli transfer matrix of the random channel ensemble $\mathscr{E}_{\mathscr{K}}$. For every two-qubit random Clifford unitary channel $\mathscr{U}$ and every probabilistic single-qubit random Pauli measurement channel $\mathscr{M}$, the corresponding Pauli transfer matrices are

$$
\begin{align*}
& w_{\mathscr{E}_{\mathscr{U}}}\left(P, P^{\prime}\right)=\check{\delta}_{P, \mathbb{1}} \check{\delta}_{P^{\prime}, \mathbb{1}}+\frac{1}{15}\left(1-\check{\delta}_{P, \mathbb{1}}\right)\left(1-\check{\delta}_{P^{\prime}, \mathbb{1}}\right),  \tag{5.9}\\
& w_{\mathscr{E}_{\mathscr{M}}}\left(P, P^{\prime}\right)=\frac{p}{9}\left(1+2 \check{\delta}_{P, \mathbb{1}}\right)\left(1+2 \check{\delta}_{P^{\prime}, 1}\right)+(1-p) \check{\delta}_{P, P^{\prime}}
\end{align*}
$$

where $\check{\delta}$ denotes the Kronecker delta symbol restricted to the support of the corresponding quantum channel. Starting from the initial Pauli weight $w_{0}(P)=\delta_{P, 1}$ of the maximally mixed state and applying the Pauli transfer matrix in accordance with the measurement circuit structure (see Fig. 5.2), the classical snapshot Pauli weight $w_{\mathscr{E}_{\sigma}}(P)$ can be evaluated following Eq. (5.8). In the end, the Pauli weight should be normalized to $w_{\mathscr{E}_{\sigma}}(\mathbb{1})=1$ to be consistent with the normalization of the classical snapshot states defined in Eq. (5.5).
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### 5.5 Observable Estimation

We now present a key result of our study: given any Pauli observable $P$, its expectation value on the initial quantum state $\rho$ can be inferred from the posterior classical snapshots via [21, 27]

$$
\begin{equation*}
\langle P\rangle:=\operatorname{Tr}(P \rho)=\underset{\sigma \sim p(\sigma \mid \rho)}{\mathbb{E}} \frac{\operatorname{Tr}(P \sigma)}{w_{\mathscr{E}_{\sigma}}(P)} . \tag{5.10}
\end{equation*}
$$

For more general observable $O=\sum_{P} o_{P} P$, the expectation value can be similarly predicted by $\langle O\rangle=\mathbb{E}_{\sigma \sim p(\sigma \mid \rho)} O_{\sigma}$, where $O_{\sigma}:=\sum_{P} o_{P} \operatorname{Tr}(P \sigma) / w_{\mathscr{E}_{\sigma}}(P)$ is the single-shot estimation [103] of the observable $O$ given a particular classical snapshot $\sigma$, defined based on Eq. (5.10). This allows us to decode the quantum information about the original state $\rho$ from the classical shadows collected from the hybrid quantum circuit measurement. In practice, the expectation $\mathbb{E}_{\sigma \sim p(\sigma \mid \rho)}$ is often estimated by the median of means over a finite number of classical snapshots collected from experiments.


Figure 5.3. Demonstration of hybrid quantum circuit classical shadow tomography on a 12 -qubit GHZ state. (a) Predicted observable expectation values $\langle P\rangle$ and (b) locally-scrambled shadow norm $\|P\|_{\mathscr{E}_{\sigma}}^{2}$ as functions of the measurement rate $p$. Colors label different Pauli observables $P=Z^{\otimes k}$.

To demonstrate the validity of Eq. (5.10), we carried out numerical experiments. We take the Greenberger-Horne-Zeilinger (GHZ) [78] state of $N=12$ qubits, described by $\rho=|\psi\rangle\langle\psi|$
with $|\psi\rangle=\left(|0\rangle^{\otimes N}+|1\rangle^{\otimes N}\right) / \sqrt{2}$. We consider a randomized measurement scheme implemented by shallow hybrid circuits, which contain three layers of random Clifford gates, together with random Pauli measurements inserted before each unitary layer with probability $p$ on each qubit. We simulate the protocol numerically on a classical computer by repeatedly preparing the GHZ state, applying the hybrid circuit, and collecting the measurement outcomes. For every given measurement rate $p$, we collect $M=50000$ samples and estimate the Pauli observables $P=Z^{\otimes k}$ based on the measurement outcomes using Eq. (5.10). Our results, shown in Fig. 5.3(a), demonstrate that the estimated observable expectation values are consistent with their theoretical expectation on the GHZ state throughout the full range of $p$, i.e., $\left\langle\boldsymbol{Z}^{\otimes k}\right\rangle=\frac{1}{2}\left(1+(-1)^{k}\right)$.

### 5.6 Sample Complexity Scaling

The statistical uncertainty in the estimation, indicated by the error bar in Fig. 5.3(a), is due to the finite number of samples. The typical variance $\operatorname{var}\langle O\rangle \sim\|O\|_{\mathscr{E}_{\sigma}}^{2} / M$ scales inversely with the number $M$ of samples. The coefficient $\|O\|_{\mathscr{E}_{\sigma}}^{2}:=\mathbb{E}_{\sigma \sim p(\sigma)} O_{\sigma}^{2}$ is the locally-scrambled shadow norm, introduced in Ref. [98]. It upper-bounds the variance of the single-shot estimation $O_{\sigma}$ over the prior classical snapshot ensemble $\mathscr{E}_{\sigma}$. For Pauli observable $P$, the shadow norm has a simple expression [21, 27]

$$
\begin{equation*}
\|P\|_{\mathscr{E}_{\sigma}}^{2}=\frac{1}{w_{\mathscr{E}_{\sigma}}(P)} \tag{5.11}
\end{equation*}
$$

In Fig. 5.3(b), the second moment of the single-shot estimation $\mathbb{E}_{\sigma \sim p(\sigma)} P_{\sigma}^{2}$ is compared with the inverse Pauli weight $1 / w_{\mathscr{E}_{\sigma}}(P)$ calculated from operator spreading dynamics. The results indicate a close match between the two measures. For generic observable $O=\sum_{P} o_{P} P$, the shadow norm is given by $\|O\|_{\mathscr{E}_{\sigma}}^{2}=\sum_{P}\left|o_{P}\right|^{2}\|P\|_{\mathscr{E}_{\sigma}}^{2}$. The shadow norm quantifies the number $M$ of samples needed to control the estimation variances $\operatorname{var}\langle O\rangle \lesssim \delta^{2}$ below a desired level set by a small $\delta$, which scales as $M \sim\|O\|_{\mathscr{E}_{\sigma}}^{2} / \delta^{2}$. Therefore, the shadow norm measures the sample complexity for classical shadow tomography to predict the observable $O$ based on the randomized measurement scheme characterized by $\mathscr{E}_{\sigma}$.

To study how the shadow norm scales with the operator size, we use the matrix product state (MPS) based approach developed in Ref. [6,21] to compute the Pauli weight $w_{\mathscr{E}_{\sigma}}(P)$ following the operator spreading dynamics and determine the shadow norm $\|P\|_{\mathscr{E}_{\sigma}}^{2}=1 / w_{\mathscr{E}_{\sigma}}(P)$ for Pauli observables $P$ of different operator sizes $k=|\operatorname{supp} P|$. The result is plotted in Fig. 5.4(a). The shadow norm scales with the operator size $k$ exponentially with a base $\beta$ at the leading level

$$
\begin{equation*}
\|P\|_{\mathscr{E}_{\sigma}}^{2} \simeq \beta^{k} \operatorname{poly}(k) \tag{5.12}
\end{equation*}
$$

where poly $(k)$ stands for sub-leading correction that is polynomial in $k$. This is consistent with the intuition that longer Pauli observable will require exponentially more local measurements to determine. However, the base $\beta$ depends on the measurement rate $p$, as shown in Fig. 5.4(b).


Figure 5.4. (a) Dependence of $\log$ shadow norm $\log \|P\|_{\mathscr{E}_{\sigma}}^{2}$ on the operator size $|\operatorname{supp} P|$ at different measurement rates, demonstrating a leading linear behavior. (b) The base $\beta$ minimizes at a measurement rate $p_{c}$ that matches the measurement-induced transition of hybrid circuits. The measurement rates exemplified in (a) are highlighted as stars in (b).

We find that $\beta$ is minimized at $p=p_{c}$ when the hybrid quantum circuit operates at the measurement-induced criticality, and the shadow norm scales as

$$
\begin{equation*}
\left.\|P\|_{\mathscr{E}_{\sigma}}^{2}\right|_{p=p_{c}} \simeq \beta_{\min }^{k} k^{2 \Delta} \tag{5.13}
\end{equation*}
$$

where $\beta_{\min }=2.23 \pm 0.006$ and $\Delta=0.33 \pm 0.02$ are determined by fitting. We expect the critical
exponent $\Delta$ to be universal, corresponding to the scaling dimension of a defect operator in the boundary conformal field theory (CFT) for the measurement-induced transition ${ }^{3}$. The minimal $\beta_{\min }$ enters the region between $3^{3 / 4} \approx 2.28$ and 2 , which is the range of optimal scaling achievable by shallow circuit classical shadows [109].

The minimization of $\beta$ can be understood by examining it from both sides of the phase transition. In the area-law phase $\left(p>p_{c}\right), \beta$ should decrease with decreasing measurement rate $p$. This is because a lower measurement rate allows for a few more local measurements to be deferred to deeper layers of the unitary circuit, enabling larger-size observables to be probed more efficiently by leveraging the scrambling power of shallow circuits. However, in the volume-law phase $\left(p<p_{c}\right)$, if the measurement rate continues to decrease, $\beta$ will instead increase. Because the circuit's scrambling power becomes so strong that it begins to hide the quantum information of the initial state from local measurements deep in the circuit [46, 63, 81], which renders the measurements increasingly inefficient. As the measurement rate approaches zero ( $p \rightarrow 0$ ), the shadow norm must diverge, because it becomes impossible to reconstruct the initial state in the absence of measurements. Therefore, the optimal scaling of the shadow norm (or the sample complexity) can only occur at the transition point $p_{c}$, where observables of all scales are probed efficiently ${ }^{4}$.

### 5.7 Summary and Discussions

In this work, we present the classical shadow tomography approach for decoding quantum information from measurement outcomes of hybrid quantum circuits. This method involves computing classical snapshots associated with measurement outcomes and using them to infer properties of the initial quantum state. The Pauli weight of the prior classical snapshot ensemble characterizes the statistical properties of the randomized measurement scheme, and the shadow norm quantifies the sample complexity for predicting observables. The log shadow norm

[^9]scales linearly with the operator size of the observable and exhibits optimal scaling at a critical measurement rate of the hybrid circuit that corresponds to the measurement-induced criticality.

Hybrid quantum circuits are known for their error correction encoding in the volume-law phase $[46,63,81]$. To use them as a random quantum error correction code, the ability to decode quantum information from measurement outcomes is essential. Classical shadow tomography provides a systematic and universal way to decode hybrid quantum circuits, making them suitable for more exciting quantum information applications.

Measurement-induced transition in hybrid quantum circuits was originally proposed as an entanglement transition. However, measuring entanglement entropy is a difficult task that requires post-selections. With classical shadow tomography, we can directly benchmark the prior classical snapshot Pauli weight $w_{\mathscr{E}_{\sigma}}(P)$ on a known quantum states $\rho$ (assuming $\operatorname{Tr}(P \rho) \neq 0$ ),

$$
\begin{equation*}
w_{\mathscr{E}_{\sigma}}(P)=\frac{\mathbb{E}_{\sigma \sim p(\sigma \mid \rho)} \operatorname{Tr}(P \sigma)}{\operatorname{Tr}(P \rho)} . \tag{5.14}
\end{equation*}
$$

where $p(\sigma \mid \rho)$ can be sampled by performing the hybrid circuit measurement on $\rho$. Then $\beta$ can be extracted by fitting the dependence of $w_{\mathscr{E}_{\sigma}}(P)$ with respect to $k=|\operatorname{supp} P|$. It is supposed to exhibit a kink at the measurement-induced transition as Fig. 5.4, which provides another method to detect the transition without post-selections apart from the cross-entropy benchmark [142].

Note added. - Up on finishing this work, we become aware that a related work [107] appeared.

Chapter 5, in part, has been submitted for publication as it appears in MeasurementInduced Criticality is Tomographically Optimal 2023. Akhtar, Ahmed; You, Hu, Hong-Ye; Yi-Zhuang, ArXiv, 2023. The dissertation author was the first author and primary investigator of this paper.

## Chapter 6

## Summary and outlook

In this dissertation, we applied the concepts of entanglement, measurement, and randomness in quantum mechanics to explore the consequences of several recurring themes. In every chapter, we utilized some notion of local-basis invariance at an ensemble level. In Chapter 2, Chapter 3, we used local-scrambling at the state and operator ensembles to prove markovianness in the average purity dynamics. This is a useful property, because it allows us to study the entanglement dynamics directly i.e. without reference to the original quantum state ensembles. The dynamics in the entanglement features are also often simpler than the dynamics of the quantum states, mapping onto Ising spin systems. The transfer matrix evolving the entanglement features state carries a $\mathbb{Z}_{2}$ symmetry due to the systems being closed, and can be used to define an entanglement feature Hamiltonian, whose spectral properties define the entanglement velocity, rate of thermalization, fixed points, etc. This is only possible by erasing local information, by which we are able to isolate information that characterizes correlations only. This is the same strategy employed by Wigner in the derivation of spectral properties of heavy nuclei: simplify by averaging over irrelevant details.

The entanglement features state itself is also much simpler, being strictly positive and having generically low-entanglement. This simplicity allows efficient MPS descriptions of the entanglement dynamics, which enable us to numerically and analytically study the whole entanglement "spectrum" and how information propogates through the system. The spectrum has
several interesting features, including a lower, area-law edge from single-region entanglement, an upper, volume-law edge for multi-region entanglement from a lattice of domain wall pairs, and a multi-region entanglement continuum separated by a finite gap to the single-region entanglement. Via the MPS ansatz, each of these features can be neatly described analytically. Furthermore, we show that this entanglement gap provides a correction to the entanglement velocity which was missed from previous models of entanglement dynamics which did not consider contibutions from multi-region entanglements.

As a statistical symmetry of ensembles, local basis invariance also greatly constrains the form of the measurement channel in classical shadow tomography. Since at the two design level, local basis invariance is equivalent to Pauli invariance, such ensembles lead to measurement channels which are diagonal in the Pauli basis. The eigenvalues of these ensembles is also determined in terms of the entanglement features, and therefore they have efficient MPS reprsentations. In4, we find also that the eigenvalues of the reconstruction map also have efficent descriptions as MPS for shallow circuits, which allows us to devise powerful schemes to predict a wide range of operators. We find that shallow circuit tomography of depth $\log l$ is optimal for predicting operators of size $\mathscr{O}(l)$, and that the shallow circuits can serve as a more feasible alternative to Clifford measurements for fidelity estimation.

Using the structure of the measurement channel outline in Chapter 4, we extend our study to hybrid circuits, where we study the competition between randomized measurements and entangling unitaries on the locally-scrambled shadow norm. The locally-scrambled shadow norm measures the sample complexity of predicting Pauli operators in locally-scrambled ensembles, and potentially serves as a more operational order parameter in the study of measurement-induced phase transitions. To simplify our analysis in the thermodynamic limit, we focus on the scaling exponent in the shadow norm, which is the coefficient to the volume law term in the log shadow norm. In the area law phase $\left(p>p_{c}\right)$, we find that lowering the measurement rate $p$ increases the size of the effective scrambling region, allowing for more efficient prediction. Similarly, in the volume law phase $p<p_{c}$, we find that increasing the measurement rate decreases the error
correcting capacity of measurement channel, thereby extracting information for efficiently for prediction. Therefore, the critical point optimizes the shadow norm.

Another recurring theme is the average purity or entanglement features $e^{-S^{(2)}}$. In Chapter 2, Chapter 3, the entanglement features serve as a measure for the average entanglement; in Chapter 4, Chapter 5, the entanglement features is related to the Pauli weight, the eigenvalues of the measurement channel, by a local basis transformation. The usefulness of the entanglement features lies in their simplicity; because they only depend on the second moment of the random unitary ensemble, the entanglement feature Hilbert space is an Ising space. For higher Renyi moments $n>2$, we'd have to deal with spaces with much larger local dimension $n$ ! and more complicated dynamics. Another simplification of the using the purity is that because it only depends the second moment, it coincides for all $t$-designs with $t \geq 2$. We use this to our advantage in Chapter 4, Chapter 5, where the shadows are formed by Clifford gates which are not strictly locally-scrambled but are equivalent at the two-design level. Yet another theme is applying techniques from many-body quantum physics to unphysical states: we study the entanglement structure of entanglement feature states; we study the spectral properties of a non-hermitian entanglement feature Hamiltonian; we study a phase transition the pauli weight.

Looking forward, there are several interesting research questions which the author wishes to explore in future works. Firstly, we wish to have a better understanding of the efficiency solving the consistency equation in shallow circuit tomography. In our works, we mostly looked at the shallow circuit limit, we could demonstrate the low bond dimension MPS works to minimize the loss function. What about as we increase the circuit depth? What can we say about how the required bond dimension scales? How does this bond dimension relate to the optimal bond dimension for the entanglement feature? In general, can we devise a technique by which to invert a matrix product state i.e. given a strictly positive MPS state $|\Psi\rangle$ with on-site tensors $A^{i}$, can we determine the MPS with on-site tensors $B^{i}$ such that its corresponding state has reciprocal components to that of $|\Psi\rangle$ ? In general, this seems like a hard problem, but it would help us understand the efficiency of our approach much better.

Secondly, we wish to understand better understanding of the Pauli weight near the measurement-induced phase transition. In Chapter 5, we make some initial progress at bounding the cusp in Fig. 5.4, but have yet to develop a systematic understanding of the whole phase. We have made some initial progress here which we hope to flesh out in later work. Furthermore, we wish to understand better the effect of different approximations made in deriving this result. For example, we assume that the numerator and denominator can be averaged separately in the definition of the snapshot state in Appendix D.0.5. This approximation is not valid at the critical point, so it would be good to assess what differences arise as a result of this assumption.

Lastly, classical shadow tomography has created an exciting landscape to revisit concepts such as operator complexity, operator spreading, quantum chaos, etc., in a more operational setting. How do quantities such as the butterfly velocity or the OTOC relate to quantities such as the shadow norm? Can we extract these quantities from the Pauli weight transfer matrix itself, similar to the approach outlined in Chapter 2? What effect do symmetries have? Can we develop a new approach to classical shadow tomography in the presence of symmetries? There's a world of new protocols, and consequently, new physical insights, waiting to be discovered.

## Appendix A

## Theoretical Framework of Entanglement Features

## A. 1 Entanglement Feature of Page State

The Page state can be considered as a single random tensor. According to Ref. [93], the 2nd Rényi entanglement feature of a random tensor network can be calculated as the partition function of an Ising model,

$$
\begin{equation*}
W_{\mathrm{RTN}}[\boldsymbol{\sigma}]=\frac{1}{Z} \sum_{\boldsymbol{\tau}} e^{-E_{\mathrm{RTN}}[\boldsymbol{\sigma}, \boldsymbol{\tau}]}, \tag{A.1}
\end{equation*}
$$

where each random tensor is mapped to an Ising spin $\tau_{i}$ coupled together via the network, and the boundary condition pinned by external Zeeman field along the direction specified by $\boldsymbol{\sigma}$. Applying this result to the Page state,

$$
\begin{equation*}
W_{\text {Page }}[\boldsymbol{\sigma}]=\frac{1}{Z} \sum_{\tau} e^{\eta \sum_{i=1}^{L} \sigma_{i} \tau} \tag{A.2}
\end{equation*}
$$

where there is only one Ising spin $\tau$ because the Page state is only a single random tensor. The $\tau$ spin couples to the boundary condition $\boldsymbol{\sigma}$ via uniform field strength $\eta=\frac{1}{2} \log d$, which is determined by the qudit Hilbert space dimension $d$ (see Ref. [93] for derivation). Complete the
summation over Ising spin $\tau$, we obtain

$$
\begin{equation*}
W_{\text {Page }}[\boldsymbol{\sigma}]=\frac{2}{Z} \cosh \left(\eta \sum_{i=1}^{L} \sigma_{i}\right) \tag{A.3}
\end{equation*}
$$

The normalization constant $Z$ is determined by the condition that $W_{\text {Page }}[\uparrow] \equiv 1$, such that $Z=$ $2 \cosh (\eta L)$, hence

$$
\begin{equation*}
W_{\text {Page }}[\boldsymbol{\sigma}]=\frac{\cosh \left(\eta \sum_{i=1}^{L} \sigma_{i}\right)}{\cosh (\eta L)}, \tag{A.4}
\end{equation*}
$$

which can be rewritten as the EF state $\left|W_{\text {Page }}\right\rangle$ in Eq. (2.11).

## A. 2 Entanglement Feature of Two-Qudit Haar Random Unitary

Here we derive the ensemble averaged EF operator for two-qudit Haar random unitary gate. We start with the definition

$$
\begin{equation*}
W_{U_{i j}}[\boldsymbol{\sigma}, \boldsymbol{\tau}]=\operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\sigma}} U_{i j}^{\otimes 2} \mathscr{X}_{\boldsymbol{\tau}} U_{i j}^{\dagger \otimes 2}\right) . \tag{A.5}
\end{equation*}
$$

$U_{i j}$ is a two-qudit gate acting on qudits labeled by $i$ and $j$. Focusing on these two qudits, the Ising variables $\boldsymbol{\sigma}=\left(\sigma_{i}, \sigma_{j}\right)$ and $\boldsymbol{\tau}=\left(\tau_{i}, \tau_{j}\right)$ both contain only two components. Consider averaging the EF $W_{U_{i j}}$ over unitary gates $U_{i j}$ in the Haar random unitary ensemble,

$$
\begin{align*}
\mathbb{E}_{U_{i j} \in \text { Haar }} W_{U_{i j}}[\boldsymbol{\sigma}, \boldsymbol{\tau}] & =\mathbb{E}_{U_{i j} \in \text { Haar }} \operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\sigma}} U_{i j}^{\otimes 2} \mathscr{X}_{\boldsymbol{\tau}} U_{i j}^{\dagger \otimes 2}\right) \\
& =\sum_{g, h \in S_{2}} \mathrm{Wg}\left(g^{-1} h, d^{2}\right) \operatorname{Tr}\left(\mathscr{X}_{g} \mathscr{X}_{\sigma_{1}}\right) \operatorname{Tr}\left(\mathscr{X}_{g} \mathscr{X}_{\sigma_{2}}\right) \operatorname{Tr}\left(\mathscr{X}_{h} \mathscr{X}_{\tau_{1}}\right) \operatorname{Tr}\left(\mathscr{X}_{h} \mathscr{X}_{\tau_{2}}\right), \tag{A.6}
\end{align*}
$$

where Wg is the Weingarten function $[52,219]$ and $g, h$ are $S_{2}$ group elements

$$
\mathrm{Wg}\left(g^{-1} h, d^{2}\right)=\left\{\begin{array}{cl}
\frac{1}{d^{4}-1} & g^{-1} h=\mathrm{I}  \tag{A.7}\\
-\frac{1}{d^{2}\left(d^{4}-1\right)} & g^{-1} h=\mathrm{x}
\end{array} .\right.
$$

The cycle counting function $\operatorname{Tr}\left(\mathscr{X}_{g} \mathscr{X}_{h}\right)$ follows

$$
\operatorname{Tr}\left(\mathscr{X}_{g} \mathscr{X}_{h}\right)=\left\{\begin{array}{ll}
d^{2} & g h=\|  \tag{A.8}\\
d & g h=x
\end{array} .\right.
$$

Substitute Eq. (A.7) and Eq. (A.8) into Eq. (A.6), we can evaluate $\mathbb{E}_{U_{i j} \in \text { Haar }} W_{U_{i j}}[\boldsymbol{\sigma}, \boldsymbol{\tau}]$ for all configurations of $\boldsymbol{\sigma}, \boldsymbol{\tau}$. In terms of Ising variables (following the identification II $\Leftrightarrow \uparrow$ and $x \Leftrightarrow \downarrow$ ), we can summarize the result as the following matrix in the Ising basis $\boldsymbol{\sigma}, \boldsymbol{\tau}=\uparrow \uparrow, \uparrow \downarrow, \downarrow \uparrow, \downarrow \downarrow$

$$
\mathbb{E}_{U_{i j} \in \text { Haar }} \hat{W}_{U_{i j}}=\left[\begin{array}{cccc}
d^{4} & d^{3} & d^{3} & d^{2}  \tag{A.9}\\
d^{3} & \frac{2 d^{4}}{d^{2}+1} & \frac{2 d^{4}}{d^{2}+1} & d^{3} \\
d^{3} & \frac{2 d^{4}}{d^{2}+1} & \frac{2 d^{4}}{d^{2}+1} & d^{3} \\
d^{2} & d^{3} & d^{3} & d^{4}
\end{array}\right],
$$

which is also the matrix representation of the (ensemble averaged) EF operator $\hat{W}_{U_{i j}}$. The matrix can as well be written in terms of Pauli operators as

$$
\begin{equation*}
\mathbb{E}_{U_{i j} \in \mathrm{Haar}} \hat{W}_{U_{i j}}=d^{2}\left(d+X_{i}\right)\left(d+X_{j}\right)-\frac{d^{2}\left(d^{2}-1\right)}{2\left(d^{2}+1\right)}\left(1-Z_{i} Z_{j}\right)\left(d^{2}-X_{i} X_{j}\right), \tag{A.10}
\end{equation*}
$$

as claimed in Eq. (2.13). For simplicity, we have omitted $\mathbb{E}_{U_{i j} \in \text { Haar }}$ notation in Eq. (2.13), with the understanding that the EF for an ensemble of unitaries is implicitly averaged.

## A. 3 Relation Between State and Unitary Entanglement Features

Here we prove Eq. (2.19). Consider a many-body state (multi-qudit) state $|\Psi\rangle$ and an unitary operator $U_{t}$ supported in the same Hilbert space. Suppose that $\left|\Psi^{\prime}\right\rangle=U_{t}|\Psi\rangle$, our goal is to derive the time evolution of the corresponding EF state. In general, this is not tractable since the unitary operator $U_{t}$ contains many non-universal features that are specific to the choice of local basis. Such features may affect the entanglement of the final state but such features are not captured in EF formalism. By this property, we instead consider an ensemble of unitary operator $U$,

$$
\begin{equation*}
\mathscr{E}_{U}=\left\{V^{\dagger} U V \mid V=\bigotimes_{i=1}^{L} V_{i}, V_{i} \in \text { Haar }\right\} \tag{A.11}
\end{equation*}
$$

where each $V_{i}$ independently follows Haar random unitary distribution on the $i$ th qudit. Our goal is to compute $\mathbb{E}_{U^{\prime} \in \mathscr{E}_{U}} W_{U^{\prime}\left|\Psi^{\prime}\right\rangle}[\boldsymbol{\sigma}]$,

$$
\begin{align*}
\underset{U^{\prime} \in \mathscr{E}_{U}}{\mathbb{E}} W_{U^{\prime}|\Psi\rangle}[\boldsymbol{\sigma}] & =\underset{U^{\prime} \in \mathscr{E}_{U}}{\mathbb{E}} \operatorname{Tr}\left[\mathscr{X}_{\boldsymbol{\sigma}}\left(U^{\prime}|\Psi\rangle\langle\Psi| U^{\prime \dagger}\right)^{\otimes 2}\right] \\
& =\underset{V \in \mathrm{Haar}}{\mathbb{E}} \operatorname{Tr}\left[\mathscr{X}_{\boldsymbol{\sigma}}\left(V^{\dagger} U V|\Psi\rangle\langle\Psi| V^{\dagger} U^{\dagger} V\right)^{\otimes 2}\right] \\
& =\underset{V \in \mathrm{Haar}}{\mathbb{E}}\left\langle\left.\Psi\right|^{\otimes 2} V^{\dagger \otimes 2} U^{\dagger \otimes 2} V^{\otimes 2} \mathscr{X}_{\boldsymbol{\sigma}} V^{\dagger \otimes 2} U^{\otimes 2} V^{\otimes 2} \mid \Psi\right\rangle^{\otimes 2} \\
& =\underset{V \in \mathrm{Haar}}{\mathbb{E}}\left\langle\left.\Psi\right|^{\otimes 2} V^{\dagger \otimes 2} U^{\dagger \otimes 2} \mathscr{X}_{\boldsymbol{\sigma}} U^{\otimes 2} V^{\otimes 2} \mid \Psi\right\rangle^{\otimes 2}  \tag{A.12}\\
& =\sum_{\boldsymbol{\tau}, \boldsymbol{\tau}^{\prime}} \operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\tau}}|\Psi\rangle\left\langle\left.\Psi\right|^{\otimes 2}\right) \operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\tau}^{\prime}} U^{\dagger}(t)^{\otimes 2} \mathscr{X}_{\boldsymbol{\sigma}} U_{t}^{\otimes 2}\right) \prod_{i} \mathrm{Wg}\left(\tau_{i}^{\prime-1} \tau_{i}, d\right)\right. \\
& =\sum_{\tau, \boldsymbol{\tau}^{\prime}} W_{|\Psi\rangle}[\boldsymbol{\tau}] W_{U}\left[\boldsymbol{\sigma}, \boldsymbol{\tau}^{\prime}\right] \prod_{i} \operatorname{Wg}\left(\tau_{i}^{\prime-1} \tau_{i}, d\right),
\end{align*}
$$

where Wg denotes the Weingarten function $[52,219]$ originated from the Haar ensemble average of $V^{\dagger \otimes 2} V^{\otimes 2}$, and $\tau, \tau^{\prime}$ are new set of Ising variables. The derivation in Eq. (A.12) can also be diagrammatically represented as Fig. A.1.

By definition, the Weingarten function, when viewed as a matrix indexed by $\tau$ and $\tau^{\prime}$, is


Figure A.1. Diagrammatic proof of Eq. (2.19)
the inverse of the Gram matrix $\operatorname{Tr} \mathscr{X}_{\boldsymbol{\tau}} \mathscr{X}_{\boldsymbol{\tau}^{\prime}}=\left\langle\boldsymbol{\tau}^{\prime}\right| \hat{W}_{1}|\boldsymbol{\tau}\rangle$, which is simply the matrix representation of the EF operator $\hat{W}_{\mathbb{1}}$ of the identity operator. So the Weingarten function is given by the matrix element of $\hat{W}_{\mathbb{1}}^{-1}$ as

$$
\begin{equation*}
\prod_{i} \mathrm{Wg}\left(\tau_{i}^{\prime-1} \tau_{i}, d\right)=\left\langle\boldsymbol{\tau}^{\prime}\right| \hat{W}_{\mathbb{1}}^{-1}|\boldsymbol{\tau}\rangle \tag{A.13}
\end{equation*}
$$

Therefore, in operator form, we have

$$
\begin{align*}
\mathbb{E}_{U^{\prime} \in \mathscr{E}_{U}}\left|W_{U^{\prime} \Psi}\right\rangle & =\sum_{\boldsymbol{\sigma}} W_{U^{\prime}|\Psi\rangle}[\boldsymbol{\sigma}]|\boldsymbol{\sigma}\rangle \\
& =\sum_{\boldsymbol{\sigma}, \boldsymbol{\tau}^{\prime}, \boldsymbol{\tau}}\left(|\boldsymbol{\sigma}\rangle W_{U}\left[\boldsymbol{\sigma}, \boldsymbol{\tau}^{\prime}\right]\left\langle\boldsymbol{\tau}^{\prime}\right|\right) \hat{W}_{\mathbb{1}}^{-1}\left(W_{|\Psi\rangle}[\boldsymbol{\tau}]|\boldsymbol{\tau}\rangle\right)  \tag{A.14}\\
& =\hat{W}_{U} \hat{W}_{\mathbb{1}}^{-1}\left|W_{\Psi}\right\rangle
\end{align*}
$$

as stated in Eq. (2.19).

## A. 4 Spectral Properties of Entanglement Hamiltonian

Let us start with the most general form of the EF Hamiltonian $\hat{H}_{\mathrm{EF}}$ given in Eq. (2.32) and investigate its spectral properties.

$$
\begin{equation*}
\hat{H}_{\mathrm{EF}}=\sum_{i, j} \hat{H}_{i j}, \quad \hat{H}_{i j}=g_{i j} \frac{1-Z_{i} Z_{j}}{2} e^{-\beta_{i j} X_{i} X_{j}-\delta\left(X_{i}+X_{j}\right)} \tag{A.15}
\end{equation*}
$$

with $\operatorname{coth} \delta=d$. Our first goal is to show that $\hat{H}_{\mathrm{EF}}$ is positive semi-definite. The trick is to first deform $\hat{H}_{\mathrm{EF}}$ to a Hermitian version $\hat{H}_{\mathrm{EF}}^{\prime}$, given by

$$
\begin{equation*}
\hat{H}_{\mathrm{EF}}^{\prime}=\hat{W}_{\mathbb{1}}^{-1 / 2} \hat{H}_{\mathrm{EF}} \hat{W}_{\mathbb{1}}^{1 / 2} \tag{A.16}
\end{equation*}
$$

Because $\hat{H}_{\mathrm{EF}}$ and $\hat{H}_{\mathrm{EF}}^{\prime}$ are related by similar transformation, they share the same set of eigenvalues. So the positivity of the original EF Hamiltonian $\hat{H}_{\mathrm{EF}}$ is equivalent to the positivity of the transformed Hermitian version $\hat{H}_{\mathrm{EF}}^{\prime}$. The later turns out to be easier to prove. By the way, to see that $\hat{H}_{\mathrm{EF}}^{\prime}$ is Hermitian (or real symmetric to be more precise), we use $\hat{W}_{\mathbb{1}}^{\top}=\hat{W}_{\mathbb{1}}$ and Eq. (2.35) that $\hat{W}_{\mathbb{1}} \hat{H}_{\mathrm{EF}}^{\top}=\hat{H}_{\mathrm{EF}} \hat{W}_{1}$, then

$$
\begin{align*}
\hat{H}_{\mathrm{EF}}^{\prime \top}=\hat{W}_{\mathbb{1}}^{1 / 2} \hat{H}_{\mathrm{EF}}^{\top} \hat{W}_{\mathbb{1}}^{-1 / 2}=\hat{W}_{\mathbb{1}}^{-1 / 2} & \left(\hat{W}_{\mathbb{1}} \hat{H}_{\mathrm{EF}}^{\top}\right) \hat{W}_{\mathbb{1}}^{-1 / 2} \\
& =\hat{W}_{\mathbb{1}}^{-1 / 2}\left(\hat{H}_{\mathrm{EF}} \hat{W}_{\mathbb{1}}\right) \hat{W}_{\mathbb{1}}^{-1 / 2}=\hat{W}_{\mathbb{1}}^{-1 / 2} \hat{H}_{\mathrm{EF}} \hat{W}_{\mathbb{1}}^{1 / 2}=\hat{H}_{\mathrm{EF}}^{\prime}, \tag{A.17}
\end{align*}
$$

meaning that $\hat{H}_{\mathrm{EF}}^{\prime}$ is transpose symmetric. Moreover $\hat{H}_{\mathrm{EF}}^{\prime}$ is real by definition, so $\hat{H}_{\mathrm{EF}}^{\prime}$ is real and symmetric and therefore Hermitian. As a real symmetric operator, $\hat{H}_{\mathrm{EF}}^{\prime}$ admits the following spectral decomposition

$$
\begin{equation*}
\hat{H}_{\mathrm{EF}}^{\prime}=\sum_{a}\left|V_{a}\right\rangle \lambda_{a}\left\langle V_{a}\right| \tag{A.18}
\end{equation*}
$$

with $\left|V_{a}\right\rangle=\left\langle\left. V_{a}\right|^{\top}\right.$ being the eigenvector corresponding to the eigenvalue $\lambda_{a}$. If we can show that the expectation value $\langle V| \hat{H}_{\mathrm{EF}}^{\prime}|V\rangle \geq 0$ is non-negative on any state $|V\rangle$ in the EF Hilbert space
(including the eigenstates $\left|V_{a}\right\rangle$ ), we will be able to prove that all eigenvalues $\lambda_{a}=\left\langle V_{a}\right| \hat{H}_{\mathrm{EF}}^{\prime}\left|V_{a}\right\rangle \geq 0$ are non-negative, hence $\hat{H}_{\mathrm{EF}}^{\prime}$ will be positive semi-definite.

We can show $\langle V| \hat{H}_{\mathrm{EF}}^{\prime}|V\rangle \geq 0$ by finding the Cholesky decomposition for each terms in $\hat{H}_{\mathrm{EF}}^{\prime}$. A useful trick is to note that $d\left(d+X_{i}\right)=e^{\delta X_{i}} /(\tanh \delta \sinh \delta)$ given $d=\operatorname{coth} \delta$, so $\hat{W}_{\mathbb{1}}$ can be rewritten as

$$
\begin{equation*}
\hat{W}_{\mathbb{1}}=\prod_{i=1}^{L} d\left(d+X_{i}\right)=\prod_{i=1}^{L} \frac{e^{\delta X_{i}}}{\tanh \delta \sinh \delta}=\frac{1}{(\tanh \delta \sinh \delta)^{L}} \prod_{i=1}^{L} e^{\delta X_{i}} \tag{A.19}
\end{equation*}
$$

such that any $\hat{W}_{1}^{\alpha}$ can be simply calculated,

$$
\begin{equation*}
\hat{W}_{\mathbb{1}}^{\alpha}=(\tanh \boldsymbol{\delta} \sinh \boldsymbol{\delta})^{-\alpha L} \prod_{i=1}^{L} e^{\alpha \delta X_{i}} \tag{A.20}
\end{equation*}
$$

With this, and substitute Eq. (A.15) in Eq. (A.16), we can show that

$$
\begin{align*}
\hat{H}_{\mathrm{EF}}^{\prime} & =\sum_{i, j} \hat{H}_{i j}^{\prime}, \\
\hat{H}_{i j}^{\prime} & =\hat{W}_{\mathbb{1}}^{-1 / 2} \hat{H}_{i j} \hat{W}_{\mathbb{1}}^{1 / 2} \\
& =\prod_{i=1}^{L} e^{-\frac{\delta}{2} X_{i}} \hat{H}_{i j} \prod_{i=1}^{L} e^{\frac{\delta}{2} X_{i}}  \tag{A.21}\\
& =e^{-\frac{\delta}{2}\left(X_{i}+X_{j}\right)} \hat{H}_{i j} e^{\frac{\delta}{2}\left(X_{i}+X_{j}\right)} \\
& =g_{i j} e^{-\frac{\delta}{2}\left(X_{i}+X_{j}\right)} \frac{1-Z_{i} Z_{j}}{2} e^{-\beta_{i j} X_{i} X_{j}} e^{-\frac{\delta}{2}\left(X_{i}+X_{j}\right)} \\
& =g_{i j} e^{-\frac{\delta}{2}\left(X_{i}+X_{j}\right)} \frac{1-Z_{i} Z_{j}}{2} e^{-\beta_{i j} X_{i} X_{j}} \frac{1-Z_{i} Z_{j}}{2} e^{-\frac{\delta}{2}\left(X_{i}+X_{j}\right)} .
\end{align*}
$$

In the last step, we use the fact that $\frac{1-Z_{i} Z_{j}}{2}$ is a projection operator, so $\left(\frac{1-Z_{i} Z_{j}}{2}\right)^{2}=\frac{1-Z_{i} Z_{j}}{2}$. Also $\frac{1-Z_{i} Z_{j}}{2}$ and $e^{-\beta_{i j} X_{i} X_{j}}$ commute with each other, so we are free to move $e^{-\beta_{i j} X_{i} X_{j}}$ through $\frac{1-Z_{i} Z_{j}}{2}$. The final form of $\hat{H}_{i j}^{\prime}$ admits the following Cholesky decomposition explicitly

$$
\begin{equation*}
\hat{H}_{i j}^{\prime}=\hat{A}_{i j}^{\top} \hat{A}_{i j}, \quad \hat{A}_{i j}=g_{i j}^{1 / 2} e^{-\frac{\beta_{i j}}{2} X_{i} X_{j}} \frac{1-Z_{i} Z_{j}}{2} e^{-\frac{\delta}{2}\left(X_{i}+X_{j}\right)} . \tag{A.22}
\end{equation*}
$$

For any state $|V\rangle$ in EF Hilbert space, the expectation value $\langle V| \hat{H}_{i j}^{\prime}|V\rangle=\langle V| \hat{A}_{i j}^{\top} \hat{A}_{i j}|V\rangle \geq 0$ is nonnegative, therefore $\hat{H}_{i j}^{\prime}$ is positive semi-definite. In consequence, the transformed EF Hamiltonian $\hat{H}_{\mathrm{EF}}^{\prime}=\sum_{i, j} \hat{H}_{i j}^{\prime}$ is also positive semi-definite, as it is the sum of positive semi-definite terms $\hat{H}_{i j}^{\prime}$. Recall that the similar transformation does not affect the eigenvalues, so $\hat{H}_{\mathrm{EF}}=\hat{W}_{\mathbb{1}}^{1 / 2} \hat{H}_{\mathrm{EF}}^{\prime} \hat{W}_{\mathbb{1}}^{-1 / 2}$ is also positive semi-definite.

We can further show that $\hat{H}_{\mathrm{EF}}$ always has two zero modes: one is even under $\mathbb{Z}_{2}$ Ising symmetry, and the other is odd. Using the left-null-state property $\langle\Uparrow| \hat{H}_{\mathrm{EF}}=0$ given in Eq. (2.34), it is ensured that $\langle\Uparrow|$ is an left-eigenstate of $\hat{H}_{\mathrm{EF}}$ with zero eigenvalue. Since $\hat{H}_{\mathrm{EF}}$ is $\mathbb{Z}_{2}$ symmetric, the $\mathbb{Z}_{2}$ related state $\langle\Downarrow|=\langle\Uparrow| \prod_{i} X_{i}$ is also a left zero mode. So by explicit construction, we have shown that $\hat{H}_{\mathrm{EF}}$ has at least two zero eigenvalues. The left zero mode subspace is spanned by $\langle\Uparrow|$ and $\langle\Downarrow|$. Using the relation between left- and right-eigenstate $\left|R_{a}\right\rangle \propto\left(\left\langle L_{a}\right| \hat{W}_{\mathbb{1}}\right)^{\top}$, the corresponding right zero mode subspace is spanned by $\hat{W}_{1}|\Uparrow\rangle$ and $\hat{W}_{1}|\Downarrow\rangle$.

Since we are most interested about the EF of pure states, we should focus on the $\mathbb{Z}_{2}$ even state in the zero mode subspace. In that regard, the left and right zero modes in the $\mathbb{Z}_{2}$ even sector are given by

$$
\begin{align*}
\left\langle L_{0}\right| & =\frac{\langle\Uparrow|+\langle\Downarrow|}{2} \\
\left|R_{0}\right\rangle & \propto \hat{W}_{\mathbb{1}} \frac{|\Uparrow\rangle+|\Downarrow\rangle}{2} \\
& =\frac{1}{2}\left(\prod_{i=1}^{L} d\left(d+X_{i}\right)\right)(|\Uparrow\rangle+|\Downarrow\rangle) \\
& =\frac{1}{2} d^{3 L / 2}\left(\prod_{i=1}^{L}\left(e^{\eta}+e^{-\eta} X_{i}\right)\right)(|\Uparrow\rangle+|\Downarrow\rangle) \quad\left(\eta \equiv \frac{1}{2} \log d\right)  \tag{A.23}\\
& =\frac{1}{2} d^{3 L / 2} \sum_{\boldsymbol{\sigma}}\left(\prod_{i=1}^{L} e^{\eta \sigma_{i}}|\boldsymbol{\sigma}\rangle+\prod_{i=1}^{L} e^{-\eta \sigma_{i}}|\boldsymbol{\sigma}\rangle\right) \\
& =d^{3 L / 2} \sum_{\boldsymbol{\sigma}} \cosh \left(\eta \sum_{i=1}^{L} \sigma_{i}\right)|\boldsymbol{\sigma}\rangle .
\end{align*}
$$

The normalization of $\left|R_{0}\right\rangle$ is determined by the condition $\left\langle L_{0} \mid R_{0}\right\rangle=1$, such that

$$
\begin{equation*}
\left|R_{0}\right\rangle=\sum_{\boldsymbol{\sigma}} \frac{\cosh \left(\eta \sum_{i=1}^{L} \sigma_{i}\right)}{\cosh (\eta L)}|\boldsymbol{\sigma}\rangle=\left|W_{\text {Page }}\right\rangle \tag{A.24}
\end{equation*}
$$

In summary, we have shown that in the $\mathbb{Z}_{2}$ even sector, the EF Hamiltonian $\hat{H}_{\mathrm{EF}}$ has at least one zero eigenvalue $\lambda_{0}=0$, whose left- and right-eigenstates are given by

$$
\begin{equation*}
\left\langle L_{0}\right|=\frac{\langle\Uparrow|+\langle\Downarrow|}{2}, \quad\left|R_{0}\right\rangle=\left|W_{\text {Page }}\right\rangle \tag{A.25}
\end{equation*}
$$

as claimed in Eq. (2.41).

## A. 5 Derivation of the Dispersion Relation for two-domainwall Ansatz

Here, we show the derivation of Eq. (2.52). Our goal here is to obtain the analytical expression of excited state energy, namely dispersion relation, $\omega(k)$. Note that the left and right eigenstates are not simply each other's conjugate transpose due to the non-hermitian nature of EF Hamiltonian (Eq. (2.32)). For simplicity, we focus on the excitation of left eigenstates and construct the corresponding right eigenstate with $|R\rangle=\left(\langle L| \hat{W}_{1}\right)^{\top}$. From the discussion in Sec. 2.2.6, the universal left ground state for any parameters $g_{i j}, \beta$ is the linear combination of all spin-up and spin-down state,

$$
\begin{equation*}
\left\langle L_{0}\right|=\frac{\langle\Uparrow|+\langle\Downarrow|}{2} . \tag{A.26}
\end{equation*}
$$

Based on our ED result in Fig. 2.5, the low energy left excited state mainly consists of two-domain-wall states. The generic form of two-domain-wall state can be expressed as

$$
\begin{equation*}
\langle k| \equiv C_{k} \sum_{n, a}\left\langle k_{n}, a\right| \equiv C_{k} \sum_{n, a} e^{i k n} \phi^{*}(a)\langle\Uparrow| \prod_{i=n}^{n+a} X_{i} \tag{A.27}
\end{equation*}
$$

where $C_{k}$ is the normalization constant and $\left\langle k_{n}, a\right|$ represents the two-domain-wall state ranging from $n$ to $n+a$.

First, we start from deriving the normalization constant.

$$
\begin{equation*}
\langle k \mid k\rangle=\left|C_{k}\right|^{2} \sum_{n, m, a, b} e^{i k(n-m)} \phi^{*}(a) \phi(b)\langle\Uparrow| \prod_{i=n}^{n+a} X_{i} \hat{W}_{\mathbb{1}} \prod_{i=m}^{m+b} X_{i}|\Uparrow\rangle=1 . \tag{A.28}
\end{equation*}
$$

Next step is to evaluate $\langle\Uparrow| \prod_{i=n}^{n+a} X_{i} \hat{W}_{\mathbb{1}} \prod_{j=m}^{m+b} X_{j}|\Uparrow\rangle$. The physical meaning is the transition amplitude between two Bethe string states with evolution as $\hat{W}_{1}$. There are two possibilities for each site. When both Bethe strings have/do not have excitation at site $i$, the answer would be $\langle\Uparrow|\left(\hat{W}_{\mathbb{1}}\right)_{i}|\Uparrow\rangle=d^{2}$. When either Bethe string has excitation on site $i$, the result becomes $\langle\Uparrow| X_{i}\left(\hat{W}_{\mathbb{1}}\right)_{i}|\Uparrow\rangle=d$. To evaluate this quantity, we perform perturbative expansion as $1 / d$ series. To obtain analytical expression of $\left|C_{k}\right|^{2}$, we also approximate $\phi(a)$ as plane wave $\sim e^{-i k a / 2}$. Physical intuition is that we assume these domain walls have little interaction with each other and thus they can move through each other almost freely. Consequently, plane wave solution is assumed and $a / 2$ represents the center location of domain wall. Let's start evaluating the normalization constant up to the order of $1 / d^{2}$,

$$
\begin{align*}
& \langle\Uparrow| \prod_{i=n}^{n+a} X_{i} \hat{W}_{1} \prod_{j=m}^{m+b} X_{j}|\Uparrow\rangle= \\
& \quad \delta_{n, m} \delta_{a, b} d^{2 N}+\left(\delta_{n, m} \delta_{a, b+1}+\delta_{n, m} \delta_{a, b-1}+\delta_{n, m+1} \delta_{a, b-1}+\delta_{n, m-1} \delta_{a, b+1}\right) d^{2 N-1} \\
& \quad+\left(\delta_{n, m} \delta_{a, b+2}+\delta_{n, m} \delta_{a, b-2}+\delta_{n, m-2} \delta_{a, b+2}+\delta_{n, m+2} \delta_{a, b-2}\right. \\
& \left.\quad+\delta_{n, m+1} \delta_{a, b}+\delta_{n, m+1} \delta_{a, b-2}+\delta_{n, m-1} \delta_{a, b}+\delta_{n, m-1} \delta_{a, b+2}\right) d^{2 N-2}+\mathscr{O}\left(d^{2 N-3}\right) \tag{A.29}
\end{align*}
$$

For $b=0,1$, we would have different terms,

$$
\begin{align*}
& \langle\Uparrow| \prod_{i=n}^{n+a} X_{i} \hat{W}_{1} X_{m}|\Uparrow\rangle=\delta_{n, m} \delta_{a, 0} d^{2 N}+\left(\delta_{n, m} \delta_{a, 1}+\delta_{n, m-1} \delta_{a, 1}\right) d^{2 N-1} \\
& \quad+\left(\delta_{n, m} \delta_{a, 2}+\delta_{n, m-2} \delta_{a, 2}+\delta_{n, m+1} \delta_{a, 0}+\delta_{n, m-1} \delta_{a, 0}+\delta_{n, m-1} \delta_{a, 2}\right) d^{2 N-2}+\mathscr{O}\left(d^{2 N-3}\right) \tag{A.30}
\end{align*}
$$

$$
\begin{align*}
& \langle\Uparrow| \prod_{i=n}^{n+a} X_{i} \hat{W}_{1} X_{m} X_{m+1}|\Uparrow\rangle= \\
& \quad \delta_{n, m} \delta_{a, 1} d^{2 N}+\left(\delta_{n, m} \delta_{a, 2}+\delta_{n, m} \delta_{a, 0}+\delta_{n, m+1} \delta_{a, 0}+\delta_{n, m-1} \delta_{a, 2}\right) d^{2 N-1} \\
& \quad+\left(\delta_{n, m} \delta_{a, 3}+\delta_{n, m-2} \delta_{a, 3}+\delta_{n, m+1} \delta_{a, 1}+\delta_{n, m-1} \delta_{a, 1}+\delta_{n, m-1} \delta_{a, 3}\right) d^{2 N-2}+\mathcal{O}\left(d^{2 N-3}\right) \tag{A.31}
\end{align*}
$$

Put them back to Eq. (A.28) and we can obtain

$$
\begin{align*}
\left|C_{k}\right|^{2} d^{2 N} N^{2}\left\{\frac { N - 2 } { N } \left[1+\frac{4}{d} \cos \frac{k}{2}+\right.\right. & \left.\frac{1}{d^{2}}(2+6 \cos k)\right]+\frac{1}{N}\left[1+\frac{2}{d} \cos \frac{k}{2}+\frac{1}{d^{2}}(1+4 \cos k)\right] \\
& \left.+\frac{1}{N}\left[1+\frac{4}{d} \cos \frac{k}{2}+\frac{1}{d^{2}}(1+4 \cos k)\right]+\mathscr{O}\left(d^{-3}\right)\right\}=1 \tag{A.32}
\end{align*}
$$

To simplify the whole calculation, the thermodynamics limit is taken $N \rightarrow \infty$. The main effect of thermodynamics limit is that the contribution from short two domain wall states (e.g. single-site or two-site excitations) is fully suppressed. Thus, up to $\mathscr{O}\left(\frac{1}{d^{2}}\right)$, we have

$$
\begin{equation*}
\left|C_{k}\right|^{2} d^{2 N} N^{2}\left[1+\frac{4}{d} \cos \frac{k}{2}+\frac{1}{d^{2}}(2+6 \cos k)\right]=1 \tag{A.33}
\end{equation*}
$$

Now, we are ready to evaluate the energy expectation value of our two-domain-wall state,
$\langle k| H_{E F}|k\rangle$. For simplicity, we assume $g_{i j}=1, \beta_{i j}=\beta$ and reorganize the EF Hamiltonian

$$
\begin{align*}
\hat{H}_{\mathrm{EF}} & =\sum_{i, j} \frac{1-Z_{i} Z_{j}}{2} e^{-\beta X_{i} X_{j}-\delta\left(X_{i}+X_{j}\right)} \\
& =\sum_{i, j} \frac{1-Z_{i} Z_{j}}{2} \frac{d^{2}}{d^{2}-1}\left[\cosh \beta-\sinh \beta X_{i} X_{j}\right]\left[1-\frac{1}{d}\left(X_{i}+X_{j}\right)+\frac{1}{d^{2}} X_{i} X_{j}\right]  \tag{A.34}\\
& \equiv \sum_{i} \frac{1-Z_{i} Z_{i+1}}{2}\left[a(\beta, d)+b(\beta, d)\left(X_{i}+X_{i+1}\right)+c(\beta, d) X_{i} X_{i+1}\right]
\end{align*}
$$

where

$$
\begin{align*}
& a(\beta, d)=\frac{d^{2}}{d^{2}-1}\left(\cosh \beta-\frac{\sinh \beta}{d^{2}}\right)=\cosh \beta+\frac{\cosh \beta-\sinh \beta}{d^{2}}+\mathscr{O}\left(\frac{1}{d^{4}}\right) \\
& b(\beta, d)=-\frac{d}{d^{2}-1}(\cosh \beta-\sinh \beta)=-\frac{1}{d}(\cosh \beta-\sinh \beta)+\mathscr{O}\left(\frac{1}{d^{3}}\right)  \tag{A.35}\\
& c(\beta, d)=\frac{d^{2}}{d^{2}-1}\left(\frac{\cosh \beta}{d^{2}}-\sinh \beta\right)=\frac{\cosh \beta-\sinh \beta}{d^{2}}-\sinh \beta+\mathscr{O}\left(\frac{1}{d^{4}}\right) .
\end{align*}
$$

The first term in $\langle k| H_{E F}|k\rangle$ is

$$
\begin{align*}
& \left|C_{k}\right|^{2} a(\beta, d) \sum_{n, m, a, b} e^{i k(n-m)} e^{i k(a-b) / 2}\langle\Uparrow| \prod_{i=n}^{n+a} X_{i} \sum_{l} \frac{1-Z_{l} Z_{l+1}}{2} \hat{W}_{\mathbb{1}} \prod_{j=m}^{m+b} X_{j}|\Uparrow\rangle \\
& =2 a(\beta, d)\left|C_{k}\right|^{2} \sum_{n, m, a, b} e^{i k(n-m)} e^{i k(a-b) / 2}\langle\Uparrow| \prod_{i=n}^{n+a} X_{i} \hat{W}_{\mathbb{1}} \prod_{j=m}^{m+b} X_{j}|\Uparrow\rangle=2 a(\beta, d) \tag{A.36}
\end{align*}
$$

As for the second term, since $b(\beta, d)$ already contains $1 / d$ power, we just compute the terms up to $1 / d$ order and the result is

$$
\begin{align*}
& \left|C_{k}\right|^{2} b(\beta, d) \sum_{n, m, a, b} e^{i k(n-m)} e^{i k(a-b) / 2}\langle\Uparrow| \prod_{i=n}^{n+a} X_{i} \sum_{l} \frac{1-Z_{l} Z_{l+1}}{2}\left(X_{l}+X_{l+1}\right) \hat{W}_{\mathbb{1}} \prod_{j=m}^{m+b} X_{j}|\Uparrow\rangle \\
& =\left|C_{k}\right|^{2} b(\beta, d) \sum_{n, m, a, b} e^{i k(n-m)} e^{i k(a-b) / 2}  \tag{A.37}\\
& \times[h(n-1, m, a+1, b)+h(n+1, m, a-1, b)+h(n, m, a+1, b)+h(n, m, a-1, b)]
\end{align*}
$$

where

$$
\begin{equation*}
h(n, m, a, b)=\langle\Uparrow| \prod_{i=n}^{n+a} X_{i} \hat{W}_{\mathbb{1}} \prod_{j=m}^{m+b} X_{j}|\Uparrow\rangle . \tag{A.38}
\end{equation*}
$$

For each $h(n, m, a, b)$, the boundary terms would have different result. For example, the results of $h(n-1, m, a+1, b)$ are as follows

$$
\begin{align*}
& h(n-1, m, a+1,0)=\left(\delta_{n, m+1} \delta_{a, 0}+\delta_{n, m} \delta_{a, 0}\right) d^{2 N-1}+\mathscr{O}\left(d^{2 N-2}\right) \\
& h(n-1, m, a+1,1)=\delta_{n, m+1} \delta_{a, 0} d^{2 N}+\left(\delta_{n, m+1} \delta_{a, 1}+\delta_{n, m} \delta_{a, 1}\right) d^{2 N-1}+\mathscr{O}\left(d^{2 N-2}\right) \\
& h(n-1, m, a+1,2)=\delta_{n, m+1} \delta_{a, 1} d^{2 N}  \tag{A.39}\\
& \quad+\left(\delta_{n, m+1} \delta_{a, 2}+\delta_{n, m+1} \delta_{a, 0}+\delta_{n, m+2} \delta_{a, 0}+\delta_{n, m} \delta_{a, 2}\right) d^{2 N-1}+\mathscr{O}\left(d^{2 N-2}\right) \\
& h(n-1, m, a+1, b \neq 0,1,2)=\delta_{n, m+1} \delta_{a, b-1} d^{2 N}+\left(\delta_{n, m+1} \delta_{a, b}+\delta_{n, m+1} \delta_{a, b-2}+\right. \\
& \left.\quad \delta_{n, m+2} \delta_{a, b-2}+\delta_{n, m} \delta_{a, b}\right) d^{2 N-1}+\mathscr{O}\left(d^{2 N-2}\right)
\end{align*}
$$

Since the thermodynamics limit would be taken $(N \rightarrow \infty)$, the "boundary effect" from short two-domain-wall states would be suppressed. Consequently, we only keep the last term in our calculation. Combine these four terms and compute the sum with thermodynamic limit,

$$
\begin{array}{r}
\left|C_{k}\right|^{2} b(\beta, d) d^{2 N} N^{2}\left[4 \cos \frac{k}{2}+\frac{8}{d}(1+\cos k)\right]+\mathscr{O}\left(\frac{1}{d^{2}}\right)  \tag{A.40}\\
=b(\beta, d)\left[4 \cos \frac{k}{2}-\frac{16}{d} \cos ^{2} \frac{k}{2}+\frac{4}{d}(2+2 \cos k)\right]+\mathscr{O}\left(\frac{1}{d^{2}}\right)
\end{array}
$$

For the third term, the following quantity is computed

$$
\begin{equation*}
\left|C_{k}\right|^{2} c(\beta, d) \sum_{n, m, a, b} e^{i k(n-m)} e^{i k(a-b) / 2}\langle\Uparrow| \prod_{i=n}^{n+a} X_{i} \sum_{l} \frac{1-Z_{l} Z_{l+1}}{2} X_{l} X_{l+1} \hat{W}_{I} \prod_{j=m}^{m+b} X_{j}|\Uparrow\rangle . \tag{A.41}
\end{equation*}
$$

The EF Hamiltonian would give extra $X_{i} X_{i+1}$ term. In most two-domain-wall states (length $>1$ ), the two-domain-wall structure would destroyed. However, for single site excitation, this $X_{i} X_{i+1}$ term would only shift the position of excitation with one site. Due to the suppression of thermodynamic limit, we would also drop this term. Eventually, we can have

$$
\begin{align*}
& c(\beta, d)\left[\frac{4}{d} \cos \frac{k}{2}+\frac{1}{d^{2}}(8+8 \cos k)\right]\left(1-\frac{4}{d} \cos \frac{k}{2}\right)+\mathscr{O}\left(\frac{1}{d^{3}}\right) \\
& =c(\beta, d)\left[\frac{4}{d} \cos \frac{k}{2}+\frac{1}{d^{2}}(8+8 \cos k)-\frac{16}{d^{2}} \cos ^{2} \frac{k}{2}\right]+\mathscr{O}\left(\frac{1}{d^{3}}\right) . \tag{A.42}
\end{align*}
$$

Combining Eq. (A.36), Eq. (A.40) and Eq. (A.42) and keeping terms up to $\mathscr{O}\left(\frac{1}{d^{3}}\right),\langle k| H_{E F}|k\rangle$ would be

$$
\begin{align*}
& \langle k| H_{E F}|k\rangle= \\
& 2\left[\cosh \beta+\frac{\cosh \beta-\sinh \beta}{d^{2}}\right]-\frac{1}{d}(\cosh \beta-\sinh \beta)\left[4 \cos \frac{k}{2}-\frac{16}{d} \cos ^{2} \frac{k}{2}+\frac{4}{d}(2+2 \cos k)\right] \\
& -\sinh \beta\left[\frac{4}{d} \cos \frac{k}{2}+\frac{1}{d^{2}}(8+8 \cos k)-\frac{16}{d^{2}} \cos ^{2} \frac{k}{2}\right]+\mathscr{O}\left(\frac{1}{d^{3}}\right) \tag{A.43}
\end{align*}
$$

## A. 6 Derivation of the Dispersion Relation for Single-Site Excitation ansatz

This appendix is similar with the calculation in Appendix A.5. The only difference is the ansatz state we use. The single-site excitation ansatz is defined as

$$
\begin{equation*}
\langle k|=C_{k}\langle\Uparrow| \sum_{n} X_{n} e^{i k n},|k\rangle=\hat{W}_{\mathbb{1}} \sum_{n} X_{n} e^{-i k n}|\Uparrow\rangle . \tag{A.44}
\end{equation*}
$$

First, we start from the normalization condition $\langle k \mid k\rangle=1$,

$$
\begin{equation*}
\langle k \mid k\rangle=1=C_{k}\langle\Uparrow| \sum_{n, m} e^{i k(n-m)} X_{n} \hat{W}_{1} X_{m}|\Uparrow\rangle=C_{k}\left[N d^{2(N-1)}\left(d^{2}-1\right)+N^{2} \delta_{k, 0} d^{2(N-1)}\right] . \tag{A.45}
\end{equation*}
$$

Following the expression in Eq. (A.46),

$$
\begin{equation*}
\hat{H}_{\mathrm{EF}}=\sum_{i} \frac{1-Z_{i} Z_{i+1}}{2}\left[a(\beta, d)+b(\beta, d)\left(X_{i}+X_{i+1}\right)+c(\beta, d) X_{i} X_{i+1}\right] \tag{A.46}
\end{equation*}
$$

where

$$
\begin{align*}
& a(\beta, d)=\frac{d^{2}}{d^{2}-1}\left(\cosh \beta-\frac{\sinh \beta}{d^{2}}\right) \\
& b(\beta, d)=-\frac{d}{d^{2}-1}(\cosh \beta-\sinh \beta)  \tag{A.47}\\
& c(\beta, d)=\frac{d^{2}}{d^{2}-1}\left(\frac{\cosh \beta}{d^{2}}-\sinh \beta\right)
\end{align*}
$$

The first term is

$$
\begin{align*}
a(\beta, d)\langle k| \sum_{l} \frac{1-Z_{l} Z_{l+1}}{2} W_{I}|k\rangle & =a(\beta, d) C_{k} \sum_{m, n} e^{i k(n-m)}\langle n| \sum_{l} \frac{1-Z_{l} Z_{l+1}}{2} \hat{W}_{\mathbb{1}}|m\rangle \\
& =a(\beta, d) C_{k} \sum_{m, n} e^{i k(n-m)}\langle n| \sum_{l}\left(\delta_{l, n-1}+\delta_{l, n}\right) \hat{W}_{\mathbb{1}}|m\rangle \\
& =2 a(\beta, d) C_{k} \sum_{m, n} e^{i k(n-m)}\langle n| \hat{W}_{\mathbb{1}}|m\rangle \\
& =2 a(\beta, d) C_{k} \sum_{m, n} e^{i k(n-m)}\left[\delta_{n, m} d^{2 N}+\left(1-\delta_{n, m}\right) d^{2(N-1)}\right] \\
& =2 a(\beta, d) C_{k}\left[N d^{2(N-1)}\left(d^{2}-1\right)+N^{2} \delta_{k, 0} d^{2(N-1)}\right]=2 a(\beta, d) \tag{A.48}
\end{align*}
$$

The second term is

$$
\begin{align*}
& b(\beta, d)\langle k| \sum_{l} \frac{1-Z_{l} Z_{l+1}}{2}\left(X_{l}+X_{l+1}\right) W_{I}|k\rangle \\
& =b(\beta, d) C_{k} \sum_{m, n} e^{i k(n-m)}\langle n| \sum_{l} \frac{1-Z_{l} Z_{l+1}\left(X_{l}+X_{l+1}\right)}{2} \hat{W}_{\mathbb{1}}|m\rangle \\
& =b(\beta, d) C_{k} \sum_{m, n} e^{i k(n-m)}\langle n|\left(X_{n-1}+2 X_{n}+X_{n+1}\right) \hat{W}_{\mathbb{1}}|m\rangle \\
& =b(\beta, d) C_{k} \sum_{m, n} e^{i k(n-m)}\left(\langle n, n-1| W_{I}|m\rangle+\langle n, n+1| \hat{W}_{\mathbb{1}}|m\rangle+2\langle\Uparrow| \hat{W}_{\mathbb{1}}|m\rangle\right) \\
& =b(\beta, d) C_{k} \sum_{m, n} e^{i k(n-m)}\left[d^{2 N-3}\left(1-\delta_{m, n}\right)\left(1-\delta_{m, n-1}\right)+d^{2 N-3}\left(1-\delta_{m, n}\right)\left(1-\delta_{m, n+1}\right)\right. \\
& \left.+d^{2 N-1}\left(\delta_{m, n}+\delta_{m, n-1}\right)+d^{2 N-1}\left(\delta_{m, n}+\delta_{m, n+1}\right)+2 d^{2 N-1}\right] \\
& =b(\beta, d) C_{k} \sum_{m, n} e^{i k(n-m)}\left[2 d^{2 N-3}+2 d^{2 N-1}+\left(d^{2 N-1}-d^{2 N-3}\right)\left(\delta_{m, n-1}+2 \delta_{m, n}+\delta_{m, n+1}\right)\right] \\
& =b(\beta, d) C_{k}\left[N^{2} \delta_{k, 0} 2 d^{2 N-3}\left(d^{2}+1\right)+2 d^{2 N-3}\left(d^{2}-1\right) N(1+\cos k)\right] . \tag{A.49}
\end{align*}
$$

For single-site excitation, we focus on the region which $k \neq 0$. The result would be

$$
\begin{equation*}
2 b(\beta, d) \frac{1+\cos k}{d} \times C_{k}\left[N d^{2(N-2)}\left(d^{2}-1\right)\right]=\frac{2 b(\beta, d)}{d}(1+\cos k) . \tag{A.50}
\end{equation*}
$$

The third term is

$$
\begin{align*}
& c(\beta, d)\langle k| \sum_{l} \frac{1-Z_{l} Z_{l+1}}{2} X_{l} X_{l+1} \hat{W}_{\mathbb{1}}|k\rangle \\
& =c(\beta, d) C_{k} \sum_{m, n} e^{i k(n-m)}\langle n| \sum_{l} \frac{\left(1-Z_{l} Z_{l+1}\right) X_{l} X_{l+1}}{2} \hat{W}_{\mathbb{1}}|m\rangle \\
& =c(\beta, d) C_{k} \sum_{m, n} e^{i k(n-m)}\langle n| \sum_{l}\left(\delta_{l, n-1}+\delta_{l, n}\right) X_{l} X_{l+1} \hat{W}_{\mathbb{1}}|m\rangle  \tag{A.51}\\
& =c(\beta, d) C_{k} \sum_{m, n} e^{i k(n-m)}\left(\langle n-1| \hat{W}_{\mathbb{1}}|m\rangle+\langle n+1| \hat{W}_{\mathbb{1}}|m\rangle\right) \\
& =c(\beta, d) C_{k} \sum_{m, n} e^{i k(n-m)}\left(2 d^{2(N-1)}+\left(\delta_{m, n-1}+\delta_{m, n+1}\right)\left(d^{2 N}-d^{2(N-1)}\right)\right. \\
& =2 c(\beta, d) C_{k}\left[N d^{2(N-1)}\left(d^{2}-1\right) \cos k+N^{2} d^{2(N-1)} \delta_{k, 0}\right]=2 c(\beta, d) \cos k
\end{align*}
$$

The overall result would be

$$
\begin{align*}
& \langle k| \hat{H}_{E F}|k\rangle \\
& =2 a(\beta, d)+\frac{2 b(\beta, d)}{d}(1+\cos k)+2 c(\beta, d) \cos k \\
& =2 a(\beta, d)+\frac{2 b(\beta, d)}{d}+\cos k\left[2 c(\beta, d)+\frac{2 b(\beta, d)}{d}\right]  \tag{A.52}\\
& =\frac{2 d^{2}}{d^{2}-1}\left(\cosh \beta-\frac{\sinh \beta}{d^{2}}\right)-\frac{2}{d^{2}-1}(\cosh \beta-\sinh \beta) \\
& \quad+\cos k\left[\frac{2 d^{2}}{d^{2}-1}\left(\frac{\cosh \beta}{d^{2}}-\sinh \beta\right)-\frac{2}{d^{2}-1}(\cosh \beta-\sinh \beta)\right]
\end{align*}
$$

## A. 7 Diagrammatic Expansion of Entanglement Feature Hamiltonian

In this appendix, we derive the EF Hamiltonian for the locally scrambled Hamiltonian dynamics. We start from the definition of the EF for $e^{-\mathrm{i} \varepsilon H}$ following Eq. (2.5),

$$
\begin{equation*}
W_{e^{-i \varepsilon H}}[\boldsymbol{\sigma}, \boldsymbol{\tau}]=\operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\sigma}}\left(e^{-\mathrm{i} \varepsilon H}\right)^{\otimes 2} \mathscr{X}_{\boldsymbol{\tau}}\left(e^{\mathrm{i} \varepsilon H}\right)^{\otimes 2}\right)=\operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\sigma}} e^{-\mathrm{i} \varepsilon \mathbb{H}} \mathscr{X}_{\boldsymbol{\tau}} e^{\mathrm{i} \varepsilon \mathbb{H}}\right), \tag{A.53}
\end{equation*}
$$

where we have introduced $\mathbb{H}=H \otimes \mathbb{1}+\mathbb{1} \otimes H$ to denote the double Hamiltonian. Given the locality of $H=\sum_{x} H_{x}$, the double Hamiltonian $\mathbb{H}$ is also a sum of local terms $\mathbb{H}=\sum_{x} \mathbb{H}_{x}$ with $\mathbb{H}_{x}=H_{x} \otimes \mathbb{1}+\mathbb{1} \otimes H_{x}$ being the doubled version of $H_{x}$. Expand around $\varepsilon \rightarrow 0$ to the order of $\varepsilon^{2}$, we obtain

$$
\begin{align*}
W_{e^{-i \varepsilon H}}[\boldsymbol{\sigma}, \boldsymbol{\tau}] & =\operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\sigma}} \mathscr{X}_{\boldsymbol{\tau}}\right)-\varepsilon^{2} \operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\sigma}} \mathscr{X}_{\boldsymbol{\tau}} \mathbb{H}^{2}-\mathscr{X}_{\boldsymbol{\sigma}} \mathbb{H}_{\mathscr{X}_{\boldsymbol{\tau}}} \mathbb{H}\right)+\mathscr{O}\left(\varepsilon^{4}\right), \\
& =W_{\mathbb{1}}[\boldsymbol{\sigma}, \boldsymbol{\tau}]-\varepsilon^{2} \sum_{x, x^{\prime}} \operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\sigma}} \mathscr{X}_{\boldsymbol{\tau}} \mathbb{H}_{x} \mathbb{H}_{x^{\prime}}-\mathscr{X}_{\boldsymbol{\sigma}} \mathbb{H}_{x} \mathscr{X}_{\boldsymbol{\tau}} \mathbb{H}_{x^{\prime}}\right)+\mathscr{O}\left(\varepsilon^{4}\right),  \tag{A.54}\\
& =W_{\mathbb{1}}[\boldsymbol{\sigma}, \boldsymbol{\tau}]-\varepsilon^{2} \sum_{x} \operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\sigma}} \mathscr{X}_{\boldsymbol{\tau}} \mathbb{H}_{x}^{2}-\mathscr{X}_{\boldsymbol{\sigma}} \mathbb{H}_{x} \mathscr{X}_{\boldsymbol{\tau}} \mathbb{H}_{x}\right)+\mathscr{O}\left(\varepsilon^{4}\right)
\end{align*}
$$

where the first order term in $\varepsilon$ vanishes by the cyclic identity of trace, confirming the argument in Sec. 2.2.5 that $W_{U(\varepsilon)}$ will be even in $\varepsilon$. The last equality in Eq. (A.54) relies on the fact that $\operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\sigma}} \mathscr{X}_{\boldsymbol{\tau}} \mathbb{H}_{x} \mathbb{H}_{x^{\prime}}-\mathscr{X}_{\boldsymbol{\sigma}} \mathbb{H}_{x} \mathscr{X}_{\boldsymbol{\tau}} \mathbb{H}_{x^{\prime}}\right)=0$ as long as $x \neq x^{\prime}$. To prove this, we first consider the case when $x=\langle i j\rangle$ and $x^{\prime}=\langle k l\rangle$ do not overlap,

$$
\begin{align*}
\operatorname{Tr} \mathscr{X}_{\boldsymbol{\sigma}} \mathbb{H}_{\langle i j\rangle} \mathscr{X}_{\boldsymbol{\tau}} \mathbb{H}_{\langle k l\rangle} & =\operatorname{Tr} \mathscr{X}_{\boldsymbol{\sigma}} \mathbb{H}_{\langle i j\rangle}\left(\mathscr{X}_{\tau_{i}} \mathscr{X}_{\tau_{j}} \mathscr{X}_{\tau_{k}} \mathscr{X}_{\tau_{l}} \bigotimes_{m \neq i, j, k, l} \mathscr{X}_{\tau_{m}}\right) \mathbb{H}_{\langle k l\rangle} \\
& =\operatorname{Tr} \mathscr{X}_{\boldsymbol{\sigma}}\left(\mathscr{X}_{\tau_{k}} \mathscr{X}_{\tau_{l}} \bigotimes_{m \neq i, j, k, l} \mathscr{X}_{\tau_{m}}\right) \mathbb{H}_{\langle i j\rangle} \mathbb{H}_{\langle k l\rangle}\left(\mathscr{X}_{\tau_{i}} \mathscr{X}_{\tau_{j}}\right) \\
& =\operatorname{Tr}\left(\mathscr{X}_{\tau_{i}} \mathscr{X}_{\tau_{j}}\right) \mathscr{X}_{\boldsymbol{\sigma}}\left(\mathscr{X}_{\tau_{k}} \mathscr{X}_{\tau_{l}} \bigotimes_{m \neq i, j, k, l} \mathscr{X}_{\tau_{m}}\right) \mathbb{H}_{\langle i j\rangle} \mathbb{H}_{\langle k l\rangle}  \tag{A.55}\\
& =\operatorname{Tr} \mathscr{X}_{\boldsymbol{\sigma}}\left(\mathscr{X}_{\tau_{i}} \mathscr{X}_{\tau_{j}} \mathscr{X}_{\tau_{k}} \mathscr{X}_{\tau_{l}} \bigotimes_{m \neq i, j, k, l} \mathscr{X}_{\tau_{m}}\right) \mathbb{H}_{\langle i j\rangle} \mathbb{H}_{\langle k l\rangle} \\
& =\operatorname{Tr} \mathscr{X}_{\boldsymbol{\sigma}} \mathscr{X}_{\boldsymbol{\tau}} \mathbb{H}_{\langle i j\rangle} \mathbb{H}_{\langle k l\rangle},
\end{align*}
$$

where we have used the fact that $\left[\mathbb{H}_{\langle i j\rangle}, \mathscr{X}_{\tau_{k}} \mathscr{X}_{\tau_{l}}\right]=0$ for $i, j \neq k, l$, and $\left[\mathscr{X}_{\sigma_{i}}, \mathscr{X}_{\tau_{j}}\right]=0$ for any $i, j$ as the $S_{2}$ group is Abelian. We then consider the case when $x=\langle i j\rangle$ and $x^{\prime}=\langle j k\rangle$ overlaps
on a single site $j$,

$$
\begin{align*}
\operatorname{Tr} \mathscr{X}_{\boldsymbol{\sigma}} \mathbb{H}_{\langle i j\rangle} \mathscr{X}_{\boldsymbol{\tau}} \mathbb{H}_{\langle j k\rangle} & =\operatorname{Tr} \mathscr{X}_{\boldsymbol{\sigma}} \mathbb{H}_{\langle i j\rangle}\left(\mathscr{X}_{\tau_{i}} \mathscr{X}_{\tau_{j}} \mathscr{X}_{\tau_{k}} \bigotimes_{m \neq i, j, k} \mathscr{X}_{\tau_{m}}\right) \mathbb{H}_{\langle j k\rangle}  \tag{A.56}\\
& =\operatorname{Tr} \mathscr{X}_{\boldsymbol{\sigma}}\left(\mathscr{X}_{\tau_{k}} \bigotimes_{m \neq i, j, k} \mathscr{X}_{\tau_{m}}\right) \mathbb{H}_{\langle i j\rangle} \mathscr{X}_{\tau_{j}} \mathbb{H}_{\langle j k\rangle} \mathscr{X}_{\tau_{i}} .
\end{align*}
$$

At this point, it seems that $\mathscr{X}_{\tau_{j}}$ is caught between $\mathbb{H}_{\langle i j\rangle}$ and $\mathbb{H}_{\langle j k\rangle}$. The solution is to make use of the property that $\mathbb{H}_{\langle j k\rangle}=\mathscr{X}_{\alpha_{j}}^{-1} \mathscr{X}_{\alpha_{k}}^{-1} \mathbb{H}_{\langle j k\rangle} \mathscr{X}_{\alpha_{k}} \mathscr{X}_{\alpha_{j}}$ for any $\alpha_{j}=\alpha_{k} \in S_{2}$, due to the permutation symmetry to exchange the two replicas of the double Hamiltonian. Now we choose $\alpha_{j}=\alpha_{k}=\tau_{j}$, such that $\mathscr{X}_{\tau_{j}} \mathscr{X}_{\alpha_{j}}^{-1}=1$, then

$$
\begin{align*}
\operatorname{Tr} \mathscr{X}_{\boldsymbol{\sigma}} \mathbb{H}_{\langle i j\rangle} \mathscr{X}_{\boldsymbol{\tau}} \mathbb{H}_{\langle j k\rangle} & =\operatorname{Tr} \mathscr{X}_{\boldsymbol{\sigma}}\left(\mathscr{X}_{\tau_{k}} \bigotimes_{m \neq i, j, k} \mathscr{X}_{\tau_{m}}\right) \mathbb{H}_{\langle i j\rangle} \mathscr{X}_{\tau_{j}} \mathscr{X}_{\alpha_{j}}^{-1} \mathscr{X}_{\alpha_{k}}^{-1} \mathbb{H}_{\langle j k\rangle} \mathscr{X}_{\alpha_{k}} \mathscr{X}_{\alpha_{j}} \mathscr{X}_{\tau_{i}} \\
& =\operatorname{Tr} \mathscr{X}_{\boldsymbol{\sigma}}\left(\mathscr{X}_{\tau_{k}} \bigotimes_{m \neq i, j, k} \mathscr{X}_{\tau_{m}}\right) \mathbb{H}_{\langle i j\rangle} \mathscr{X}_{\alpha_{k}}^{-1} \mathbb{H}_{\langle j k\rangle} \mathscr{X}_{\alpha_{k}} \mathscr{X}_{\alpha_{j}} \mathscr{X}_{\tau_{i}} \\
& =\operatorname{Tr} \mathscr{X}_{\boldsymbol{\sigma}}\left(\mathscr{X}_{\tau_{i}} \mathscr{X}_{\alpha_{j}} \mathscr{X}_{\alpha_{k}} \mathscr{X}_{\tau_{k}} \mathscr{X}_{\alpha_{k}}^{-1} \bigotimes_{m \neq i, j, k} \mathscr{X}_{\tau_{m}}\right) \mathbb{H}_{\langle i j\rangle} \mathbb{H}_{\langle j k\rangle}  \tag{A.57}\\
& =\operatorname{Tr} \mathscr{X}_{\boldsymbol{\sigma}}\left(\mathscr{X}_{\tau_{i}} \mathscr{X}_{\tau_{j}} \mathscr{X}_{\tau_{k}} \bigotimes_{m \neq i, j, k} \mathscr{X}_{\tau_{m}}\right) \mathbb{H}_{\langle i j\rangle} \mathbb{H}_{\langle j k\rangle} \\
& =\operatorname{Tr} \mathscr{X}_{\boldsymbol{\sigma}} \mathscr{X}_{\boldsymbol{\tau}} \mathbb{H}_{\langle i j\rangle} \mathbb{H}_{\langle j k\rangle} .
\end{align*}
$$

Hence we have shown that $\operatorname{Tr} \mathscr{X}_{\boldsymbol{\sigma}} \mathbb{H}_{\langle i j\rangle} \mathscr{X}_{\boldsymbol{\tau}} \mathbb{H}_{\langle k l\rangle}=\operatorname{Tr} \mathscr{X}_{\boldsymbol{\sigma}} \mathscr{X}_{\boldsymbol{\tau}} \mathbb{H}_{\langle i j\rangle} \mathbb{H}_{\langle k l\rangle}$ as long as $\langle i j\rangle \neq\langle k l\rangle$, meaning that $\operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\sigma}} \mathscr{X}_{\boldsymbol{\tau}} \mathbb{H}_{x} \mathbb{H}_{x^{\prime}}-\mathscr{X}_{\boldsymbol{\sigma}} \mathbb{H}_{x} \mathscr{X}_{\boldsymbol{\tau}} \mathbb{H}_{x^{\prime}}\right)=\delta_{x x^{\prime}} \operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\sigma}} \mathscr{X}_{\boldsymbol{\tau}} \mathbb{H}_{x}^{2}-\mathscr{X}_{\boldsymbol{\sigma}} \mathbb{H}_{x} \mathscr{X}_{\boldsymbol{\tau}} \mathbb{H}_{x}\right)$. Thus the derivation of Eq. (A.54) is justified.

If we consider the difference between $W_{e^{-i \varepsilon H}}$ and $W_{1}$, denoted as $\delta W$,

$$
\begin{equation*}
\delta W[\boldsymbol{\sigma}, \boldsymbol{\tau}] \equiv W_{e^{-i} \varepsilon H}[\boldsymbol{\sigma}, \boldsymbol{\tau}]-W_{\mathbb{1}}[\boldsymbol{\sigma}, \boldsymbol{\tau}]=-\varepsilon^{2} \sum_{x} \operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\sigma}} \mathscr{X}_{\boldsymbol{\tau}} \mathbb{H}_{x}^{2}-\mathscr{X}_{\boldsymbol{\sigma}} \mathbb{H}_{x} \mathscr{X}_{\boldsymbol{\tau}} \mathbb{H}_{x}\right)+\mathscr{O}\left(\varepsilon^{4}\right) \tag{A.58}
\end{equation*}
$$

$\delta W[\boldsymbol{\sigma}, \boldsymbol{\tau}]=\sum_{x} \delta W_{x}[\boldsymbol{\sigma}, \boldsymbol{\tau}] W_{1_{\bar{x}}}[\boldsymbol{\sigma}, \boldsymbol{\tau}]$ can be expressed as a sum of terms on each bond $x$ (at least to the order of $\varepsilon^{2}$ ). To carry out the $\varepsilon$ expansion more systematically, we choose to focus on a
single bond, and define the EF difference

$$
\begin{equation*}
\delta W_{x}[\boldsymbol{\sigma}, \boldsymbol{\tau}] \equiv W_{e^{-\mathrm{i} \varepsilon H_{x}}}[\boldsymbol{\sigma}, \boldsymbol{\tau}]-W_{\mathbb{1}_{x}}[\boldsymbol{\sigma}, \boldsymbol{\tau}]=\operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\sigma}} e^{-\mathrm{i} \varepsilon \mathbb{H}_{x}} \mathscr{X}_{\boldsymbol{\tau}} e^{\mathrm{i} \varepsilon \mathbb{H}_{x}}\right)-\operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\sigma}} \mathscr{X}_{\boldsymbol{\tau}}\right) \tag{A.59}
\end{equation*}
$$

where $\boldsymbol{\sigma}=\left(\sigma_{i}, \sigma_{j}\right)$ is restricted to the two sites $i, j$ connected by the bond $x$ and similarly for $\tau . \delta W_{x}[\boldsymbol{\sigma}, \boldsymbol{\tau}]=0$ vanishes as long as $\sigma_{i}=\sigma_{j}$ or $\tau_{i}=\tau_{j}$, because in that case, $\mathscr{X}_{\boldsymbol{\sigma}}$ or $\mathscr{X}_{\boldsymbol{\tau}}$ will commute with $\mathbb{H}_{x}$ and hence the two traces will cancel with each other. Therefore there are only two independent non-trivial components of $\delta W[\boldsymbol{\sigma}, \boldsymbol{\tau}]$, which we denote as $u$ and $v$ :

$$
\begin{align*}
& u=\delta W\left[\left\|_{i} x_{j},\right\|_{i} x_{j}\right]=\delta W\left[x_{i}\left\|_{j}, x_{i}\right\|_{j}\right],  \tag{A.60}\\
& v=\delta W\left[\left\|_{i} x_{j}, x_{i}\right\|_{j}\right]=\delta W\left[x_{i}\left\|_{j},\right\|_{i} x_{j}\right] .
\end{align*}
$$

So we only need to focus on these terms and perform the $\varepsilon$ expansion following the definition

$$
\begin{align*}
\delta W_{x}[\boldsymbol{\sigma}, \boldsymbol{\tau}] & =\operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\sigma}} e^{-\mathrm{i} \varepsilon H_{x}} \otimes e^{-\mathrm{i} \varepsilon H_{x}} \mathscr{X}_{\boldsymbol{\tau}} e^{\mathrm{i} \varepsilon H_{x}} \otimes e^{\mathrm{i} \varepsilon H_{x}}\right)-\operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\sigma}} \mathscr{X}_{\boldsymbol{\tau}}\right) \\
& =\sum_{k=1}^{\infty} \varepsilon^{2 k} \sum_{n_{1}+n_{2}+n_{3}+n_{4}=2 k} \frac{\mathrm{i}^{-n_{1}-n_{2}+n_{3}+n_{4}}}{n_{1}!n_{2}!n_{3}!n_{4}!} \operatorname{Tr}\left(\mathscr{X}_{\boldsymbol{\sigma}} H_{x}^{n_{1}} \otimes H_{x}^{n_{2}} \mathscr{X}_{\tau} H_{x}^{n_{3}} \otimes H_{x}^{n_{4}}\right) . \tag{A.61}
\end{align*}
$$

The $\varepsilon$ odd power terms must vanish because $\delta W_{x}[\boldsymbol{\sigma}, \boldsymbol{\tau}]$ must be real. To the $\varepsilon^{4}$ order, we found

$$
\begin{aligned}
& u=\varepsilon^{2}\left(-2 \Phi+(2 d \Phi+2 d \Theta)-\frac{1}{2!}\left(4 d^{2} \Theta\right)\right)
\end{aligned}
$$

$$
\begin{align*}
& =-\varepsilon^{2}\left(2 R_{(1)(2)}^{(1)(2)}-2 d\left(R_{(1)(2)}^{(12)}+R_{(12)}^{(1)(2)}\right)+2 d^{2} R_{(12)}^{(12)}\right)  \tag{A.62}\\
& +\varepsilon^{4}\left(R_{(12)(34)}^{(13)(24)}+2\left(R_{(123)(4)}^{(124)(3)}-R_{(123)(4)}^{(12)(34)}-R_{(12)(34)}^{(123)(4)}\right)+\frac{1}{2}\left(R_{(12)(34)}^{(12)(34)}+d R_{(12)(34)}^{(123)}+d R_{(1234)}^{(12)(34)}\right)\right. \\
& \left.+\frac{2}{3}\left(R_{(123)(4)}^{(123)(4)}-d R_{(123)(4)}^{(1234)}-d R_{(1234)}^{(123)(4)}\right)+\frac{1}{6} d^{2} R_{(1234)}^{(1234)}\right)+\mathscr{O}\left(\varepsilon^{6}\right), \\
& v=\varepsilon^{4}\left((\xi)+\frac{4-8}{2!}(\xi)+\left(\frac{6}{(2!)^{2}}+\frac{4-8}{3!}+\frac{4}{4!}\right)(\underset{⿱}{\sigma})\right)+\mathscr{O}\left(\varepsilon^{6}\right) \\
& =\varepsilon^{4}\left(R_{(1234)}^{(1432)}-2 R_{(1234)}^{(1243)}+R_{(1234)}^{(1234)}\right)+\mathscr{O}\left(\varepsilon^{6}\right) \text {. }
\end{align*}
$$

In the diagrams, each small red block represents a copy of the bond Hamiltonian $H_{x}$. Their legs are contracted according to the assignment of the permutations $\boldsymbol{\sigma}$ and $\boldsymbol{\tau}$. The result can be expressed in terms of the generalized spectral form factor $R_{g_{i}}^{g_{j}}$, labeled by two permutations $g_{i}, g_{j} \in S_{n}$ acting separately on sites $i$ and $j$,

$$
\begin{equation*}
R_{g_{i}}^{g_{j}}=\operatorname{Tr}\left(H_{i j}^{\otimes n} \mathscr{X}_{g_{i} g_{j}}\right) . \tag{A.63}
\end{equation*}
$$

where $\mathscr{X}_{g_{i} g_{j}}=\mathscr{X}_{g_{i}} \mathscr{X}_{g_{j}}$ is the representation of $g_{i}$ and $g_{j}$ in the $n$-replicated Hilbert space. For example, $R_{(1)(2)}^{(1)(2)}=\left(\operatorname{Tr} H_{i j}\right)^{2}, R_{(1)(2)}^{(12)}=\operatorname{Tr}_{j}\left(\operatorname{Tr}_{i} H_{i j}\right)^{2}$ (where $\operatorname{Tr}_{i}$ denotes the partial trace over site $i$ ), and $R_{(12)}^{(12)}=\operatorname{Tr}\left(H_{i j}^{2}\right)$.

Given the components $u$ and $v$, we can rewrite $\delta W_{x}[\boldsymbol{\sigma}, \boldsymbol{\tau}]$ in the operator form

$$
\begin{equation*}
\delta \hat{W}_{x}=\frac{1-Z_{i} Z_{j}}{2}\left(u+v X_{i} X_{j}\right) \frac{1-Z_{i} Z_{j}}{2} \tag{A.64}
\end{equation*}
$$

therefore the EF operator reads

$$
\begin{equation*}
\hat{W}_{e^{-\mathrm{i} \varepsilon H}}=\hat{W}_{\mathbb{1}}+\sum_{x} \delta \hat{W}_{x} \otimes \hat{W}_{\mathbb{1}_{\bar{x}}}=\hat{W}_{\mathbb{1}}+\sum_{i j} \frac{1-Z_{i} Z_{j}}{2}\left(u+v X_{i} X_{j}\right) \frac{1-Z_{i} Z_{j}}{2} \otimes \hat{W}_{\mathbb{1}_{\bar{i} j}} . \tag{A.65}
\end{equation*}
$$

The EF Hamiltonian is therefore given by

$$
\begin{align*}
\hat{H}_{\mathrm{EF}} & =\frac{1}{\varepsilon^{2}}\left(\mathbb{1}-\hat{W}_{e^{-i \varepsilon H} H} \hat{W}_{\mathbb{1}}^{-1}\right) \\
& =-\frac{1}{\varepsilon^{2}} \sum_{i j} \frac{1-Z_{i} Z_{j}}{2}\left(u+v X_{i} X_{j}\right) \frac{1-Z_{i} Z_{j}}{2} \hat{W}_{1_{i j}}^{-1} \\
& =-\frac{1}{\varepsilon^{2}} \sum_{i j} \frac{1-Z_{i} Z_{j}}{2}\left(u+v X_{i} X_{j}\right) \frac{1-Z_{i} Z_{j}}{2} \frac{1}{d^{2}\left(d^{2}-1\right)} e^{-\delta\left(X_{i}+X_{j}\right)}  \tag{A.66}\\
& =-\sum_{i j} \frac{1-Z_{i} Z_{j}}{2} \frac{u+v X_{i} X_{j}}{\varepsilon^{2} d^{2}\left(d^{2}-1\right)} e^{-\delta\left(X_{i}+X_{j}\right)}
\end{align*}
$$

Therefore the EF Hamiltonian generally take the form of

$$
\begin{equation*}
\hat{H}_{\mathrm{EF}}=\sum_{i j} g \frac{1-Z_{i} Z_{j}}{2} e^{-\beta X_{i} X_{j}-\delta\left(X_{i}+X_{j}\right)}, \tag{A.67}
\end{equation*}
$$

consistent with the general form in Eq. (2.32). Comparing Eq. (A.66) with Eq. (A.67), we should identify

$$
\begin{equation*}
g e^{-\beta X_{i} X_{j}}=-\frac{u+v X_{i} X_{j}}{\varepsilon^{2} d^{2}\left(d^{2}-1\right)}, \tag{A.68}
\end{equation*}
$$

which indicates

$$
\begin{align*}
g \cosh \beta & =-\frac{u}{\varepsilon^{2} d^{2}\left(d^{2}-1\right)}=\frac{1}{d^{2}\left(d^{2}-1\right)}\left(u_{2}-u_{4} \varepsilon^{2}+\mathscr{O}\left(\varepsilon^{4}\right)\right)  \tag{A.69}\\
g \sinh \beta & =\frac{v}{\varepsilon^{2} d^{2}\left(d^{2}-1\right)}=\frac{1}{d^{2}\left(d^{2}-1\right)}\left(v_{4} \varepsilon^{2}+\mathscr{O}\left(\varepsilon^{4}\right)\right),
\end{align*}
$$

where the coefficients $u_{2}, u_{4}, v_{4}$ are defined in terms of generalized spectral form factors $R_{g_{i}}^{g_{j}}$ as

$$
\begin{align*}
u_{2} & =2 R_{(1)(2)}^{(1)(2)}-2 d\left(R_{(1)(2)}^{(12)}+R_{(12)}^{(1)(2)}\right)+2 d^{2} R_{(12)}^{(12)}, \\
u_{4} & =R_{(12)(34)}^{(13)(24)}+2\left(R_{(123)(4)}^{(124)(3)}-R_{(123)(4)}^{(12)(34)}-R_{(12)(34)}^{(123)(4)}\right)+\frac{1}{2}\left(R_{(12)(34)}^{(12)(34)}+d R_{(12)(34)}^{(1234)}+d R_{(1234)}^{(12)(34)}\right)  \tag{A.70}\\
& +\frac{2}{3}\left(R_{(123)(4)}^{(123)(4)}-d R_{(123)(4)}^{(1234)}-d R_{(1234)}^{(123)(4)}\right)+\frac{1}{6} d^{2} R_{(1234)}^{(1234)}, \\
v_{4} & =R_{(1234)}^{(1133)}-2 R_{(1234)}^{(1243)}+R_{(1234)}^{(1234)} .
\end{align*}
$$

For specific model of $H_{i j}$, we can evaluate the generalized spectral form factors, then we can determined the parameters $g$ and $\beta$ as well as the EF Hamiltonian. In the following, we will perform the calculation for random $\mathrm{U}(d)$ spin model and the locally scrambled Ising model.

For two-qudit GUE Hamiltonians, the generalized spectral form factors, defined in Eq. (A.63), can be evaluated under the GUE average using the basic property that

$$
\begin{align*}
\underset{\mathrm{GUE}}{\mathbb{E}} H_{i j}^{\otimes 2} & \equiv \underset{\mathrm{GUE}}{\mathbb{E}}\left|\frac{1}{H_{i j}^{\otimes 2}}\right| \\
& \left.=\frac{1}{d^{2}} \nmid h_{i} h_{j}\right\} \equiv \frac{1}{d^{2}} \mathscr{X}_{(12)_{i}(12)_{j}} \tag{A.71}
\end{align*}
$$

the GUE average of $n$-replicated Hamiltonian $H_{i j}$ can be obtained by summing over Wick contractions

$$
\underset{\mathrm{GUE}}{\mathbb{E}} H_{i j}^{\otimes n}= \begin{cases}d^{-n} \sum_{h_{i}=h_{j} \in P_{n}} \mathscr{X}_{h_{i} h_{j}} & n \in \mathrm{even},  \tag{A.72}\\ 0 & n \in \mathrm{odd},\end{cases}
$$

where $P_{n}$ denotes all possible pair-wise exchange of $n$ replicas. Then the generalized spectral form factor reads

$$
\begin{equation*}
\underset{\mathrm{GUE}}{\mathbb{E}} R_{g_{i}}^{g_{j}}=\frac{1}{d^{n}} \sum_{h \in P_{n}} \operatorname{Tr}\left(\mathscr{X}_{g_{i}} \mathscr{X}_{h}\right) \operatorname{Tr}\left(\mathscr{X}_{g_{j}} \mathscr{X}_{h}\right), \tag{A.73}
\end{equation*}
$$

whose results are enumerated in Tab. A.1. Substitute these results to Eq. (A.70), we find $u_{2}=$ $2\left(d^{2}-1\right)^{2}, u_{4}=\frac{11}{6}\left(d^{2}-1\right)^{2}$, and $v_{4}=2\left(d^{2}-1\right)^{2} / d^{2}$. By solving Eq. (A.69), we can determine
the parameters $g$ and $\beta$ to the order of $\varepsilon^{2}$ ，

$$
\begin{align*}
& g=2\left(1-d^{-2}\right)\left(1-\frac{11}{12} \varepsilon^{2}+\mathscr{O}\left(\varepsilon^{4}\right)\right)  \tag{A.74}\\
& \beta=\varepsilon^{2} / d^{2}+\mathscr{O}\left(\varepsilon^{4}\right)
\end{align*}
$$

In conclusion，as we consider the locally scrambled quantum dynamics by alternatively applying the small unitary $e^{-\mathrm{i} \varepsilon H}$ and the local scramblers，the evolution of the corresponding EF state will be governed by $\partial_{t}\left|W_{\Psi_{t}}\right\rangle=-\hat{H}_{\mathrm{EF}}\left|W_{\Psi_{t}}\right\rangle$ ，with the EF Hamiltonian $\hat{H}_{\mathrm{EF}}$ given by Eq．（A．67）．The random $\mathrm{U}(d)$ spin model $H$ in Eq．（2．74）corresponds to the set of parameters in Eq．（A．74）for $\hat{H}_{\mathrm{EF}}$.

Table A．1．Spectral form factor of two－qudit GUE Hamiltonian

| $R_{(1)(2)}^{(1)(2)}$ | $\Phi$ | 1 | $R_{(1)(2)}^{(12)}$ | $\square$ | $d$ | $R_{(12)}^{(1)(2)}$ | $\stackrel{\square}{6}$ | $d$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $R_{(123)(4)}^{(123)}$ | 宫） | 3 | $R_{(123)(4)}^{(124)(3)}$ | （2） | 3 | $R_{(123)(4)}^{(1234)}$ | （宫） | $2 d+\frac{1}{d}$ |
| $R_{(123)(4)}^{(12)(34)}$ | 家 | $d^{2}+2$ | $R_{(1234)}^{(1243)}$ | （宫） | $d^{2}+2$ | $R_{(12)(34)}^{(123)}$ | 官） | $d^{2}+2$ |
| $R_{(1234)}^{(1234)}$ | （吊） | $2 d^{2}+\frac{1}{d^{2}}$ | $R_{(1234)}^{(1432)}$ |  | $2 d^{2}+\frac{1}{d^{2}}$ | $R_{(1234)}^{(12)(34)}$ | 官 | $d^{3}+d+\frac{1}{d}$ |
| $R_{(12)(34)}^{(12)(34)}$ | $\stackrel{\square}{\leftrightarrows}$ | $d^{4}+2$ |  |  |  |  |  |  |
| $R_{(12)}^{(12)}$ | $\Leftrightarrow$ | $d^{2}$ |  |  |  |  |  |  |
| $R_{(1234)}^{(123)(4)}$ | （宫） | $2 d+\frac{1}{d}$ |  |  |  |  |  |  |
| $R_{(12)(34)}^{(13)(24)}$ | $\stackrel{5}{9}$ | $2 d^{2}+1$ |  |  |  |  |  |  |
| $R_{(12)(34)}^{(1234)}$ | 宲 | $d^{3}+d+\frac{1}{d}$ |  |  |  |  |  |  |

## Appendix B

## MPS Ansatz

## B. 1 Efficacy of the $D=2$ MPS

We can use the TEBD approach to evolve a $D=2$ MPS state to calculate the entanglement dynamics governed by $-\partial_{t}\left|W_{\Psi}\right\rangle=H_{\mathrm{EF}}\left|W_{\Psi}\right\rangle$. By comparing MPS the result with the exact numerical solution the differential equation, we found that $D=2$ successfully captures the evolution of all the multi-region entanglement over the entire process of thermalization from a product state, as shown in Fig. B.1.

We find that the $D=2$ MPS captures the full entanglement continuum regardless of the parameters $g, \beta$ of locally scrambled evolution. This is expected from the sign structure of the entanglement feature states[80]. Since generic positive vectors have constant law entanglement, it is expected that generic states (states that are not fine-tuned) will be well described by MPS. The exception is near the entanglement transition where the bond dimension is expected to diverge [62].

TEBD on the MPS ansatz works as in Fig. B.2. We apply the two-local EF transfer matrix to the product of local MPS tensors. We separate the result into two tensors, $L$ and $R$ which are given by doing an SVD truncation on the product, taking only the two largest singular values. These tensors are then updated again, but in reversed order, by the transfer matrix according to the brick wall arrangement of the circuit. The resulting two tensors are identical and become the next MPS tensor $M$.


Figure B.1. The three figures show the evolution of the Renyi entropy in the fractional swap gate for swap probability $x=0.1$ at three different time slices: $T=50,100$ and 150 for figures (a),(b), and (c) respectively. The $x$-axis is the magnetization, which is related to the size of the entangling region by $|A|=(\sigma+N) / 2$. Initially, at $T=0$, the state starts off as a product state and all bipartite entropies are zero. Then, as it evolves, it takes the generic form of the multi-region entanglement continuum, lower-bounded by the single-region entanglement which is area-law. This can be observed in (a). It gradually becomes dominated by the volume law term, at which point the area law plateau begins to vanish, as seen in (b). As it approaches the Page state, which is a pure volume law state, the multi-region entanglement continuum collapses into a single curve so that $S^{(2)}(A)=S_{\min }^{(2)}(|A|)$, as we can see in (c). The red points are given by the exact numerics, whereas the black points are given by the $D=2$ MPS evolved by TEBD. We see nearly perfect alignment between the two for the full multi-region entanglement continuum for arbitrary choice of EF parameters $g, \beta$.


Figure B.2. The Time Evolved Block Decimation (TEBD) procedure for updating the tensor $M$ in the translationally invariant MPS EF state. First, we apply an even layer of transfer matrices on the current state which is given by a product of $M$ tensors. After SVD truncation on the resulting tensor, we procure two new tensors $L$ and $R$. This is by taking the left (right) legs as the input (output) legs of a matrix and calculating its SVD decomposition $u s v^{\dagger}$, truncating all but the two largest singular values ( $D=2$ ), separating the result into a product of two matrices $u \sqrt{s}$ and $\sqrt{ } v^{\dagger}$, and then reshaping these resulting matrices into $L$ and $R$, respectively. Note that these tensors may break the translational symmetry in the system. Applying the odd layer now, the right tensor of the previous layer is the left tensor of the new layer. We now do SVD truncation once more to get the new $M$ tensors. These resulting tensors should be the same on the left and right, and so it suffices to just take the left or the right one. In principle, because the circuit breaks the translational symmetry into a two-site translational symmetry, it is possible that the tensors are not the same. However, we find that translational symmetry in the MPS is not broken as we evolve the circuit.

## B. 2 Derivation of Edges of Multi-Region Continuum

We provide the detailed derivation of $S_{\min }(|A|)$ and $S_{\max }(|A|)$ here. Our starting point is the MPS ansatz $M_{(\alpha, \theta)}^{\sigma}$ in Eq. (3.7), which can be written as

$$
\begin{equation*}
M^{\sigma}=e^{\alpha(\sin \theta X+\sigma \cos \theta Z)} . \tag{B.1}
\end{equation*}
$$

We have suppressed the subscript $(\alpha, \theta)$ for simplicity. We first evaluate the following matrix product

$$
\begin{align*}
& \left(M^{\downarrow}\right)^{m}\left(M^{\uparrow}\right)^{n}=e^{\alpha m(\sin \theta X-\cos \theta Z)} e^{\alpha n(\sin \theta X+\cos \theta Z)} \\
& =(\cosh \alpha m+\sinh \alpha m(\sin \theta X-\cos \theta Z))(\cosh \alpha n+\sinh \alpha n(\sin \theta X+\cos \theta Z)) \\
& = \\
& =\cosh \alpha m \cosh \alpha n(1+\tanh \alpha m(\sin \theta X-\cos \theta Z))(1+\tanh \alpha n(\sin \theta X+\cos \theta Z)) \\
& =\cosh \alpha m \cosh \alpha n(1+(\tanh \alpha m+\tanh \alpha n) \sin \theta X+(\tanh \alpha m-\tanh \alpha n) \cos \theta Z \\
&  \tag{B.2}\\
& \quad \tanh \alpha m \tanh \alpha n(-\cos 2 \theta-\mathrm{i} \sin 2 \theta Y)) \\
& =\cosh \alpha m \cosh \alpha n\left(c_{0}+c_{1} X+\mathrm{i} c_{2} Y+c_{3} Z\right)
\end{align*}
$$

where we have introduced the coefficients $c_{0,1,2,3}$ as

$$
\begin{align*}
& c_{0}=1-\tanh \alpha m \tanh \alpha n \cos 2 \theta \\
& c_{1}=(\tanh \alpha m+\tanh \alpha n) \sin \theta  \tag{B.3}\\
& c_{2}=-\tanh \alpha m \tanh \alpha n \sin 2 \theta \\
& c_{3}=(\tanh \alpha m-\tanh \alpha n) \cos \theta
\end{align*}
$$

The eigenvalues of $\left(M^{\downarrow}\right)^{m}\left(M^{\uparrow}\right)^{n}$ are given by $\mu_{ \pm}=c_{ \pm} \cosh \alpha m \cosh \alpha n$ with

$$
\begin{equation*}
c_{ \pm}=c_{0} \pm \sqrt{c_{1}^{2}-c_{2}^{2}+c_{3}^{2}} . \tag{B.4}
\end{equation*}
$$

We notice that

$$
\begin{align*}
c_{1}^{2} & -c_{2}^{2}+c_{3}^{2} \\
& =(\tanh \alpha m+\tanh \alpha n)^{2} \sin ^{2} \theta+(\tanh \alpha m-\tanh \alpha n)^{2} \cos ^{2} \theta-\tanh ^{2} \alpha m \tanh ^{2} \alpha n \sin ^{2} 2 \theta \\
& =\left(\tanh ^{2} \alpha m+\tanh ^{2} \alpha n\right)-2 \tanh \alpha m \tanh \alpha n \cos 2 \theta-\tanh ^{2} \alpha m \tanh ^{2} \alpha n \sin ^{2} 2 \theta \\
& =(1-\tanh \alpha m \tanh \alpha n \cos 2 \theta)^{2}-\left(1-\tanh ^{2} \alpha m\right)\left(1-\tanh ^{2} \alpha n\right) \\
& =c_{0}^{2}-\operatorname{sech}^{2} \alpha m \operatorname{sech}^{2} \alpha n . \tag{B.5}
\end{align*}
$$

So we have the following relation

$$
\begin{equation*}
\sqrt{c_{+} c_{-}}=\sqrt{c_{0}^{2}-\left(c_{1}^{2}-c_{2}^{2}+c_{3}^{2}\right)}=\operatorname{sech} \alpha m \operatorname{sech} \alpha n \tag{B.6}
\end{equation*}
$$

These results are useful to evaluate the trace of $\left(\left(M^{\downarrow}\right)^{m}\left(M^{\uparrow}\right)^{n}\right)^{p}$. Given the eigenvalues $\mu_{ \pm}$of $\left(M^{\downarrow}\right)^{m}\left(M^{\uparrow}\right)^{n}$,

$$
\begin{align*}
\operatorname{Tr}\left(\left(M^{\downarrow}\right)^{m}\left(M^{\uparrow}\right)^{n}\right)^{p} & =\mu_{+}^{p}+\mu_{-}^{p} \\
& =\cosh ^{p} \alpha m \cosh ^{p} \alpha n\left(c_{+}^{p}+c_{-}^{p}\right) \\
& =\cosh ^{p} \alpha m \cosh ^{p} \alpha n\left(\sqrt{c_{+} c_{-}}\right)^{p}\left(\left(\frac{c_{+}}{c_{-}}\right)^{p / 2}+\left(\frac{c_{-}}{c_{+}}\right)^{p / 2}\right)  \tag{B.7}\\
& =\cosh ^{p} \alpha m \cosh ^{p} \alpha n \operatorname{sech}^{p} \alpha m \operatorname{sech}^{p} \alpha n\left(\left(\frac{c_{+}}{c_{-}}\right)^{p / 2}+\left(\frac{c_{-}}{c_{+}}\right)^{p / 2}\right) \\
& =\left(\frac{c_{+}}{c_{-}}\right)^{p / 2}+\left(\frac{c_{-}}{c_{+}}\right)^{p / 2}
\end{align*}
$$

If we define a new parameter $\eta$ via $e^{\eta}=\left(\frac{c_{+}}{c_{-}}\right)^{1 / 2}$, the trace in Eq. (B.7) can be written as $\operatorname{Tr}\left(\left(M^{\downarrow}\right)^{m}\left(M^{\uparrow}\right)^{n}\right)^{p}=e^{\eta p}+e^{-\eta p}=2 \cosh \eta p$. In particular,

$$
\begin{align*}
& \cosh \eta=\frac{1}{2}\left(\left(\left(\frac{c_{+}}{c_{-}}\right)^{1 / 2}+\left(\frac{c_{-}}{c_{+}}\right)^{1 / 2}\right)\right. \\
& =\frac{c_{+}+c_{-}}{2 \sqrt{c_{+} c_{-}}} \\
& =c_{0} \cosh \alpha m \cosh \alpha n \\
& =\cosh \alpha m \cosh \alpha n-\sinh \alpha m \sinh \alpha n \cos 2 \theta \\
& =(\cosh \alpha m \cosh \alpha n+\sinh \alpha m \sinh \alpha n) \sin ^{2} \theta+(\cosh \alpha m \cosh \alpha n-\sinh \alpha m \sinh \alpha n) \cos ^{2} \theta \\
& =\sin ^{2} \theta \cosh \alpha(m+n)+\cos ^{2} \theta \cosh \alpha(m-n) \tag{B.8}
\end{align*}
$$

In conclusion, we have arrived at a trace formula

$$
\begin{align*}
& \operatorname{Tr}\left(\left(M^{\downarrow}\right)^{m}\left(M^{\uparrow}\right)^{n}\right)^{p}=2 \cosh \eta p  \tag{B.9}\\
& \text { with } \cosh \eta=\sin ^{2} \theta \cosh \alpha(m+n)+\cos ^{2} \theta \cosh \alpha(m-n) .
\end{align*}
$$

Using the trace formula, we can now evaluate the bottom and upper edge entanglement entropies based on the MPS ansatz. We first calculate $S_{\text {min }}(|A|)$,

$$
\begin{align*}
S_{\min }(|A|) & =-\ln \operatorname{Tr}\left(M^{\downarrow}\right)^{|A|}\left(M^{\uparrow}\right)^{N-|A|}+S_{0} \\
& =-\ln \left(2\left(\sin ^{2} \theta \cosh \alpha N+\cos ^{2} \theta \cosh \alpha(N-2|A|)\right)\right)+\ln (2 \cosh \alpha N)  \tag{B.10}\\
& =-\ln \left(\sin ^{2} \theta+\cos ^{2} \theta \frac{\cosh \alpha(N-2|A|)}{\cosh \alpha N}\right),
\end{align*}
$$

which gives Eq. (3.10). We then calculate $S_{\max }(|A|)$,

$$
\begin{align*}
S_{\max }(|A|) & =-\ln \operatorname{Tr}\left(M^{\downarrow}\left(M^{\uparrow}\right)^{N /|A|-1}\right)^{|A|}+S_{0} \\
& =-\ln (2 \cosh \eta|A|)+\ln (2 \cosh \alpha N)  \tag{B.11}\\
& =-\ln \frac{\cosh \eta|A|}{\cosh \alpha N},
\end{align*}
$$

where $\eta$ is set by $\cosh \eta=\sin ^{2} \theta \cosh \alpha \frac{N}{|A|}+\cos ^{2} \theta \cosh \alpha\left(\frac{N}{|A|}-2\right)$, as claimed in Eq. (3.11).
Now we consider the thermodynamic limit $(N \rightarrow+\infty)$ of $S_{\min }(|A|)$ and $S_{\max }(|A|)$. We note that

$$
\begin{align*}
\frac{\cosh \alpha(N-2|A|)}{\cosh \alpha N} & =\frac{\cosh \alpha N \cosh 2 \alpha|A|-\sinh \alpha N \sinh 2 \alpha|A|}{\cosh \alpha N} \\
& =\cosh 2 \alpha|A|-\tanh \alpha N \sinh 2 \alpha|A|  \tag{B.12}\\
& \xrightarrow{N \rightarrow+\infty} \cosh 2 \alpha|A|-\sinh 2 \alpha|A|=e^{-2 \alpha|A|},
\end{align*}
$$

therefore $S_{\min }(|A|)=-\ln \left(\sin ^{2} \theta+\cos ^{2} \theta e^{-2 \alpha|A|}\right)$ as in Eq. (3.12). Similarly we have

$$
\begin{align*}
\cosh \eta & =\left(\sin ^{2} \theta+\cos ^{2} \theta \frac{\cosh \left(\frac{\alpha N}{|A|}-2 \alpha\right)}{\cosh \frac{\alpha N}{|A|}}\right) \cosh \frac{\alpha N}{|A|}  \tag{B.13}\\
& \xrightarrow{N \rightarrow+\infty}\left(\sin ^{2} \theta+\cos ^{2} \theta e^{-2 \alpha}\right) \cosh \frac{\alpha N}{|A|}
\end{align*}
$$

Take the inverse cosh function on both sides,

$$
\begin{align*}
& \eta=\operatorname{arccosh}\left(\left(\sin ^{2} \theta+\cos ^{2} \theta e^{-2 \alpha}\right) \cosh \frac{\alpha N}{|A|}\right)  \tag{B.14}\\
& \xrightarrow{N \rightarrow+\infty} \frac{\alpha N}{|A|}+\ln \left(\sin ^{2} \theta+\cos ^{2} \theta e^{-2 \alpha}\right)
\end{align*}
$$

therefore

$$
\begin{align*}
S_{\max }(|A|) & =-\ln \frac{\cosh \eta|A|}{\cosh \alpha N} \\
& =-\ln \frac{\cosh \left(\alpha N+|A| \ln \left(\sin ^{2} \theta+\cos ^{2} \theta e^{-2 \alpha}\right)\right)}{\cosh \alpha N}  \tag{B.15}\\
& \xrightarrow{N \rightarrow+\infty}-\ln e^{|A| \ln \left(\sin ^{2} \theta+\cos ^{2} \theta e^{-2 \alpha}\right)} \\
& =-|A| \ln \left(\sin ^{2} \theta+\cos ^{2} \theta e^{-2 \alpha}\right) .
\end{align*}
$$

as in Eq. (3.12).

## B. 3 Dynamics of MPS Parameters

In this section, we will derive the dynamic equation for MPS parameters and explain the numerical details in solving the equation. Our starting point is the imaginary-time Schrödinger equation $-\partial_{t}\left|W_{\Psi}\right\rangle=H_{\mathrm{EF}}\left|W_{\Psi}\right\rangle$, which governs the evolution of entanglement feature state $\left|W_{\Psi}\right\rangle$. As we represent $\left|W_{\Psi}\right\rangle$ as a $D=2$ MPS proposed in Eq. (3.6), we would like to approximate the time evolution generated by $H_{\mathrm{EF}}$ without leaving the variational manifold of the MPS ansatz Eq. (3.7). Let us denote the MPS parameters $(\alpha, \theta)$ jointly as a vector $q$. Within the variational manifold, the entanglement feature state could only evolve in the tangent plane as $\partial_{t}\left|W_{q}\right\rangle=\left|\partial_{a} W_{q}\right\rangle \dot{q}_{a}$, where $\dot{q}_{a} \equiv \partial_{t} q_{a}$ and $\partial_{a} \equiv \partial_{q_{a}}$. We seek the optimal choice of $\dot{q}_{a}$ such that $-\partial_{t}\left|W_{q}\right\rangle=-\left|\partial_{a} W_{q}\right\rangle \dot{q}_{a}$ best approximates $H_{\mathrm{EF}}\left|W_{q}\right\rangle$. The solution is given by minimizing the loss function

$$
\begin{equation*}
\mathscr{L}(\dot{q})=\|\left|\partial_{a} W_{q}\right\rangle \dot{q}_{a}+H_{\mathrm{EF}}\left|W_{q}\right\rangle \|^{2} . \tag{B.16}
\end{equation*}
$$

To define the loss function $\mathscr{L}$, we also need to specify how to take the norm of the entanglement feature state. It is desired that the inner product of entanglement feature states $\left(\left\langle W_{q^{\prime}}\right|,\left|W_{q}\right\rangle\right)$ is such defined that $H_{\mathrm{EF}}$ is self-adjoint, i.e. $\left(\left\langle W_{q^{\prime}}\right|, H_{\mathrm{EF}}\left|W_{q}\right\rangle\right)=\left(\left\langle W_{q^{\prime}}\right| H_{\mathrm{EF}}^{\top},\left|W_{q}\right\rangle\right)$. Since $H_{\mathrm{EF}} \neq H_{\mathrm{EF}}^{\top}$ itself is not transpose symmetric, the inner product must involve a non-trivial metric, which turns out to be given by the following operator

$$
\begin{equation*}
W_{1}^{-1}=(\tanh \delta \sinh \delta)^{N} e^{-\delta \sum_{i} X_{i}} \tag{B.17}
\end{equation*}
$$

where $\delta=\frac{1}{2} \ln \frac{d+1}{d-1}$ is fixed by the qudit dimension $d$ of the quantum system. Therefore the norm of $\left|W_{q}\right\rangle$ should be defined as $\|\left|W_{q}\right\rangle \|=\left\langle W_{q}\right| W_{1}^{-1}\left|W_{\Psi}\right\rangle$. So the loss function can be expanded as a quadratic form of $\dot{q}$,

$$
\begin{equation*}
\mathscr{L}(\dot{q})=\dot{q}_{a} G_{a b} \dot{q}_{b}+2 h_{a} \dot{q}_{a}+c, \tag{B.18}
\end{equation*}
$$

with the coefficients given by

$$
\begin{align*}
G_{a b} & =\left\langle\partial_{a} W_{q}\right| W_{\mathbb{1}}^{-1}\left|\partial_{b} W_{q}\right\rangle, \\
h_{a} & =\left\langle\partial_{a} W_{q}\right| W_{\mathbb{1}}^{-1} H_{\mathrm{EF}}\left|W_{q}\right\rangle,  \tag{B.19}\\
c & =\left\langle W_{q}\right| H_{\mathrm{EF}}^{\top} W_{\mathbb{1}}^{-1} H_{\mathrm{EF}}\left|W_{q}\right\rangle .
\end{align*}
$$

The minimum of $\mathscr{L}(\dot{q})$ is determined by

$$
\begin{equation*}
G_{a b} \dot{q}_{b}=-h_{a}, \tag{B.20}
\end{equation*}
$$

which gives the dynamic equation in Eq. (3.28). It can be formally written as $\dot{q}=-G^{-1} h$, but $G$ can become singular in the thermodynamic limit $N \rightarrow \infty$, which requires more detailed treatment.

Now we explain how to evaluate $G$ and $h$ given the MPS parameters. Given the MPS $\left|W_{q}\right\rangle$

$$
\begin{equation*}
\left|W_{q}\right\rangle=\left(\frac{1}{(M)}-\frac{1}{(1)}-\left(\frac{1}{(1)}\right)-\left(\frac{1}{n}\right)\right. \tag{B.21}
\end{equation*}
$$

$G$ and $h$ can be represented as the following tensor networks,

where $M$ denotes the MPS tensor given in Eq. (3.7) and $\left(H_{\mathrm{EF}}\right)_{j k}$ denotes the term in $H_{\mathrm{EF}}$ on the $\langle j k\rangle$ link which reads $\frac{g}{2}\left(1-Z_{j} Z_{k}\right) e^{-\delta\left(X_{j}+X_{k}\right)-\beta X_{j} X_{k}}$. The derivatives of the MPS tensor $M$ are
given by

$$
\begin{align*}
& \partial_{\alpha} M^{\sigma}=\sinh \alpha I+\cosh \alpha(\sin \theta X+\sigma \cos \theta Z),  \tag{B.23}\\
& \partial_{\theta} M^{\sigma}=\cosh \alpha I+\sinh \alpha(\cos \theta X-\sigma \sin \theta Z) .
\end{align*}
$$

To evaluate these tensor networks, we introduce the transfer operator

$$
\begin{equation*}
T=\oint_{- \text {(M) }}^{W_{1}^{-1}} . \tag{B.24}
\end{equation*}
$$

Let $|\tau\rangle$ be the leading eigenvector of $T$ with the eigenvalue 1 (if the leading eigenvalue of $T$ is not 1 , we rescale $W_{\mathbb{1}}^{-1}$ to make it 1 ), such that


We denote the pseudo inverse of $(1-T)$ as $\Pi=(1-T)^{-1}$, such that in the large $N$ limit, the ladder diagram reads

With these preparations, we can show that $G$ and $h$ scales with the system size $N$ in the following manner

$$
\begin{align*}
G & =N G^{(1)}+N^{2} G^{(2)}, \\
h & =N h^{(1)}+N^{2} h^{(2)}, \tag{B.27}
\end{align*}
$$

with $G^{(1,2)}$ and $h^{(1,2)}$ given by the following tensor networks


According to the dynamic equation Eq. (B.20), time-derivatives of MPS parameters are determined by $\dot{q}=-G^{-1} h$. To calculate the inverse of $G$, we note that $G$ is a $2 \times 2$ real symmetric matrix, so $G^{-1}$ can be expressed as

$$
\begin{equation*}
G^{-1}=\frac{2 J G J}{\operatorname{Tr} J G J G} \tag{B.29}
\end{equation*}
$$

where $J=\left[\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right]$. Further using the form in Eq. (B.27), we have

$$
\begin{align*}
\dot{q} & =-\frac{2 J G J h}{\operatorname{Tr} J G J G} \\
& =-\frac{2\left(N^{2} J G^{(1)} J h^{(1)}+N^{3} J G^{(2)} J h^{(1)}+N^{3} J G^{(1)} J h^{(2)}+N^{4} J G^{(2)} J h^{(2)}\right)}{N^{2} \operatorname{Tr} J G^{(1)} J G^{(1)}+2 N^{3} \operatorname{Tr} J G^{(1)} J G^{(2)}+N^{4} \operatorname{Tr} J G^{(2)} J G^{(2)}} . \tag{B.30}
\end{align*}
$$

An important observation is that $J G^{(2)} J h^{(2)}=0$ and $J G^{(2)} J G^{(2)}=0$, because $G^{(2)}$ and $h^{(2)}$ has the structure of $G^{(2)}=|\gamma\rangle\langle\gamma|$ and $h^{(2)}=|\gamma\rangle \eta$ where $|\gamma\rangle$ is a two-component vector and $\eta$ is a real number, such that the vanishing $\langle\gamma| J|\gamma\rangle=0$ (due to the antisymmetric nature of $J$ ) results in the
vanish of $J G^{(2)} J h^{(2)}$ and $J G^{(2)} J G^{(2)}$. Then both the numerator and denominator of Eq. (B.30) is dominated by the $N^{3}$ term in the $N \rightarrow \infty$ limit. Therefore, we can evaluate the time derivative $\dot{q}$ from

$$
\begin{equation*}
\dot{q}=-\frac{J G^{(2)} J h^{(1)}+J G^{(1)} J h^{(2)}}{\operatorname{Tr} J G^{(1)} J G^{(2)}} . \tag{B.31}
\end{equation*}
$$

By iteratively updating $q \rightarrow q+\dot{q} \mathrm{~d} t$ and calculating $\dot{q}$ from the diagrams in Eq. (B.28), we can obtain the time-evolution of the MPS parameters numerically.

## B. 4 Calculating OTOC

Here we explain how the OTOC is calculated. We start from the expansion in Eq. (3.41)

$$
\begin{equation*}
\operatorname{OTOC}(i, j ; t)=\sum_{k=0}^{\infty} \frac{(-t)^{k}}{k!d^{N+2}}\langle i| H_{\mathrm{EF}}^{k} W_{1} P|j\rangle, \tag{B.32}
\end{equation*}
$$

where $W_{\mathbb{1}}=\prod_{i}\left(d^{2}+d X_{i}\right), P=\prod_{i} X_{i}$, and $|i\rangle$ denotes the Ising basis state with a down-spin only at site- $i$ and up-spins elsewhere. The entanglement feature Hamiltonian takes the form of Eq. (3.24),

$$
\begin{equation*}
H_{\mathrm{EF}}=\sum_{\langle i j\rangle} \frac{1-Z_{i} Z_{j}}{2}\left(u-v\left(X_{i}+X_{j}\right)+w X_{i} X_{j}\right), \tag{B.33}
\end{equation*}
$$

with parameters $u, v, w$ given by Eq. (3.25),

$$
\left(\begin{array}{l}
u  \tag{B.34}\\
v \\
w
\end{array}\right)=\frac{g \cosh \beta}{d^{2}-1}\left(\begin{array}{c}
d^{2}-\tanh \beta \\
d-d \tanh \beta \\
1-d^{2} \tanh \beta
\end{array}\right)
$$

We can combine the $d^{-N}$ factor and the operator $W_{1} P$ together to define

$$
\begin{equation*}
F \equiv \frac{1}{d^{N}} W_{\mathbb{1}} P=\prod_{i}\left(1+d X_{i}\right) \tag{B.35}
\end{equation*}
$$

Such that Eq. (B.32) can be simplified a little bit,

$$
\begin{equation*}
\operatorname{OTOC}(i, j ; t)=\frac{1}{d^{2}} \sum_{k=0}^{\infty} \frac{(-t)^{k}}{k!}\langle i| H_{\mathrm{EF}}^{k} F|j\rangle \tag{B.36}
\end{equation*}
$$

We will be able to evaluate $\langle i| H_{\mathrm{EF}}^{k} F|j\rangle$ for leading orders in $H_{\mathrm{EF}}$, which will provide the OTOC in the short-time limit (the expansion can be thought as controlled by the small parameter $t$ ). The task to evaluate $\langle i| H_{\mathrm{EF}}^{k} F|j\rangle$ can be considered as how to connect the $|j\rangle$ state (a single down-spin at site- $j$ ) to the $\langle i|$ state (a single down-spin at site- $i$ ) by applying the operator $F$ followed by a sequence of $H_{\mathrm{EF}}$. The net effect is to move the down-spin from site- $j$ to site- $i$ on a background of all up-spins.


Figure B.3. Examples of entanglement region dynamics in calculating $\langle i| H_{\mathrm{EF}}^{k} F|j\rangle$.

To warm up, let us start with the 0th order term $\langle i| F|j\rangle$ (i.e. $k=0$ ). From Eq. (B.35), we can see that $F$ is a non-local operator, which sprinkles spin flips with a coefficient $d$. It can be expanded as polynomials of $X_{i}$ operators. To connect $|j\rangle$ and $|i\rangle$ states, $F$ needs to remove the down-spin at site- $j$ and create the down-spin at site- $i$, as shown in Fig. B.3(a). This corresponds to spin-flip operations at both sites, described by $X_{i} X_{j}$. The coefficient of the $X_{i} X_{j}$ term in the expansion of $F$ is $d^{2}$ (each $X$ operator contributes a factor $d$ ). So we have

$$
\begin{equation*}
\langle i| F|j\rangle=d^{2} \tag{B.37}
\end{equation*}
$$

Suppose the sites $i$ and $j$ are spatially separated by the distance $x=|i-j|$, it turns out that the next leading contribution is at the order of $k=x$ as $\langle i| H_{\mathrm{EF}}^{x} F|j\rangle$, because all the lower order terms $\langle i| H_{\mathrm{EF}}^{k} F|j\rangle=0$ vanish for $0<k<x$. This has to do with the specific algebraic relation between $H_{\mathrm{EF}}$ and $F$. As elaborated in Ref. [128], the entanglement feature Hamiltonian must satisfy the following defining properties: $H_{\mathrm{EF}} W_{\mathbb{1}}=W_{1} H_{\mathrm{EF}}^{\top}$ and $H_{\mathrm{EF}} P=P H_{\mathrm{EF}}$. Based on the definition of $F$ in Eq. (B.35), we have $H_{\mathrm{EF}} F=F H_{\mathrm{EF}}^{\top}$, therefore

$$
\begin{equation*}
\langle i| H_{\mathrm{EF}}^{k} F|j\rangle=\langle i| F H_{\mathrm{EF}}^{\top k}|j\rangle . \tag{B.38}
\end{equation*}
$$

Since each term in $H_{\mathrm{EF}}$ carries a projection operator $\frac{1-Z_{i} Z_{j}}{2}$, Eq. (B.38) implies that the left-most $H_{\text {EF }}$ must act on an entanglement cut in the $\langle i|$ state and the right-most $H_{\text {EF }}$ must act on an entanglement cut in the $|j\rangle$ state. Similar restrictions applies to all the intermediate actions of $H_{\mathrm{EF}}$. On one hand, $H_{\mathrm{EF}}$ must act on the entanglement cut. On the other hand, as a local operator, each application of $H_{\mathrm{EF}}$ can only move/manipulate the entanglement cut locally. To connect $|i\rangle$ and $|j\rangle$ states, whose entanglement cuts are separated by at least the distance of $x$, the most efficient strategy is to "ride on the cut", i.e. the successive application of $H_{\mathrm{EF}}$ will have to keep pushing the entanglement cut from $j$ to $i$ and always acts on the "front cut", so as to consume the least number of steps and to make the leading order contribution in the OTOC.

As the $F$ operator sprinkles spin-flips to the initial state $|j\rangle$, there will be multiple entanglement cuts in the resulting state $F|j\rangle$ in general. The subsequent action of $H_{\mathrm{EF}}^{k}$ will have to clear up these entanglement cuts and bring the state to $|i\rangle$. Since $H_{\mathrm{EF}}$ is a sum of local operators, it can only move/manipulate the entanglement cut locally. All the allowed processes are listed in Fig. 3.5. Crucially, the pair annihilation process is prohibited, meaning that the only way to reduce the number of entanglement cuts is the triple fusion process, which require us to first bring a pair of entanglement cuts close to the third one. Therefore the most efficient way (taking the least power of $H_{\mathrm{EF}}$ ) to take $F|j\rangle$ to $|i\rangle$ is to sweep the right-most entanglement cut from site- $j$ to site- $i$ (assuming $j>i$ ). For example, as illustrated in Fig. B.3(b), suppose $F$
does not act on $|j\rangle$ (which happens with weight 1), the subsequent $H_{\mathrm{EF}}$ has to move the pair of entanglement cuts from site- $j$ to site- $i$ step by step, which amounts to a sequence of $w$-moves. Any additional entanglement regions between sites $i$ and $j$ can be eliminated by the sweeping protocol, as illustrated in Fig. B.3(c). The rule is that when the right-most entanglement cut is adjacent to another cut, they move together to the left as a pair via the pair hopping process ( $w$-move). Otherwise, the right-most entanglement cut will move to the left by itself ( $v$-move). The cut hopping process will shrink the current entanglement region bounded by the moving entanglement cut, until the right entanglement cut meets its left partner and becomes a pair again. However, if $F$ generates additional entanglement regions outside the range of $i$ to $j$, one will have to take additional steps to eliminate those entanglement regions, which will only contributes to higher order expansions of the OTOC. So we will not consider those cases for now, as we are interested in the leading order contribution.

Given the above protocol, we can see from Fig. B.3(c), each v-move corresponds to a spin-flip introduced by $F$, so the $(-v)$ amplitude will always accompanied by a factor $d$ (coming from flipping a spin with operator $F$ ). The remaining steps will be implemented by $w$-move with weight $w$. If we sum over all possibilities, it seems that the inner product $\langle i| H_{\mathrm{EF}}^{x} F|j\rangle$ should be given by

$$
\begin{equation*}
\langle i| H_{\mathrm{EF}}^{x} F|j\rangle \stackrel{?}{=}(w-v d)^{x} . \tag{B.39}
\end{equation*}
$$

This answer is almost correct except for a small caveat at the initial step. The initial move of the right-most entanglement cut can be caused by both $H_{\mathrm{EF}}$ and $F$. Fig. B.3(d,e) show the $H_{\mathrm{EF}}$ driven initial moves (where $F$ does nothing to the spin at site- $j$ ). Fig. B.3(d,e) show the $F$ driven initial move, where a spin-flip is acted on site- $j$ to move the right-most entanglement cut. For subsequence moves, Fig. B.3(d,e) will not be available, because $F$ operator can only be applied once at the very beginning. Due to the additional contribution from Fig. B.3(d,e) in the initial step, the weight associate to the initial step is modified from $(w-v d)$ to $\left(w-2 v d+u d^{2}\right)$.

Therefore the correct answer is given by

$$
\begin{equation*}
\langle i| H_{\mathrm{EF}}^{x} F|j\rangle=\left(w-2 v d+u d^{2}\right)(w-v d)^{x-1} . \tag{B.40}
\end{equation*}
$$

According to setting of the parameters $u, v, w$ in Eq. (B.34), we have $w-v d=-g \cosh \beta$ and $w-2 v d+u d^{2}=-g \cosh \beta\left(1-d^{2}\right)$, hence

$$
\begin{equation*}
\langle i| H_{\mathrm{EF}}^{x} F|j\rangle=-\left(d^{2}-1\right)(-g \cosh \beta)^{x} . \tag{B.41}
\end{equation*}
$$

We can further evaluate the next order term $\langle i| H_{\mathrm{EF}}^{x+1} F|j\rangle$ following the similar strategy. The result is

$$
\begin{equation*}
\langle i| H_{\mathrm{EF}}^{x+1} F|j\rangle=\left(x d^{2}\left(1+\tanh ^{2} \beta\right)+2\left(d^{2}-x-1\right) \tanh \beta\right)(-g \cosh \beta)^{x+1} . \tag{B.42}
\end{equation*}
$$

Substitute the results Eq. (B.37), Eq. (B.41), Eq. (B.42) into Eq. (B.36), we obtain the OTOC to the leading orders in time

$$
\begin{align*}
\operatorname{OTOC}(x, t) & =1-\left(1-d^{-2}\right) \frac{(\operatorname{tg} \cosh \beta)^{x}}{x!} \\
& +\left(x\left(1+\tanh ^{2} \beta\right)+2\left(1-(x+1) d^{-2}\right) \tanh \beta\right) \frac{(\operatorname{tg} \cosh \beta)^{x+1}}{(x+1)!}+\mathscr{O}\left(t^{x+2}\right) . \tag{B.43}
\end{align*}
$$

## Appendix C

## Shallow Circuit Classical Shadows

## C. 1 MPS-representation of a finite-depth stabilizer states

Here, we outline an algorithm for constructing the MPS representation of a stabilizer state, given the generators $g_{i}$ of the corresponding stabilizer group $G=\left\langle g_{1} \cdots g_{n}\right\rangle$. In the classical shadow protocol, we start with a trivial product state $|b\rangle=\otimes_{i=1}^{n}\left|b_{i}\right\rangle$ which represents a measurement outcome in the computational basis, and evolve by a two-local Clifford circuit. The initial stabilizers therefore can transform into more complicated Pauli group elements.

$$
\begin{equation*}
(-1)^{b_{i}} Z_{i} \rightarrow g_{i} \tag{C.1}
\end{equation*}
$$

For a Clifford circuit of depth $L>0$, the size of $g_{i}$ is at most $2 L$. The state $\rho$ is then a sum over stabilizer group elements. Similarly, we can also represent the state as an MPS in the Pauli-basis, described by coefficients $c_{\vec{s}}$ where $\vec{s} \in\{0 \cdots 3\}^{n}$ denotes a Pauli string.

$$
\begin{equation*}
\rho=\frac{1}{2^{n}} \sum_{g \in G} g=\frac{1}{2^{n}} \sum_{\vec{b} \in \Omega^{n}} \prod_{i=1}^{n} g_{i}^{b_{i}}=\frac{1}{2^{n}} \sum_{\vec{s}} c_{\vec{s}} P^{\vec{s}} \tag{C.2}
\end{equation*}
$$

For example, the GHZ state on two sites has two generators, $g_{1}=Z Z, g_{2}=X X$, and four nonzero components in the Pauli basis, corresponding to $I I, X X, Y Y, Z Z$. Therefore, there are four nonzero components for $c$, namely $c_{00}=c_{11}=c_{33}=-c_{22}=1 / 4$, and all other components are zero.

We describe a procedure to determine $c_{\vec{s}}$ as an MPS, given a set of generators $g_{1} \cdots g_{n}$ and corresponding phases $(-1)^{s_{1}} \cdots(-1)^{s_{n}}$. The idea is that the local MPS tensor at site $x$ should transmit through its virtual indices which of the stabilizers that have support on $x$ are included in the product (i.e. have $b_{i}=1$ ). First, we need to determine a contiguous set of sites that contain the support of each generator. Let us call this the extent of an operator. Given the extent of each generator, let $P_{i}=\mathbb{I}+(-1)^{S_{i}} g_{i}$ be an projection operator (or state in the Pauli basis) defined on the extent. Schematically, the local MPS tensor $\left[P_{i}^{j}\right]$ at site $j$ is

$$
\left[P_{i}^{j}\right]= \begin{cases}\left(\mathbb{I},(-1)^{s_{i}} g_{i}^{j}\right) & j=1  \tag{C.3}\\
\left(\begin{array}{ll}
\mathbb{I} & 0 \\
0 & g_{i}^{j}
\end{array}\right) & 1<j<k \\
\left(\mathbb{I}, g_{i}^{j}\right)^{T} & j=k\end{cases}
$$

where $k$ is the size of the extent, and $g_{i}^{j}$ is the Pauli operator at site $j$ in $g_{i}$. Given the MPS $P_{i}$, we only need one more ingredient to determine the MPS representation of the stabilizer state: Pauli algebra fusion tensor $V_{a, b}^{c}$. This tensor implements the product of Pauli operators, and evaluates to the correct phase associated to the product e.g.

$$
\begin{equation*}
V_{a, 0}^{c}=\delta_{a, c}, V_{1,2}^{3}=i=-V_{2,1}^{3}, \text { etc. } \tag{C.4}
\end{equation*}
$$

Then, to determine the MPS tensor for the stabilizer state at site $j$, first collect all the generators whose extent is on $j$. Then, combine their MPS along the physical dimension using the fusion tensor. If there is more than two generators with support at $j$, then we can use multiple fusion tensors.

## Appendix D

## Classical Shadows and the MeasurementInduced Phase Transition

## D.0.1 Prior and Posterior Ensembles of Classical Snapshots

Assume the Krause operator (projection operator) $K_{\boldsymbol{b} \mid \mathscr{C}}$ describes a projective measurement implemented by a quantum circuit $\mathscr{C}$ (with specific gate and observable choices) and resulted in the measurement outcomes $\boldsymbol{b}$, such that the probability to observe $\boldsymbol{b}$ on a state $\rho$ is given by

$$
\begin{equation*}
p(\boldsymbol{b} \mid \rho, \mathscr{C})=\operatorname{Tr}\left(K_{\boldsymbol{b} \mid \mathscr{C}} \rho K_{\boldsymbol{b} \mid \mathscr{C}}^{\dagger}\right) \tag{D.1}
\end{equation*}
$$

If we have no knowledge about the state $\rho$, we should assume $\rho=\mathbb{1} /(\operatorname{Tr} \mathbb{1})$ to be maximally mixed, where $\mathbb{1}$ stands for the identity operator in the Hilbert space and $\operatorname{Tr} \mathbb{1}$ is effectively the Hilbert space dimension. In this limit, Eq. (D.1) reduces to

$$
\begin{equation*}
p(\boldsymbol{b} \mid \mathscr{C}):=p\left(\boldsymbol{b} \left\lvert\, \rho=\frac{\mathbb{1}}{\operatorname{Tr} \mathbb{1}}\right., \mathscr{C}\right)=\frac{1}{\operatorname{Tr} \mathbb{1}} \operatorname{Tr}\left(K_{\boldsymbol{b} \mid \mathscr{C}} K_{\boldsymbol{b} \mid \mathscr{C}}^{\dagger}\right) . \tag{D.2}
\end{equation*}
$$

The operator $K_{\boldsymbol{b} \mid \mathscr{C}}^{\dagger} K_{\boldsymbol{b} \mid \mathscr{C}}$ is a Hermitian and positive semi-definite operator, which motivates us to further normalize it to make it a state (a density matrix)

$$
\begin{equation*}
\sigma_{b \mid C}=\frac{K_{\boldsymbol{b} \mid \mathscr{C}}^{\dagger} K_{\boldsymbol{b} \mid \mathscr{C}}}{\operatorname{Tr}\left(K_{\boldsymbol{b} \mid \mathscr{C}}^{\dagger} K_{\boldsymbol{b} \mid \mathscr{C}}\right)} \tag{D.3}
\end{equation*}
$$

We will call $\sigma_{b \mid C}$ a classical snapshot state. It has an important property that

$$
\begin{equation*}
\operatorname{Tr}\left(\sigma_{\boldsymbol{b} \mid C} \rho\right)=\frac{\operatorname{Tr}\left(K_{\boldsymbol{b} \mid \mathscr{C}}^{\dagger} K_{\boldsymbol{b} \mid \mathscr{C}} \rho\right)}{\operatorname{Tr}\left(K_{\boldsymbol{b} \mid \mathscr{C}}^{\dagger} K_{\boldsymbol{b} \mid \mathscr{C}}\right)}=\frac{1}{\operatorname{Tr} \mathbb{1}} \frac{p(\boldsymbol{b} \mid \rho, \mathscr{C})}{p(\boldsymbol{b} \mid \mathscr{C})} \tag{D.4}
\end{equation*}
$$

Assume that the measurement circuit $\mathscr{C}$ is drawn from some random ensemble with probability $p(\mathscr{C})$, we can define two random state ensembles for the classical snapshots:

- the prior snapshot ensemble (with no knowledge about $\rho$ )

$$
\begin{equation*}
\mathscr{E}_{\sigma}=\left\{\sigma_{\boldsymbol{b} \mid \mathscr{C}} \mid(\boldsymbol{b}, \mathscr{C}) \sim p(\boldsymbol{b}, \mathscr{C}):=p(\boldsymbol{b} \mid \mathscr{C}) p(\mathscr{C})\right\} \tag{D.5}
\end{equation*}
$$

- the posterior snapshot ensemble (given the knowledge about $\rho$ )

$$
\begin{equation*}
\mathscr{E}_{\sigma \mid \rho}=\left\{\sigma_{\boldsymbol{b} \mid \mathscr{C}} \mid(\boldsymbol{b}, \mathscr{C}) \sim p(\boldsymbol{b}, \mathscr{C} \mid \rho):=p(\boldsymbol{b} \mid \rho, \mathscr{C}) p(\mathscr{C})\right\} \tag{D.6}
\end{equation*}
$$

This means the ensemble averages are defined as

$$
\begin{align*}
\underset{\sigma \in \mathscr{E}_{\sigma}}{\mathbb{E}} f(\sigma) & :=\sum_{\boldsymbol{b}, \mathscr{C}} f\left(\sigma_{\boldsymbol{b} \mid \mathscr{C}}\right) p(\boldsymbol{b} \mid \mathscr{C}) p(\mathscr{C}),  \tag{D.7}\\
\underset{\sigma \in \mathscr{E}_{\sigma \mid \rho}}{\mathbb{E}} f(\sigma) & :=\sum_{\boldsymbol{b}, \mathscr{C}} f\left(\sigma_{\boldsymbol{b} \mid \mathscr{C}}\right) p(\boldsymbol{b} \mid \rho, \mathscr{C}) p(\mathscr{C}),
\end{align*}
$$

where $f(\sigma)$ stands for any function of $\sigma, p(\boldsymbol{b} \mid \mathscr{C})$ and $p(\boldsymbol{b} \mid \rho, \mathscr{C})$ are given by Eq. (D.2) and Eq. (D.1) respectively. Then Eq. (D.4) implies that the posterior ensemble average can be expressed as a prior ensemble average as

$$
\begin{equation*}
\underset{\sigma \in \mathscr{E}_{\sigma \mid \rho}}{\mathbb{E}} f(\sigma)=(\operatorname{Tr} \mathbb{1}) \underset{\sigma \in \mathscr{E}_{\sigma}}{\mathbb{E}} f(\sigma) \operatorname{Tr}(\sigma \rho) \tag{D.8}
\end{equation*}
$$

## D.0.2 Review of Classical Shadow Tomography

Classical shadow tomography is an efficient approach to extracting information about an unknown quantum state $\rho$ by repeated randomized measurements. The idea of randomized measurement is to sample the measurement circuit $\mathscr{C}$ (both its structure and its gate choices) from a probability distribution $p(\mathscr{C})$, perform the measurement on the state $\rho$ and collect the measurement outcomes $\boldsymbol{b}$. The randomized measurement effectively converts the quantum state $\rho$ into a collection of classical snapshots in the posterior ensemble $\mathscr{E}_{\sigma \mid \rho}$.

The data acquisition procedure can be formulated as a quantum channel $\mathscr{M}$, called the measurement channel, which maps the initial quantum state $\rho$ to the expectation of classical snapshot states over the posterior snapshot ensemble

$$
\begin{equation*}
\mathscr{M}(\rho):=\underset{\sigma \in \mathscr{E}_{\sigma \mid \rho}}{\mathbb{E}} \sigma=(\operatorname{Tr} \mathbb{1}) \underset{\sigma \in \mathscr{E}_{\sigma}}{\mathbb{E}} \sigma \operatorname{Tr}(\sigma \rho) \tag{D.9}
\end{equation*}
$$

Here we have used Eq. (D.8). Suppose the randomized measurement scheme is topographically complete, the measurement channel $\mathscr{M}$ will be invertible. Its inverse is called the reconstruction map, denoted as $\mathscr{M}^{-1}$ (albeit $\mathscr{M}^{-1}$ might not be a physical channel), such that the quantum state $\rho$ can be reconstructed from the classical snapshots by $\rho=\mathbb{E}_{\sigma \in \mathscr{E}_{\sigma \mid \rho}} \mathscr{M}^{-1}(\sigma)$. This also provides the means to predict the expectation value of any observable $O$ on the state $\rho$ as

$$
\begin{equation*}
\langle O\rangle:=\operatorname{Tr}(O \rho)=\underset{\sigma \in \mathscr{E}_{\sigma \mid \rho}}{\mathbb{E}} \operatorname{Tr}\left(\mathscr{M}^{-1}(O) \sigma\right) \tag{D.10}
\end{equation*}
$$

Note that $\operatorname{Tr}\left(O \mathscr{M}^{-1}(\sigma)\right)=\operatorname{Tr}\left(\mathscr{M}^{-1}(O) \sigma\right)$ due to the self-adjoint property of the measurement channel $\mathscr{M}$ as well as the reconstruction map $\mathscr{M}^{-1}$.

In practice, the expectation $\mathbb{E}_{\sigma \in \mathscr{E}_{\sigma \mid \rho}}$ is often estimated by the median-of-means over a finite number of classical snapshots collected from experiments. Due to the statistical fluctuation of finite samples, the estimation value of an observable $O$ will fluctuate around its true expectation value $\langle O\rangle$ with a typical variance that scales with the sample number $M$ as $\operatorname{var} O \sim\|O\|_{\mathscr{E}_{\sigma}}^{2} / M$
following the law of large numbers. The coefficient $\|O\|_{\mathscr{E}_{\sigma}}^{2}$ is the locally-scrambled shadow norm, defined as

$$
\begin{equation*}
\|O\|_{\mathscr{E}_{\sigma}}^{2}:=\underset{\sigma \in \mathscr{E}_{\sigma}}{\mathbb{E}}\left(\operatorname{Tr} \mathscr{M}^{-1}(O) \sigma\right)^{2}=\frac{\operatorname{Tr}\left(O \mathscr{M}^{-1}(O)\right)}{\operatorname{Tr} \mathbb{1}} \tag{D.11}
\end{equation*}
$$

By definition, the identity operator $O=\mathbb{1}$ always have unit shadow norm, i.e., $\|\mathbb{1}\|_{\mathscr{E}_{\sigma}}^{2} \equiv 1$. For traceless observable $O$, the locally-scrambled shadow norm $\|O\|_{\mathscr{E}_{\sigma}}^{2}$ quantifies the number $M$ of samples needed to control the estimation variances var $O \lesssim \delta^{2}$ below a desired level set by a small $\delta$, as $M \sim\|O\|_{\mathscr{E}_{\sigma}}^{2} / \delta^{2}$. Therefore, the locally-scrambled shadow norm measures the sample complexity for classical shadow tomography to predict the observable $O$ based on the randomized measurement scheme characterized by $\mathscr{E}_{\sigma}$.

## D.0.3 Locally Scrambled Ensembles and Pauli Basis Approach

From the aforementioned general formulation, it is evident that the measurement channel $\mathscr{M}$ and its inverse $\mathscr{M}^{-1}$ hold a central role in classical shadow tomography. Computing these for generic randomized measurement schemes is a complex task, and no polynomially scalable algorithm currently exists. Nevertheless, progress has been made in the context of locally scrambled (or Pauli-twirled) measurements, which are randomized measurements insensitive to local basis choices.

More specifically, let $V \in \mathrm{U}(2)^{N}$ be a product of single-qubit unitary operators, decomposed as $V=\bigotimes_{i} V_{i}$, with $V_{i} \in \mathrm{U}(2)$ on every qubit $i$. The product operator $V$ represents independent local basis transformations. Let $\mathscr{U}_{V}(\rho):=V \rho V^{\dagger}$ be the unitary channel that implements the unitary transformation $V$. A random state ensemble $\mathscr{E}_{\rho}=\{\rho \mid \rho \sim p(\rho)\}$ is said to be locally scrambled, if and only if $p(\rho)=p\left(\mathscr{U}_{V}(\rho)\right)$ for any $V \in \mathrm{U}(2)^{N}$. A random channel ensemble $\mathscr{E}_{\mathscr{K}}=\{\mathscr{K} \mid \mathscr{K} \sim p(\mathscr{K})\}$ is considered locally scrambled, if and only if $p(\mathscr{K})=p\left(\mathscr{U}_{V} \circ \mathscr{K} \circ \mathscr{U}_{V^{\prime}}\right)$ for any $V, V^{\prime} \in \mathrm{U}(2)^{N}$. A randomized measurement scheme is locally scrambled if its corresponding prior snapshot ensemble $\mathscr{E}_{\sigma}$ (as a random state ensemble) is lo-
cally scrambled. For locally scrambled randomized measurements, the associated $\mathscr{M}$ and $\mathscr{M}^{-1}$ exhibit simple forms in the Pauli basis and can be computed efficiently. This conclusion remains valid when the scrambling condition is relaxed to $V \in C_{1}^{N}$, where $C_{1}$ denotes the single-qubit Clifford group, which is applicable to the cases of random Clifford gates with random Pauli measurements.

To elucidate this approach, it is more convenient to employ the Choi representation, wherein each quantum operator $O$ is viewed as a super-state $|O\rangle\rangle$ :

$$
\begin{equation*}
|O\rangle\rangle:=\frac{1}{\sqrt{\operatorname{Tr} \mathbb{1}}} \sum_{a}|a\rangle \otimes O|a\rangle, \tag{D.12}
\end{equation*}
$$

where $a$ labels a complete set of orthonormal basis in the Hilbert space $\mathscr{H}$ (of ket states). All Hermitian operators in $\mathscr{H}$ span an operator space, denoted $\mathscr{L}(\mathscr{H})$, in which inner product between two operators $A, B \in \mathscr{L}(\mathscr{H})$ is defined as

$$
\begin{equation*}
\langle\langle A \mid B\rangle\rangle:=\frac{\operatorname{Tr} A^{\dagger} B}{\operatorname{Tr} \mathbb{1}} . \tag{D.13}
\end{equation*}
$$

Let $P=\prod_{i} P_{i}$ represent a (multi-qubit) Pauli operator, constructed as a product of single-qubit Pauli operators, with $P_{i} \in I, X, Y, Z$ acting on the $i$ th qubit. All Pauli operators form a complete set of orthonormal basis for the Hermitian operator space $\mathscr{L}(\mathscr{H})$, as $\left\langle\left\langle P \mid P^{\prime}\right\rangle\right\rangle=\delta_{P P^{\prime}}$. Correspondingly, for any quantum channel $\mathscr{K}$ that maps a state $\rho$ to another state $\rho^{\prime}=\mathscr{K}(\rho)$, there exists a corresponding super-operator $\hat{\mathscr{K}} \in \operatorname{Hom}(\mathscr{L}(\mathscr{H}), \mathscr{L}(\mathscr{H}))$ that maps their Choi representations accordingly, as $\left.\left.\left|\rho^{\prime}\right\rangle\right\rangle=\hat{K}|\rho\rangle\right\rangle$.

Utilizing the Choi representation of quantum channel, any locally scrambled measurement channel $\mathscr{M}$ defined in Eq. (D.9) can be written as a super-operator $\hat{\mathscr{M}}$ that acts on any state $\rho$ as

$$
\begin{equation*}
\left.\hat{\mathscr{M}}|\rho\rangle\rangle=(\operatorname{Tr} \mathbb{1})^{2} \underset{\sigma \in \mathscr{E}_{\sigma}}{\mathbb{E}}|\sigma\rangle\right\rangle\langle\langle\sigma \mid \rho\rangle\rangle, \tag{D.14}
\end{equation*}
$$

which indicates that $\left.\hat{\mathscr{M}}=(\operatorname{Tr} \mathbb{1})^{2} \mathbb{E}_{\sigma \in \mathscr{E}_{\sigma}}|\sigma\rangle\right\rangle\langle\langle\sigma|$. Expand in Pauli basis, we generally have

$$
\begin{equation*}
\left.\hat{\mathscr{M}}=(\operatorname{Tr} \mathbb{1})^{2} \sum_{P, P^{\prime}}|P\rangle\right\rangle\left(\underset{\sigma \in \mathscr{E}_{\sigma}}{\mathbb{E}}\langle\langle P \mid \sigma\rangle\rangle\left\langle\left\langle\sigma \mid P^{\prime}\right\rangle\right\rangle\right)\left\langle\left\langle P^{\prime}\right|\right. \tag{D.15}
\end{equation*}
$$

However, if we assume $\mathscr{E}_{\sigma}$ to be a locally scrambled state ensemble, the local scrambling property requires

$$
\begin{equation*}
\underset{\sigma \in \mathscr{E}_{\sigma}}{\mathbb{E}}\langle\langle P \mid \sigma\rangle\rangle\left\langle\left\langle\sigma \mid P^{\prime}\right\rangle\right\rangle=\delta_{P P^{\prime}} \underset{\sigma \in \mathscr{E}_{\sigma}}{\mathbb{E}}\langle\langle P \mid \sigma\rangle\rangle\langle\langle\sigma \mid P\rangle\rangle=\delta_{P P^{\prime}} \underset{\sigma \in \mathscr{E}_{\sigma}}{\mathbb{E}}\left(\frac{\operatorname{Tr} P \sigma}{\operatorname{Tr} \mathbb{1}}\right)^{2} \tag{D.16}
\end{equation*}
$$

Therefore, the measurement channel Eq. (D.15) becomes diagonal in the Pauli basis:

$$
\begin{equation*}
\left.\hat{\mathscr{M}}=\sum_{P}|P\rangle\right\rangle w_{\mathscr{E}_{\sigma}}(P)\langle\langle P|, \tag{D.17}
\end{equation*}
$$

where $w_{\mathscr{E}_{\sigma}}(P)$ denotes the average Pauli weight of classical snapshots $\sigma$ in prior snapshot ensemble $\mathscr{E}_{\sigma}$, defined as

$$
\begin{equation*}
w_{\mathscr{E}_{\sigma}}(P):=\underset{\sigma \in \mathscr{E}_{\sigma}}{\mathbb{E}}(\operatorname{Tr} P \sigma)^{2} \tag{D.18}
\end{equation*}
$$

This definition captures an essential statistical feature of the randomized measurement scheme: $w_{\mathscr{E}_{\sigma}}(P)$ is the probability for the Pauli operator $P$ to appear diagonal in the measurement basis and be directly observed in a single random realization of the measurement protocol.

Since $\hat{\mathscr{M}}$ is diagonal in the Pauli basis, its inverse is simply given by

$$
\begin{equation*}
\left.\hat{\mathscr{M}}^{-1}=\sum_{P}|P\rangle\right\rangle \frac{1}{w_{\mathscr{E}_{\sigma}}(P)}\langle\langle P|, \tag{D.19}
\end{equation*}
$$

or, more explicitly, in terms of the reconstruction map on any operator $O$ as

$$
\begin{equation*}
\mathscr{M}^{-1}(O)=\sum_{P} \frac{\operatorname{Tr}(O P)}{w_{\mathscr{E}_{\sigma}}(P) \operatorname{Tr} \mathbb{1}} P \tag{D.20}
\end{equation*}
$$

Plugging Eq. (D.20) into Eq. (D.10) and Eq. (D.11) enables us to estimate the expectation value
$\langle O\rangle$ and study the shadow norm $\|O\|_{\mathscr{E}_{\sigma}}^{2}$ for any observable $O$. In particular, for Pauli observable $P$, we have

$$
\begin{align*}
\langle P\rangle & =\frac{1}{w_{\mathscr{E}_{\sigma}}(P)} \underset{\sigma \in \mathscr{E}_{\sigma \mid \rho}}{\mathbb{E}} \operatorname{Tr}(P \sigma), \\
\|P\|_{\mathscr{E}_{\sigma}}^{2} & =\frac{1}{w_{\mathscr{E}_{\sigma}}(P)} \tag{D.21}
\end{align*}
$$

This essentially allows us to decode the quantum information in the initial state $\rho$ from the measurement outcomes gathered from a hybrid quantum circuit and to investigate the sample complexity for decoding various observables at different measurement rates.

## D.0.4 Evolution of Pauli Weights through Locally Scrambled Channels

The central challenge now is to compute the average Pauli weight $w_{\mathscr{E}_{\sigma}}(P)$ of the prior snapshot ensemble $\mathscr{E}_{\sigma}$. In general, this remains a difficult problem. However, suppose the state ensemble $\mathscr{E}_{\sigma}$ is constructed by applying locally scrambled elementary quantum channels to locally scrambled simple initial states. In that case, its Pauli weight can be calculated using Markov dynamics, which is a more tractable approach.

To derive the dynamics of Pauli weights under locally scrambled quantum dynamics, we first introduce a set of region basis states $|A\rangle\rangle$ in the doubled Hermitian operator space $\mathscr{L}(\mathscr{H})^{2}$, defined by

$$
\begin{equation*}
\left.\left.|A\rangle\rangle=\frac{1}{\sqrt{\left|\mathscr{P}_{A}\right|}} \sum_{P \in \mathscr{P}_{A}}|P\rangle\right\rangle \otimes|P\rangle\right\rangle, \tag{D.22}
\end{equation*}
$$

where $A$ denotes a subset of qubits and $\mathscr{P}_{A}=\{P \mid \operatorname{supp} P=A\}$ denotes all Pauli operators supported exactly in region $A .\left|\mathscr{P}_{A}\right|=3^{|A|}$ is the cardinality of $\mathscr{P}_{A}$ and $|A|$ denotes the number of qubits in $A$. The significance of $|A\rangle\rangle$ lies in its invariance under doubled local basis transformation, i.e., $\left.\left.\hat{\mathscr{U}}_{V} \otimes \hat{\mathscr{U}}_{V}|A\rangle\right\rangle=|A\rangle\right\rangle$ for any $V \in \mathrm{U}(2)^{N}$. In fact, all states $\left.|A\rangle\right\rangle$ form a complete set of orthonormal basis that spans the invariant subspace of $\mathscr{L}(\mathscr{H})^{2}$ under the doubled local scrambling $\hat{\mathscr{U}}_{V} \otimes \hat{\mathscr{U}}_{V}$.

Given a locally scrambled state ensemble $\mathscr{E}_{\rho}$ and a locally scrambled channel ensemble $\mathscr{E}_{\mathscr{K}}$, by definition, for any local basis transformation $V=\bigotimes_{i} V_{i} \in \mathrm{U}(2)^{N}$ (or its corresponding unitary channel $\mathscr{U}_{V}(\rho)=V \rho V^{\dagger}$, we have the following symmetry requirements

$$
\begin{align*}
\left.\hat{\mathscr{U}}_{V}^{\otimes 2} \underset{\rho \in \mathscr{E}_{\rho}}{\mathbb{E}}|\rho\rangle\right\rangle^{\otimes 2} & \left.=\underset{\rho \in \mathscr{E}_{\rho}}{\mathbb{E}}|\rho\rangle\right\rangle^{\otimes 2}  \tag{D.23}\\
\hat{\mathscr{U}}_{V}^{\otimes 2}\left(\underset{\mathscr{K} \in \mathscr{E}_{\mathscr{K}}}{\mathbb{E}} \hat{\mathscr{K}}^{\otimes 2}\right) \hat{\mathscr{U}}_{V^{\dagger}}^{\otimes 2} & =\underset{\mathscr{K} \in \mathscr{E}_{\mathscr{K}}}{\mathbb{E}} \hat{\mathscr{K}}^{\otimes 2} .
\end{align*}
$$

These manifest the locally scrambled properties on the 2nd-moment level. Given these symmetry requirements, the 2 nd-moment locally scrambled random states (or channels) can and only need to be represented in the symmetric subspace spanned by the region basis as

$$
\begin{align*}
\left.\underset{\rho \in \mathscr{E}_{\rho}}{\mathbb{E}}|\rho\rangle\right\rangle^{\otimes 2} & \left.=\frac{1}{(\operatorname{Tr} \mathbb{1})^{2}} \sum_{A} \bar{w}_{\mathscr{E}_{\rho}}(A)|A\rangle\right\rangle,  \tag{D.24}\\
\underset{\mathscr{K} \in \mathscr{E}_{\mathscr{K}}}{\mathbb{E}} \hat{K}^{\otimes 2} & \left.=\sum_{A, A^{\prime}}|A\rangle\right\rangle \bar{w}_{\mathscr{C}_{\mathscr{K}}}\left(A, A^{\prime}\right)\left\langle\left\langle A^{\prime}\right|,\right.
\end{align*}
$$

where the linear combination coefficients $\bar{w}_{\rho}(A)$ and $\bar{w}_{\mathscr{K}}\left(A, A^{\prime}\right)$ are defined as

$$
\begin{align*}
\bar{w}_{\mathscr{E}_{\rho}}(A) & \left.:=(\operatorname{Tr} \mathbb{1})^{2} \underset{\rho \in \mathscr{E}_{\rho}}{\mathbb{E}}\langle\langle A| \mid \rho\rangle\right\rangle^{\otimes 2},  \tag{D.25}\\
\bar{w}_{\mathscr{E}_{\mathscr{K}}}\left(A, A^{\prime}\right) & \left.:=\underset{\mathscr{K} \in \mathscr{E}_{\mathscr{K}}}{\mathbb{E}}\left\langle\langle A| \hat{K}^{\otimes 2} \mid A^{\prime}\right\rangle\right\rangle,
\end{align*}
$$

which will be called the regional Pauli weights of the locally scrambled ensembles.
Locally scrambled quantum dynamics involve passing locally scrambled random states $\rho \in \mathscr{E}_{\rho}$ through locally scrambled random channels $\mathscr{K} \in \mathscr{E}_{\mathscr{K}}$ such that the resulting states $\mathscr{K}(\rho)$ still form a locally scrambled random state ensemble $\mathscr{E}_{\mathscr{K}(\rho)}$ defined as:

$$
\begin{equation*}
\mathscr{E}_{\rho} \rightarrow \mathscr{E}_{\mathscr{K}(\rho)}:=\left\{\mathscr{K}(\rho) \mid \rho \in \mathscr{E}_{\rho}, \mathscr{K} \in \mathscr{E}_{\mathscr{K}}\right\} \tag{D.26}
\end{equation*}
$$

Under such evolution, the 2nd-moment evolves as

$$
\begin{equation*}
\left.\left.\underset{\mathscr{K}(\rho) \in \mathscr{E}_{\mathscr{K}(\rho)}}{\mathbb{E}}|\mathscr{K}(\rho)\rangle\right\rangle^{\otimes 2}=\underset{\mathscr{K} \in \mathscr{E}_{\mathscr{K}}}{\mathbb{E}} \hat{K}^{\otimes 2} \underset{\rho \in \mathscr{E}_{\rho}}{\mathbb{E}}|\rho\rangle\right\rangle^{\otimes 2} \tag{D.27}
\end{equation*}
$$

By decomposing these 2nd-moment state and channel expectations in the region basis according to Eq. (D.24), we obtain the following evolution equation for the regional Pauli weights:

$$
\begin{equation*}
\bar{w}_{\mathscr{E}_{\mathscr{K}(\rho)}}(A)=\sum_{A^{\prime}} \bar{w}_{\mathscr{E}_{\mathscr{K}}}\left(A, A^{\prime}\right) \bar{w}_{\mathscr{E}_{\rho}}\left(A^{\prime}\right) . \tag{D.28}
\end{equation*}
$$

Suppose a locally scrambled state ensemble is obtained from random quantum dynamics comprised of locally scrambled simple channels, with computable regional Pauli weights. In that case, we can use Eq. (D.28) to trace the evolution of the regional Pauli weights of the state ensemble step-by-step, eventually inferring the regional Pauli weights of the final state ensemble. This approach enables us to systematically calculate the Pauli weights of the prior snapshot ensemble $\mathscr{E}_{\sigma}$, which is the key for classical shadow tomography.

Finally, the regional Pauli weights and the ordinary Pauli weights are connected by the following relations, given $P$ and $P^{\prime}$ are Pauli operators supported on regions $A$ and $A^{\prime}$, respectively,

$$
\begin{align*}
w_{\mathscr{E}_{\rho}}(P) & =\frac{\bar{w}_{\mathscr{E}_{\rho}}(A)}{\sqrt{3}^{|A|}}=\underset{\rho \in \mathscr{E}_{\rho}}{\mathbb{E}}(\operatorname{Tr} P \rho)^{2},  \tag{D.29}\\
w_{\mathscr{E}_{\mathscr{K}}}\left(P, P^{\prime}\right) & =\frac{\bar{w}_{\mathscr{E}_{\mathscr{K}}}\left(A, A^{\prime}\right)}{\sqrt{3}^{|A|+\left|A^{\prime}\right|}}=\underset{\mathscr{K} \in \mathscr{E}_{\mathscr{K}}}{\mathbb{E}}\left(\frac{\operatorname{Tr}\left(P \mathscr{K}\left(P^{\prime}\right)\right)}{\operatorname{Tr} \mathbb{1}}\right)^{2} .
\end{align*}
$$

Switching back to the Pauli basis, Eq. (D.28) reduces to a similar form

$$
\begin{equation*}
w_{\mathscr{E}_{\mathscr{K}}(\rho)}(P)=\sum_{P^{\prime}} w_{\mathscr{E}_{\mathscr{K}}}\left(P, P^{\prime}\right) w_{\mathscr{E}_{P}}\left(P^{\prime}\right) \tag{D.30}
\end{equation*}
$$

Based on these formulae, we can compute the Pauli weights for a few locally scrambled states and channels, which will be useful for analyzing the hybrid quantum circuit classical shadow
tomography.

- Locally scrambled state ensembles $\mathscr{E}_{\rho}$
- Pure random product states $\left.\mathscr{E}_{\rho}=\left\{\bigotimes_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|| | \psi_{i}\right\rangle \in \mathscr{H}_{i}\right\}$

$$
\begin{equation*}
w_{\mathscr{E}_{\rho}}(P)=\frac{1}{3^{|\operatorname{supp} P|}} . \tag{D.31}
\end{equation*}
$$

- Pure Page state over $N$ qubits $\left.\mathscr{E}_{\rho}=\{|\psi\rangle\langle\psi|| | \psi\rangle \in \mathscr{H}=\bigotimes_{i} \mathscr{H}_{i}\right\}$

$$
w_{\mathscr{C}_{\rho}}(P)= \begin{cases}1 & P=\mathbb{1}  \tag{D.32}\\ \frac{1}{2^{N}+1} & \text { otherwise }\end{cases}
$$

- Maximally mixed state $\mathscr{E}_{\rho}=\{\mathbb{1} /(\operatorname{Tr} \mathbb{1})\}$

$$
w_{\mathscr{E}_{\rho}}(P)=\delta_{P, \mathbb{1}}= \begin{cases}1 & P=\mathbb{1}  \tag{D.33}\\ 0 & \text { otherwise }\end{cases}
$$

- Locally scrambled channel ensembles $\mathscr{E}_{\mathscr{K}}$
- Local scrambling channel $\mathscr{E}_{\mathscr{K}}=\left\{\mathscr{U}_{V} \mid \mathscr{U}_{V}(\rho)=V \rho V^{\dagger}, V \in \mathrm{U}(2)^{N}\right\}$

$$
\begin{equation*}
w_{\mathscr{E}_{\mathscr{K}}}\left(P, P^{\prime}\right)=\frac{\delta_{\text {supp } P, \text { supp } P^{\prime}}}{3^{|\operatorname{supp} P|}} \tag{D.34}
\end{equation*}
$$

- Global scrambling channel among $N$ qubits:

$$
\begin{equation*}
w_{\mathscr{E}_{\mathscr{K}}}\left(P, P^{\prime}\right)=\delta_{P, 1} \delta_{P^{\prime}, \mathbb{1}}+\frac{\left(1-\delta_{P, 1}\right)\left(1-\delta_{P^{\prime}, 1}\right)}{4^{N}-1} \tag{D.35}
\end{equation*}
$$

where $\mathscr{E}_{\mathscr{K}}=\left\{\mathscr{U}_{U} \mid \mathscr{U}_{U}(\rho)=U \rho U^{\dagger}, U \in \mathrm{U}\left(2^{N}\right)\right\}$.

- Local random projective measurement:

$$
\begin{equation*}
w_{\mathscr{E}_{\mathscr{K}}}\left(P, P^{\prime}\right)=\frac{1}{3^{|\operatorname{supp} P|+\left|\operatorname{supp} P^{\prime}\right|}}, \tag{D.36}
\end{equation*}
$$

where $\left.\mathscr{E}_{\mathscr{K}}=\left\{\mathscr{M}\left|\mathscr{M}\left(\rho_{i}\right)=\right| \psi_{i}\right\rangle\left\langle\phi_{i}\right| \rho_{i}\left|\phi_{i}\right\rangle\left\langle\psi_{i}\right|,\left|\phi_{i}\right\rangle,\left|\psi_{i}\right\rangle \in \mathscr{H}_{i}\right\}$.

## D.0.5 Application to the Prior Snapshot Ensemble

According to Eq. (D.3), the classical snapshot state $\sigma$ takes the form of

$$
\begin{equation*}
\sigma=\frac{K^{\dagger} K}{\operatorname{Tr}\left(K^{\dagger} K\right)} \tag{D.37}
\end{equation*}
$$

The state can be interpreted as mapping the maximal mixed state $\rho_{\mathbb{1}}:=\mathbb{1} /(\operatorname{Tr} \mathbb{1})$ by a quantum channel $\mathscr{K}$, followed by a normalization,

$$
\begin{equation*}
\sigma=\frac{\mathscr{K}\left(\rho_{\mathbb{1}}\right)}{\operatorname{Tr} \mathscr{K}\left(\rho_{\mathbb{1}}\right)}, \tag{D.38}
\end{equation*}
$$

where the quantum channel $\mathscr{K}$ is defined by the Krause operator as $\mathscr{K}(\rho)=K^{\dagger} \rho K$. The random state ensemble of $\sigma$ can be considered as derived from the random channel ensemble of $\mathscr{K}$,

$$
\begin{equation*}
\mathscr{E}_{\sigma}=\left\{\left.\frac{\mathscr{K}\left(\rho_{\mathbb{1}}\right)}{\operatorname{Tr} \mathscr{K}\left(\rho_{\mathbb{1}}\right)} \right\rvert\, \mathscr{K} \in \mathscr{E}_{\mathscr{K}}\right\} \tag{D.39}
\end{equation*}
$$

The maximally mixed state itself forms a locally scrambled state ensemble $\mathscr{E}_{\rho_{\mathbb{1}}}=\left\{\rho_{\mathbb{1}}\right\}$, whose Pauli weight $w_{\mathscr{E}_{\rho_{1}}}$ is given by Eq. (D.33). Suppose the random channel ensemble $\mathscr{E}_{\mathscr{K}}$ is also locally scrambled, Eq. (D.30) can be applied to compute the Pauli weight of the composed state ensemble $\mathscr{E}_{\mathscr{K}}\left(\rho_{1}\right)$,

$$
\begin{equation*}
w_{\mathscr{E}_{\mathscr{K}\left(\rho_{11}\right)}}(P)=\sum_{P^{\prime}} w_{\mathscr{E}_{\mathscr{K}}}\left(P, P^{\prime}\right) w_{\mathscr{E}_{\rho_{1}}}\left(P^{\prime}\right) \tag{D.40}
\end{equation*}
$$

By Eq. (D.29), $w_{\mathscr{E}_{\mathscr{K}\left(\rho_{\mathbf{1}}\right)}}$ is defined as

$$
\begin{equation*}
w_{\mathscr{E}_{\mathscr{K}\left(\rho_{\mathbb{1}}\right)}}=\underset{\mathscr{K} \in \mathscr{E}_{\mathscr{K}}}{\mathbb{E}}\left(\operatorname{Tr} P \mathscr{K}\left(\rho_{\mathbb{1}}\right)\right)^{2} \tag{D.41}
\end{equation*}
$$

However, what we wish to calculate is the Pauli weight of the classical snapshot ensemble, defined as

$$
\begin{equation*}
w_{\mathscr{E}_{\sigma}}=\underset{\mathscr{K} \in \mathscr{E}_{\mathscr{K}}}{\mathbb{E}}\left(\operatorname{Tr}\left(P \frac{\mathscr{K}\left(\rho_{\mathbb{1}}\right)}{\operatorname{Tr} \mathscr{K}\left(\rho_{\mathbb{1}}\right)}\right)\right)^{2}=\underset{\mathscr{K} \in \mathscr{E}_{\mathscr{K}}}{\mathbb{E}} \frac{\left(\operatorname{Tr} P \mathscr{K}\left(\rho_{\mathbb{1}}\right)\right)^{2}}{\left(\operatorname{Tr} \mathscr{K}\left(\rho_{\mathbb{1}}\right)\right)^{2}} . \tag{D.42}
\end{equation*}
$$

This ensemble average is difficult to calculate due to the potential correlation between its numerator and denominator. A common strategy is to approximate the average of ratios by the ratio of averages. Using Eq. (D.41), we have

$$
\begin{equation*}
w_{\mathscr{E}_{\sigma}}(P) \simeq \frac{\mathbb{E} \mathscr{K} \in \mathscr{E}_{\mathscr{K}}\left(\operatorname{Tr} P \mathscr{K}\left(\rho_{\mathbb{1}}\right)\right)^{2}}{\mathbb{E} \not \mathscr{K}_{\mathscr{E}}^{\mathscr{K}}} \mathbf{( \operatorname { T r } \mathscr { K } ( \rho _ { \mathbb { 1 } } ) ) ^ { 2 }}=\frac{w_{\mathscr{E}_{\mathscr{K}}\left(\rho_{\mathbb{1}}\right)}(P)}{w_{\mathscr{E}_{\mathscr{K}\left(\rho_{\mathbb{1}}\right)}}(\mathbb{1})} \tag{D.43}
\end{equation*}
$$

Such that the Pauli weight of the classical snapshot ensemble can be approximately estimated as the ratio of two Pauli weights that we can compute by the operator dynamics Eq. (D.40). The approximation is expected to be accurate away from the transition in the purity.

## D. 1 Quantum Statistical Mechanical Picture

## D.1.1 Pauli Weight and Entanglement Feature

Given the prior snapshot ensemble $\mathscr{E}_{\sigma}$, we aim to compute the Pauli weight $w_{\mathscr{E}_{\sigma}}(P)$, which plays a central role in classical shadow tomography reconstruction and shadow norm estimation. The Pauli weight is defined as

$$
\begin{equation*}
w_{\mathscr{E}_{\sigma}}(P):=\underset{\sigma \in \mathscr{E}_{\sigma}}{\mathbb{E}}(\operatorname{Tr} P \sigma)^{2} \tag{D.44}
\end{equation*}
$$

for any Pauli operator $P=\prod_{i} P_{i}$ and $P_{i} \in\{I, X, Y, Z\}$ in qubit systems. If $\mathscr{E}_{\sigma}$ is a locally scrambled ensemble, its 2 nd moment if fully captured by the (2nd Rényi) entanglement feature, defined as

$$
\begin{equation*}
W_{\mathscr{E}_{\sigma}}(A):=\underset{\sigma \in \mathscr{E}_{\sigma}}{\mathbb{E}} \operatorname{Tr}\left(\sigma^{\otimes 2} \operatorname{SWAP}_{A}\right) \tag{D.45}
\end{equation*}
$$

where $A$ denotes a subset of totally $N$ qubits in the system, which can also be encoded as a bit string $A \in\{0,1\}^{\times N}$ such that the qubit marked by 1 belongs to the subset. SWAP $_{A}$ denotes the swap operator in the region $A$ between the two replicas of $\sigma$. The Pauli weight and the entanglement feature are related by a linear transformation

$$
\begin{equation*}
\left.w_{\mathscr{E}_{\sigma}}(P)\right|_{\operatorname{supp} P=A}=\left(-\frac{1}{3}\right)^{|A|} \sum_{B \subseteq A}(-2)^{|B|} W_{\mathscr{E}_{\sigma}}(B), \tag{D.46}
\end{equation*}
$$

where $|A|$ denotes the size (cardinality) of the set $A$.


Figure D.1. Statistical mechanical picture of the Pauli weight $w_{\mathscr{E}_{\sigma}}$ and the entanglement feature $W_{\mathscr{E}_{\sigma}}$.

This relation can be simply expressed using the entanglement feature state, which is a fictitious quantum state that encodes the entanglement feature over all possible subsystems $A$. Let $|A\rangle$ be a set of orthonormal bit-string basis (i.e., assuming $\langle A \mid B\rangle=\delta_{A B}$ ), we can define the entanglement feature state $\left|W_{\mathscr{E}_{\sigma}}\right\rangle$ for the ensemble $\mathscr{E}_{\sigma}$ as

$$
\begin{equation*}
\left|W_{\mathscr{E}_{\sigma}}\right\rangle=\sum_{A} W_{\mathscr{E}_{\sigma}}(A)|A\rangle, \tag{D.47}
\end{equation*}
$$

then both the Pauli weight and the entanglement feature admits simple representation as

$$
\begin{align*}
w_{\mathscr{E}_{\sigma}}(P) & =\left\langle P \mid W_{\mathscr{E}_{\sigma}}\right\rangle,  \tag{D.48}\\
W_{\mathscr{E}_{\sigma}}(A) & =\left\langle A \mid W_{\mathscr{E}_{\sigma}}\right\rangle,
\end{align*}
$$

where the state $|P\rangle$ is defined by

$$
\begin{equation*}
|P\rangle:=\prod_{i \in \operatorname{supp} P} \frac{2 X_{i}-I_{i}}{3}|\mathbf{0}\rangle, \tag{D.49}
\end{equation*}
$$

with $|0\rangle:=\bigotimes_{i}|0\rangle_{i}$ being the all- 0 state (the basis state of empty region $A=\emptyset$ ) and $X=$ $|0\rangle\langle 1|+|1\rangle\langle 0|, I=|0\rangle\langle 0|+|1\rangle\langle 1|$ are on-site operators in the entanglement feature Hilbert space. Physically, $|0\rangle_{i}$ (or $|1\rangle_{i}$ ) corresponds to the identity (or swap) boundary condition on the qubit $i$ in defining the 2nd-moment computation. The state $|P\rangle$ defines the boundary condition for Pauli weight, corresponding to imposing the Pauli boundary condition within the Pauli operator support.

## D.1.2 Entanglement Feature State in Measurement-Induced Transition

Suppose the prior snapshot state is given by $\sigma=K^{\dagger} K / \operatorname{Tr}\left(K^{\dagger} K\right)$ with $K$ being the Kraus operator that describes a quantum channel of the hybrid quantum circuit with measurement rate p.

- $p=0$ limit, $\mathscr{E}_{\sigma}(p=0)$ only contains a maximally mixed state, whose entanglement feature state is

$$
\begin{equation*}
\left|W_{\mathscr{E}_{\sigma}(p=0)}\right\rangle=\frac{1}{4^{N}} W_{\mathbb{1}}|\mathbf{0}\rangle \tag{D.50}
\end{equation*}
$$

where $W_{1}$ is the entanglement feature operator of the identity quantum channel, given by

$$
\begin{equation*}
W_{\mathbb{1}}=2^{N} \prod_{i}\left(2 I_{i}+X_{i}\right) \tag{D.51}
\end{equation*}
$$

- $p=1$ limit, $\mathscr{E}_{\sigma}(p=1)$ is an ensemble of random product state, meaning that the entanglement entropy vanishes for all regions, so $\forall A: W_{\mathscr{E}_{\sigma}}(A)=1$, the entanglement feature state can be written as

$$
\begin{equation*}
\left|W_{\mathscr{E}_{\sigma}(p=1)}\right\rangle=2^{N / 2}|+\rangle \tag{D.52}
\end{equation*}
$$

where $|+\rangle:=\bigotimes_{i}|+\rangle_{i}$ is the all-plus state with $|+\rangle=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$ being the eigenstate of $X=+1$. Given that $|+\rangle$ is also an eigenstate of $W_{1}$, it does not hurt to rewrite Eq. (D.52) as

$$
\begin{equation*}
\left|W_{\mathscr{E}_{\sigma}(p=1)}\right\rangle=\left(\frac{1}{3 \sqrt{2}}\right)^{N} W_{\mathbb{1}}|+\rangle . \tag{D.53}
\end{equation*}
$$

Given the two limits Eq. (D.51) and Eq. (D.53), we can propose a variational ansatz for the entanglement feature state

$$
\begin{equation*}
\left|W_{\mathscr{E}_{\sigma}(p)}\right\rangle \propto W_{\mathbb{1}}\left|\Psi_{p}\right\rangle \tag{D.54}
\end{equation*}
$$

where $\left|\Psi_{p}\right\rangle$ should interpolate between the ferromagnetic state $|\mathbf{0}\rangle$ and the paramagnetic state
 the ground state of a transverse field Ising model

$$
\begin{equation*}
H=-J \sum_{i} Z_{i} Z_{i+1}-h \sum_{i} X_{i} \tag{D.55}
\end{equation*}
$$

where the $h / J$ ratio is supposed to depend on the measurement rate in such a way that

$$
\left\{\begin{array}{l}
h / J=0 \quad \text { when } p=0  \tag{D.56}\\
h / J \rightarrow \infty \quad \text { when } p=1
\end{array}\right.
$$

Within this Ising model description, the measurement-induced entanglement transition happens at $p_{c}$, corresponding to $h / J=1$ (at the Ising critical point). Although it should be emphasized that this is only a "mean-field" description of the entanglement transition, and it is known that the measurement-induced criticality is not in the Ising universality class. Nevertheless, this
description provides us with ways to phenomenologically model and describe the Pauli weight for the prior snapshots of hybrid shadow tomography away from the critical point.

Given the variational ansatz of the entanglement feature state $\left|W_{\mathscr{E}_{\sigma}(p)}\right\rangle$ in Eq. (D.54), the Pauli weight can be evaluated as

$$
\begin{align*}
w_{\mathscr{E}_{\sigma}(p)}(P) & =\frac{\left\langle P \mid W_{\mathscr{E}_{\sigma}(p)}\right\rangle}{\left\langle\mathbf{0} \mid W_{\mathscr{E}_{\sigma}(p)}\right\rangle}=\frac{\langle\mathbf{0}|\left(\prod_{i \in \operatorname{supp} P} \frac{2 X_{i}-I_{i}}{3}\right) W_{\mathbb{1}}\left|\Psi_{p}\right\rangle}{\langle\mathbf{0}| W_{1}\left|\Psi_{p}\right\rangle} \\
& =\frac{\langle\mathbf{0}| \prod_{i \in \operatorname{supp} P} X_{i} \prod_{i \notin \operatorname{supp} P}\left(2 I_{i}+X_{i}\right)\left|\Psi_{p}\right\rangle}{\langle\mathbf{0}| \prod_{i}\left(2 I_{i}+X_{i}\right)\left|\Psi_{p}\right\rangle}, \tag{D.57}
\end{align*}
$$

where the denominator is introduced to normalize the Pauli weight (such that $\forall p: w_{\mathscr{E}_{\sigma}(p)}(I)=1$ ) as the ansatz state $\left|W_{\mathscr{E}_{\sigma}(p)}\right\rangle$ was unnormalized. Introduce a binary indicator

$$
\theta_{i \notin P}:= \begin{cases}0 & i \in \operatorname{supp} P  \tag{D.58}\\ 1 & i \notin \operatorname{supp} P\end{cases}
$$

Eq. (D.57) can be written in a more compact form

$$
\begin{equation*}
w_{\mathscr{E}_{\sigma}(p)}(P)=\frac{\langle\mathbf{0}| \prod_{i}\left(2 \theta_{i \notin P} I_{i}+X_{i}\right)\left|\Psi_{p}\right\rangle}{\langle\mathbf{0}| \prod_{i}\left(2 I_{i}+X_{i}\right)\left|\Psi_{p}\right\rangle} . \tag{D.59}
\end{equation*}
$$

## D.1.3 Volume-Law Phase $\left(p<p_{c}\right)$

At the $p=0$ limit, the entanglement feature state is given by Eq. (D.51), corresponding to $\left|\Psi_{p=0}\right\rangle=|\mathbf{0}\rangle$ as the ground state of the Ising model Eq. (D.55) at its ferromagnetic fixed point $(h / J=0)$. Given that $\left|\Psi_{p=0}\right\rangle=|\mathbf{0}\rangle$ is a product state, the Pauli weight Eq. (D.57) can be evaluated at each site independently,

$$
\begin{equation*}
w_{\mathscr{E}_{\sigma}(p=0)}(P)=\prod_{i \in \operatorname{supp} P} \frac{\langle 0| X|0\rangle}{\langle 0| 2 I+X|0\rangle}=0 . \tag{D.60}
\end{equation*}
$$

The Pauli weight vanishes for all $P$ because without any measurement $(p=0)$ there is no way to infer any information about any non-trivial Pauli observable.

To move away from this extreme limit, we can turn on the transverse field term $h$ in the Ising model Eq. (D.55) and use perturbation theory to estimate the corrected ground state $\left|\Psi_{p}\right\rangle$ in the $h / J \ll 1$ regime. To the 1 st order of $h / J$, we have

$$
\begin{equation*}
\left|\Psi_{p}\right\rangle \simeq\left(1+\frac{h}{4 J} \sum_{i} X_{i}\right)|\mathbf{0}\rangle \simeq \mathrm{e}^{\frac{h}{4 J} \sum_{i} X_{i}}|\mathbf{0}\rangle=\prod_{i} \mathrm{e}^{\frac{h}{4 J} X_{i}}|\mathbf{0}\rangle, \tag{D.61}
\end{equation*}
$$

where we exponentiate the leading order correction. With this, the Pauli weight becomes

$$
\begin{equation*}
w_{\mathscr{E}_{\sigma}}(P)=\prod_{i \in \operatorname{supp} P} \frac{\langle 0| X \mathrm{e}^{\frac{h}{4 J} X}|0\rangle}{\langle 0|(2 I+X) \mathrm{e}^{\frac{h}{4 J} X}|0\rangle}=\left(\frac{1}{1+2 \operatorname{coth}\left(\frac{h}{4 J}\right)}\right)^{|\operatorname{supp} P|} . \tag{D.62}
\end{equation*}
$$

Assuming $h / J \propto p$ is linear in $p$, the above result implies that the shadow norm should scale with the Pauli operator size $k=|\operatorname{supp} P|$ as

$$
\begin{equation*}
\|P\|_{\mathscr{E}_{\sigma}}^{2}=\frac{1}{w_{\mathscr{E}_{\sigma}}(P)}=(1+2 \operatorname{coth}(c p))^{k}=\beta^{k} \tag{D.63}
\end{equation*}
$$

where $c$ is some unknown coefficient. So the base $\beta=1+2 \operatorname{coth}(c p)$ will diverge as $\beta \simeq 1 / p$ as the measurement rate $p \rightarrow 0$ approaches zero, which is consistent with our numerical result in the main text.

## D.1.4 Area-Law Phase $\left(p>p_{c}\right)$

At the $p=1$ limit, the entanglement feature state is given by Eq. (D.53), corresponding to $\left|\Psi_{p=1}\right\rangle=|+\rangle$ as the ground state of the Ising model Eq. (D.55) at is paramagnetic fixed point ( $J=0$ ). Given that $\left|\Psi_{p=1}\right\rangle=|+\rangle$ is a project state, the Pauli weight Eq. (D.57) can be evaluated at each site independently,

$$
\begin{equation*}
w_{\mathscr{C}_{\sigma}(p=1)}(P)=\prod_{i \in \operatorname{supp} P} \frac{\langle 0| X|+\rangle}{\langle 0| 2 I+X|+\rangle}=\prod_{i \in \operatorname{supp} P} \frac{\langle 0 \mid+\rangle}{3\langle 0 \mid+\rangle}=\frac{1}{3^{|\operatorname{supp} P|}}, \tag{D.64}
\end{equation*}
$$

given that $X|+\rangle=|+\rangle$. This reproduces the known result of Pauli weight for the random product state ensemble.

To move away from this extreme limit, we can turn on the Ising coupling $J$ in the Ising model Eq. (D.55) and use perturbation theory to estimate the corrected ground state $\left|\Psi_{p}\right\rangle$ in the $J / h \ll 1$ regime. To the 1 st order of $J / h$, we have

$$
\begin{equation*}
\left|\Psi_{p}\right\rangle \simeq\left(1+\frac{J}{4 h} \sum_{i} Z_{i} Z_{i+1}\right)|+\rangle \tag{D.65}
\end{equation*}
$$

With this, we can evaluate the inner product

$$
\begin{align*}
\langle\mathbf{0}| \prod_{i}\left(2 \theta_{i \notin P} I_{i}+X_{i}\right)\left|\Psi_{p}\right\rangle & \simeq\langle\mathbf{0}| \prod_{i}\left(2 \theta_{i \notin P} I_{i}+X_{i}\right)|+\rangle+\frac{J}{4 h} \sum_{j}\langle\mathbf{0}| \prod_{i}\left(2 \theta_{i \notin P} I_{i}+X_{i}\right) Z_{j} Z_{j+1}|+\rangle \\
& =\left(1+\frac{J}{4 h} \sum_{j} \frac{2 \theta_{j \notin P}-1}{2 \theta_{j \notin P}+1} \frac{2 \theta_{j+1 \notin P}-1}{2 \theta_{j+1 \notin P}+1}\right) \prod_{i}\left(2 \theta_{i \notin P}+1\right)\langle\mathbf{0} \mid+\rangle \\
& \simeq \mathrm{e}^{\frac{J}{4 h} \sum_{j} \phi_{j, P}} \prod_{i}\left(2 \theta_{i \notin P}+1\right)\langle\mathbf{0} \mid+\rangle \\
& =\prod_{i} \mathrm{e}^{\frac{J}{4 h} \phi_{i, P}}\left(2 \theta_{i \notin P}+1\right)\langle\mathbf{0} \mid+\rangle, \tag{D.66}
\end{align*}
$$

where we have introduced the symbol

$$
\phi_{i, P}=\frac{2 \theta_{j \notin P}-1}{2 \theta_{j \notin P}+1} \frac{2 \theta_{j+1 \notin P}-1}{2 \theta_{j+1 \notin P}+1}= \begin{cases}1 & i+\frac{1}{2} \in \operatorname{supp} P,  \tag{D.67}\\ -\frac{1}{3} & i+\frac{1}{2} \in \partial \operatorname{supp} P, \\ \frac{1}{9} & i+\frac{1}{2} \notin \operatorname{supp} P,\end{cases}
$$

and exponentiate the perturbation (given $J / H \ll 1$ ). Given the result Eq. (D.66), we can evaluate
the Pauli weight using Eq. (D.59),

$$
\begin{align*}
w_{\mathscr{E}_{\sigma}(p)}(P) & =\frac{\prod_{i} \mathrm{e}^{\frac{J}{4 h} \phi_{i, P}}\left(2 \theta_{i \notin P}+1\right)\langle\mathbf{0} \mid+\rangle}{\prod_{i}\left(3 \mathrm{e}^{\frac{J}{4 h} \frac{1}{9}}\right)\langle\mathbf{0} \mid+\rangle} \\
& \simeq \prod_{i \in \operatorname{supp} P} \frac{1}{3} \mathrm{e}^{\frac{J}{4 h}\left(1-\frac{1}{9}\right)}  \tag{D.68}\\
& =\left(\frac{1}{3 \mathrm{e}^{-\frac{2 J}{9 h}}}\right)^{|\operatorname{supp} P|}
\end{align*}
$$

Assuming $J / h \propto(1-p)$ is linear in $(1-p)$, the above result implies that the shadow norm should scale with the Pauli operator size $k=|\operatorname{supp} P|$ as

$$
\begin{equation*}
\|P\|_{\mathscr{E}_{\sigma}}^{2}=\frac{1}{w_{\mathscr{E}_{\sigma}}(P)}=\left(3 \mathrm{e}^{-c^{\prime}(1-p)}\right)^{k}=\beta^{k} \tag{D.69}
\end{equation*}
$$

where $c^{\prime}$ is some unknown coefficient. The base $\beta=3 \mathrm{e}^{-c^{\prime}(1-p)} \simeq 3\left(1-c^{\prime}(1-p)\right)$ will decrease from 3 as $p$ deviates from 1, which is also consistent with our numerical result in the main text.

## D.1.5 Entanglement Transition $\left(p=p_{c}\right)$

At $p=p_{c}$, the hybrid quantum circuit undergoes measurement-induced entanglement transition. Although the transition is not described by the Ising CFT, it is instructive to gain a qualitative understanding about the transition using the Ising analogy. In the Ising analogy, the entanglement transition corresponds to the Ising critical point in the Ising model Eq. (D.55).

Suppose the ground state $\left|\Psi_{p}\right\rangle$ is now described by the Ising CFT. Using the KramersWannier duality: $X_{i} \leftrightarrow \tilde{Z}_{i-1 / 2} \tilde{Z}_{i+1 / 2}$, the string operator $\prod_{i \in A} X_{i}$ for a contiguous region $A$ can be mapped to the product of the dual Ising operator $\prod_{j \in \partial A} \tilde{Z}_{j}$, such that

$$
\begin{equation*}
\langle\mathbf{0}| \prod_{i \in A} X_{i}\left|\Psi_{p}\right\rangle=\langle\mathbf{0}| \prod_{j \in \partial A} \tilde{Z}_{j}\left|\Psi_{p}\right\rangle \sim|A|^{-2 \Delta}\left\langle\mathbf{0} \mid \Psi_{p}\right\rangle, \tag{D.70}
\end{equation*}
$$

where $\Delta$ corresponds to the scaling dimension of the dual Ising operator in the boundary CFT.

Using this interpretation, we can expand

$$
\begin{align*}
\langle\mathbf{0}| \prod_{i \in A}\left(2 I_{i}+X_{i}\right)\left|\Psi_{p}\right\rangle & =2^{|A|} \sum_{B \subseteq A} \frac{1}{2^{|B|}}\langle\mathbf{0}| \prod_{i \in B} X_{i}\left|\Psi_{p}\right\rangle  \tag{D.71}\\
& =2^{|A|} \sum_{B \subseteq A} \frac{1}{2^{|B|}}\langle\mathbf{0}| \prod_{j \in \partial B} \tilde{Z}_{j}\left|\Psi_{p}\right\rangle .
\end{align*}
$$

We can give a loose bound for the correlation by

$$
\begin{equation*}
\delta_{B \emptyset} \leq \frac{\langle\mathbf{0}| \prod_{j \in \partial B} \tilde{Z}_{j}\left|\Psi_{p}\right\rangle}{\left\langle\mathbf{0} \mid \Psi_{p}\right\rangle} \leq 1, \tag{D.72}
\end{equation*}
$$

therefore

$$
\begin{equation*}
2^{|A|}=2^{|A|} \sum_{B \subseteq A} \frac{1}{2^{|B|}} \delta_{B \emptyset} \leq \frac{\langle\mathbf{0}| \prod_{i \in A}\left(2 I_{i}+X_{i}\right)\left|\Psi_{p}\right\rangle}{\left\langle\mathbf{0} \mid \Psi_{p}\right\rangle} \leq 2^{|A|} \sum_{B \subseteq A} \frac{1}{2^{|B|}}=2^{|A|}\left(1+\frac{1}{2}\right)^{|A|}=3^{|A|} \tag{D.73}
\end{equation*}
$$

Based on Eq. (D.57), the Pauli weight can be estimated by

$$
\begin{equation*}
w_{\mathscr{E}_{\sigma}(p)}(P) \simeq \frac{\langle\mathbf{0}| \prod_{i \in \operatorname{supp} P} X_{i}\left|\Psi_{p}\right\rangle}{\langle\mathbf{0}| \prod_{i \in \operatorname{supp} P}\left(2 I_{i}+X_{i}\right)\left|\Psi_{p}\right\rangle} \tag{D.74}
\end{equation*}
$$

which, given Eq. (D.70) and Eq. (D.73), can be bounded by

$$
\begin{equation*}
2^{-k} k^{-2 \Delta} \geq w_{\mathscr{E}_{\sigma}(p)}(P) \geq 3^{-k} k^{-2 \Delta} \tag{D.75}
\end{equation*}
$$

where $k=|\operatorname{supp} P|$ is the size of the Pauli operator. Thus we conclude that the Pauli weight at $p=p_{c}$ should take the form of

$$
\begin{equation*}
w_{\mathscr{E}_{\sigma}(p)}(P)=\beta^{-k} k^{-2 \Delta} \tag{D.76}
\end{equation*}
$$

with a base $2 \leq \beta \leq 3$. Correspondingly, the shadow norm takes the form of

$$
\begin{equation*}
\|P\|_{\mathscr{E}_{\sigma}}^{2}=\frac{1}{w_{\mathscr{E}_{\sigma}}(P)}=\beta^{k} k^{2 \Delta} \tag{D.77}
\end{equation*}
$$

a form that is consistent with our numerical result in the main text. Our fitting in the main text shows that $\beta \approx 2.2$ is within the bound.

## D.1.6 Summary of Results

In conclusion, the quantum statistical mechanical model presented in this appendix shows that the shadow norm takes the following form

$$
\|P\|_{\mathscr{E}_{\sigma}}^{2}= \begin{cases}\beta_{\mathrm{vol}}^{k} & p<p_{c}  \tag{D.78}\\ \beta_{\min }^{k} k^{2 \Delta} & p=p_{c} \\ \beta_{\mathrm{are}}^{k} & p=p_{c}\end{cases}
$$

- In the volume law phase, the base $\beta_{\mathrm{vol}} \sim 1 / p$ diverges as $p \rightarrow 0$.
- In the area law phase, the base $\beta_{\text {are }} \sim 3 \mathrm{e}^{-c^{\prime}(1-p)}$ approaches 3 from below as $p \rightarrow 1$.
- Given that $\beta$ increases in both phases as we go away from the critical point, the entanglement transition should have the minimal $\beta$, denoted as $\beta_{\min }$, and (loosely) bounded by $2 \leq \beta_{\text {min }} \leq 3$.
- At the critical point, there is a power law correction $k^{2 \Delta}$, with universal exponent $\Delta$.


## D. 2 Toy Models

## D.2.1 Area-Law Phase $\left(p>p_{c}\right)$

When the measurement rate $p$ is greater than the critical value $p_{c}$, the classical snapshot $\sigma$ is in the area-law phase. The measurement circuit can be modeled by Fig. D.2(a), whose corresponding classical snapshot state $\sigma$ is a product of $n$-qubit random stabilizer state. Within
each block, the entanglement is maximal. Between different blocks, there is no entanglement (product state). Therefore, the block size $n$ parameterizes the typical range of local entanglement in the classical snapshot state $\sigma$.


Figure D.2. (a) A toy model for the randomized measurement in the area-law phase. Each green block represents a $n$-qubit random Clifford gate. (b) The dependence of the shadow norm scaling base $\beta$ on the block size $n$.

The limit $p=1$ corresponds to $n=1$, that every qubit gets measured immediately before any inter-qubit scrambling. As the measurement rate $p$ reduces (but still in the area-law phase $p_{c}<p<1$ ), the system will be scrambled within the local entanglement range before gets probed by the measurement, but the scrambling range is still finite. This situation can be modeled by $n>1$. We expect $n$ to increase effectively as we $p$ reduces from 1 .

Consider a Pauli observable $P$ whose support happens to cover $m$ of the $n$-qubit blocks. On one hand, the operator size of $P$ is $|\operatorname{supp} P|=m n$. On the other hand, its Pauli weight is given by

$$
\begin{equation*}
w_{\mathscr{E}_{\sigma}}(P)=\left(\frac{2^{n}-1}{4^{n}-1}\right)^{m}=\frac{1}{\left(2^{n}+1\right)^{m}} \tag{D.79}
\end{equation*}
$$

This result can be understood as follows. The Pauli weight can be interpreted as the probability that a Pauli observable $P$ gets transformed by the random Clifford gates into a diagonal operator in the measurement basis, such that it can be directly probed by the measurement. Within each $n$-qubit block, the random Clifford gate scrambles any particular non-identity Pauli observable to one of all $\left(4^{n}-1\right)$ non-identity Pauli observables, among which only $\left(2^{n}-1\right)$ are diagonal (as

Pauli strings of $I$ and $Z$ ) in the measurement basis. Hence the probability of $P$ to be diagonalized within each block is $\left(2^{n}-1\right) /\left(4^{n}-1\right)=1 /\left(2^{n}+1\right)$. To diagonalize $P$ across all the $m$ blocks, the probability multiplies to $1 /\left(2^{n}+1\right)^{m}$, as concluded in Eq. (D.79). As a result, the shadow norm of $P$ is

$$
\begin{equation*}
\|P\|_{\mathscr{E}_{\sigma}}^{2}=\frac{1}{w_{\mathscr{E}_{\sigma}}(P)}=\left(2^{n}+1\right)^{m} \tag{D.80}
\end{equation*}
$$

Assuming the shadow norm scales with the operator size as $\|P\|_{\mathscr{E}_{\sigma}}^{2}=\beta^{|\operatorname{supp} P|}$, the base $\beta$ can be extracted as

$$
\begin{equation*}
\log \beta=\lim _{|\operatorname{supp} P| \rightarrow \infty} \frac{\log \|P\|_{\mathscr{E}_{\sigma}}^{2}}{|\operatorname{supp} P|}=\lim _{m \rightarrow \infty} \frac{m \log \left(2^{n}+1\right)}{m n}=\frac{\log \left(2^{n}+1\right)}{n} \tag{D.81}
\end{equation*}
$$

The dependence of $\beta$ on $n$ is shown in Fig. D.2(b). As the measurement rate $p$ decreases from 1, the scrambling range $n$ increases, and $\beta$ will eventually decrease from 3 to 2 (in this toy model's ideal case).

## D.2.2 Volume-Law Phase $\left(p<p_{c}\right)$

When the measurement rate $p$ is less than the critical value $p_{c}$, the classical snapshot $\sigma$ is in the volume-law phase with local error correction encoding. A model to describe such states is to consider random stabilizer states further encoded by random stabilizer codes. The corresponding measurement circuit will be like Fig. D.3(a). The system contains $N$ physical qubits, grouped by $n$-qubit blocks. Within each block, the $n$ physical qubit is first decoded into a logical qubit and $(n-1)$ syndrome qubits. The syndrome qubits are measured, and the logical qubits are further scrambled before being finally measured. We assume $N \gg n \gg 1$.

Consider an entanglement region $A$ that covers exactly $m$ of the $n$-qubit blocks (assuming $m n \ll N)$, the entanglement entropy of $\sigma$ in such region scales as $S_{\sigma}(A)=m \log 2$, while the region size is $|A|=m n$. So $\sigma$ is a volume-law state with the volume-law coefficient

$$
\begin{equation*}
f=\frac{S_{\sigma}(A)}{|A| \log 2}=\frac{1}{n} . \tag{D.82}
\end{equation*}
$$



Figure D.3. (a) A toy model for the randomized measurement in the volume-law phase. Each green block represents a random Clifford gate. The lower layer gates serve as the encoding gates of random stabilizer codes in each $n$-qubit block. The upper layer gate scrambles all the $N / n$ logical bits. (b) The dependence of the shadow norm scaling base $\beta$ on the volume-law coefficient $f$.

This $1 / n$ ratio is also the rate of the local error correction code (the ratio between the numbers of logical v.s. physical qubits). As the measurement rate $p$ increases from 0 to $p_{c}$, the volume-law coefficient $f$ decreases from 1 to 0 , corresponding to $n$ increasing from 1 to $\infty$.

Consider a Pauli observable $P$ whose support happens to cover $m$ of the $n$-qubit blocks. On one hand, the operator size of $P$ is $|\operatorname{supp} P|=m n$. On the other hand, its Pauli weight is given by

$$
\begin{align*}
w_{\mathscr{E}_{\sigma}}(P) & =q^{m}+\varepsilon\left(r^{m}-q^{m}\right), \quad \text { with } \\
\varepsilon & =\frac{2^{N / n}-1}{4^{N / n}-1}=\frac{1}{2^{N / n}+1}, \\
q & =\frac{2^{n-1}-1}{4^{n}-1}  \tag{D.83}\\
r & =\frac{4 \times 2^{n-1}-1}{4^{n}-1}
\end{align*}
$$

This result can be understood as follows. The Pauli weight can be interpreted as the probability that a Pauli observable $P$ gets transformed by the random Clifford gates into a diagonal operator in the measurement basis, such that it can be directly probed by the measurement. There are two possible scenarios:

- $P$ gets transformed to an operator that is non-identity and diagonal in the syndrome subspace and identity in the logical subspace. The probability for this to happen is $q^{m}$. Because in each block, any particular non-identity Pauli observable will be transformed to one of the $\left(4^{n}-1\right)$ non-identity Pauli observable, among which only $\left(2^{n-1}-1\right)$ are syndrome subspace diagonal and logical subspace identity. They are of the following form:

$$
I \otimes\left[\begin{array}{l}
I  \tag{D.84}\\
Z
\end{array}\right]^{\otimes(n-1)} \text { excluding } I^{\otimes n}
$$

So the probability for this to happen is $q=\left(2^{n-1}-1\right) /\left(4^{n}-1\right)$ in each block and $q^{m}$ over $m$ blocks. In this case, $P$ will be directly measured by the syndrome qubit measurements. After the measurement, it collapses to an identity operator on logical qubits, whose measurement outcome can be determined with probability 1 . Therefore, this scenario has a total contribution of $q^{m} \times 1$ to the Pauli weight, corresponding to the first term in Eq. (D.83).

- $P$ gets transformed to an operator that is non-identity and diagonal in both the syndrome and logical subspaces. The probability for this to happen is $\varepsilon\left(r^{m}-q^{m}\right)$. Within each block, any particular non-identity Pauli observable will be transformed to one of the $\left(4^{n}-1\right)$ non-identity Pauli observables, among which only $\left(4 \times 2^{n-1}-1\right)$ are diagonal in the syndrome subspace regardless of its action in the logical subspace. They are of the following form

$$
\left[\begin{array}{l}
I  \tag{D.85}\\
X \\
Y \\
Z
\end{array}\right] \otimes\left[\begin{array}{l}
I \\
Z
\end{array}\right]^{\otimes(n-1)} \operatorname{excluding} I^{\otimes n}
$$

So the probability for this to happen is $r=\left(4 \times 2^{n-1}-1\right) /\left(4^{n}-1\right)$ and $r^{m}$ over $m$ blocks. After the syndrome qubit measurements, the operator will collapse to a Pauli string in the
logical subspace of the following form

$$
\left[\begin{array}{l}
I  \tag{D.86}\\
X \\
Y \\
Z
\end{array}\right]^{\otimes m}
$$

This has not excluded the possibility of $I^{\otimes m}$, which should be excluded to avoid double counting the same scenario discussed previously. Thankfully, we already know that the probability for $P$ to become a logical identity operator after the syndrome qubit measurement is $q^{m}$. So the probability for $P$ to be syndrome diagonal and logical nonidentity is $\left(r^{m}-q^{m}\right)$. Under the global scrambling of $N / n$ logical qubits by the upper layer gate, the observable $P$ gets further mapped to one of the $\left(4^{N / n}-1\right)$ non-identity Pauli operators in the logical subspace, among which only $\left(2^{N / n}-1\right)$ are diagonal and can be directly probed by the logical qubit measurements. So this further multiplies the probability by $\varepsilon=\left(2^{N / n}-1\right) /\left(4^{N / n}-1\right)$, resulting in a contribution of $\varepsilon\left(r^{m}-q^{m}\right)$ to the Pauli weight, corresponding to the second term in Eq. (D.83).

According to Eq. (D.83), $\varepsilon \rightarrow 0$ in the thermodynamic limit $N \gg n$, so the second term can be neglected, and the Pauli weight is dominated by the first term

$$
\begin{equation*}
w_{\mathscr{E}_{\sigma}}(P) \stackrel{N \gtrsim>n}{\stackrel{ }{m}} q^{m}=\left(\frac{2^{n-1}-1}{4^{n}-1}\right)^{m} \tag{D.87}
\end{equation*}
$$

In conclusion, the shadow norm of $P$ in this toy model is given by

$$
\begin{equation*}
\|P\|_{\mathscr{E}_{\sigma}}^{2}=\frac{1}{w_{\mathscr{E}_{\sigma}}(P)} \stackrel{N \gg n}{=}\left(\frac{4^{n}-1}{2^{n-1}-1}\right)^{m} \tag{D.88}
\end{equation*}
$$

Assuming the shadow norm scales with the operator size as $\|P\|_{\mathscr{E}_{\sigma}}^{2}=\beta^{|\operatorname{supp} P|}$, the base $\beta$ can be
extracted as

$$
\begin{equation*}
\log \beta=\lim _{|\operatorname{supp} P| \rightarrow \infty} \frac{\log \|P\|_{\mathscr{E}_{\sigma}}^{2}}{|\operatorname{supp} P|}=\lim _{m \rightarrow \infty} \frac{1}{m n} m \log \left(\frac{4^{n}-1}{2^{n-1}-1}\right)=\frac{1}{n} \log \left(\frac{4^{n}-1}{2^{n-1}-1}\right) \tag{D.89}
\end{equation*}
$$

Given that $n$ is related to the volume law coefficient $f=1 / n$ by Eq. (D.82), the base $\beta$ can also be expressed in terms of $f$ as

$$
\begin{equation*}
\log \beta=f \log \left(\frac{4^{1 / f}-1}{2^{1 / f-1}-1}\right) \stackrel{f \rightarrow 0}{=}(1+f) \log 2 . \tag{D.90}
\end{equation*}
$$

The dependence of $\beta$ on $f$ is shown in Fig. D.3(b). As the measurement strength increases from 0 to $p_{c}$, the volume-law coefficient $f$ decreases from 1 to 0 , and $\beta$ decreases from $\infty$ to 2 . Near the measurement induced phase transition (as $f \rightarrow 0$ ), $\beta$ increases with the volume-law coefficient $f$ as $\beta=2^{1+f}$.
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[^0]:    ${ }^{1}$ The authors are taking inspiration from Gödel's incompleteness theorems and thinking about physics as a formal, axiomatic system. In this context, completeness means every element of physical reality must be describable in the language of the theory.

[^1]:    ${ }^{2}$ In the derivation below, the $\log$ of a density matrix is defined on its support.

[^2]:    ${ }^{1}$ One can easily construct examples like $|\uparrow \uparrow\rangle$ and $|\uparrow \downarrow\rangle$, which are both product states, but their evolution under the same Hamiltonian $H=\boldsymbol{S}_{1} \cdot \boldsymbol{S}_{2}$ will result in states of different entanglements.

[^3]:    ${ }^{2}$ Strictly speaking, all the local-basis-independent features are capture by the full set of Rényi entropy to all Rényi orders. But here we only focus on a subset described by the 2nd Rényi entropy.

[^4]:    ${ }^{3}$ The notation $\sum_{[a] \in A}=\prod_{i \in A} \sum_{a_{i}=1}^{d^{2}-1}$ denotes the summation over the operator configuration $[a]$ which is non-trivial in region $A$.

[^5]:    ${ }^{1}$ See Ref. [128] for the meaning of the notation $W_{\mathbb{1}}^{-1}$ and why it should correspond to the metric in the entanglement feature Hilbert space.

[^6]:    ${ }^{1}$ Most of the numerical codes used in this paper can be found at this github repository.

[^7]:    ${ }^{1}$ See Appendix D.0.3 for more rigorous treatment of the normalization.

[^8]:    ${ }^{2}$ See Appendix D.0.3 for a brief review of the Markov evolution of Pauli weights.

[^9]:    ${ }^{3}$ See Appendix D. 1 for a statistical mechanical model interpretation for the scaling behavior.
    ${ }^{4}$ See Appendix D. 2 for a more detailed quantitative analysis using toy models.

