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Pedro L. Rodŕıguez (pedro.rodriguez@nyu.edu)

Department of Politics, NYU
19 W. 4th St

New York, NY 10003 USA

Abstract

We outline a new method to explore di↵erences in se-
mantic representations between groups and apply it to
a novel domain where we might expect to find such dif-
ferences: politics. We hypothesize and find confirma-
tory evidence that individuals of opposite partisanship,
as measured by party identification, have di↵erent se-
mantic representations. We further evaluate whether
di↵erences in representations are predictive of attitude
judgments as long suggested by constructivist theories
of attitudes from social psychology. We find di↵erences
are indeed predictive of attitudes even after controlling
for other strongly predictive covariates (party identifica-
tion and ideology). In discussing our results we sketch
out a broader theory of the role of semantic memory in
attitude judgments.

Keywords: semantic memory; individual di↵erences;
attitudes; politics; concepts; modeling

Introduction

A growing body of research in the semantic memory lit-
erature has identified individual di↵erences in semantic
memory organization. What was thought to be largely
static and “shared” (Ochsner, Kosslyn, Yee, Chrysikou,
& Thompson-Schill, 2013) has been found to vary as
function of expertise (Beilock, Lyons, Mattarella-Micke,
Nusbaum, & Small, 2008), culture (Medin et al., 2006;
Ji, Zhang, & Nisbett, 2004), native versus second lan-
guage (Borodkin, Kenett, Faust, & Mashal, 2016), sen-
sorimotor experience (Yee, 2017), development stage
(Markman, 1994) and bodily di↵erences (Thompson-
Schill, Kan, & Oliver, 2006) among others. Individual
di↵erences in semantic memory are likely to have impli-
cations for downstream cognitive processes. We suggest
that making attitude judgments is one such downstream
process.

According to constructive models of attitudes from
social psychology, making attitude judgments involves
sampling (consciously or subconsciously) a limited num-
ber of relevant associated concepts (or associations) from
memory and computing a summary of the valence of the
retrieved associations (Tourangeau, 1992; Zaller & Feld-
man, 1992; Lord & Lepper, 1999). Although memory

retrieval is central to these models, it has never been the
direct object of study, instead its role has been limited to
providing a conceptual framework to empirical studies of
experiment context (Judd, Drake, Downing, & Krosnick,
1991; Tourangeau & Rasinski, 1988) with some excep-
tions (Bhatia, 2017; Lenton, Sedikides, & Bruder, 2009).
We suggest that semantic memory is likely the source of
the considerations and therefore we should expect that
di↵erences in semantic memory retrieval will predict dif-
ferences in the resulting summary and expressed atti-
tudes. In particular, if constructive attitude models are
correct, the valences associated with the retrieved asso-
cations should explain much of the variance in expressed
attitudes.

In this paper we identify di↵erences in representations
in a novel domain that we argue is well suited to explore
the e↵ect of these di↵erences on attitude judgments: pol-
itics. In doing so we also showcase a new method to
systematically explore di↵erences in representations be-
tween groups by estimating semantic representations di-
rectly from semantic fluency data.

For the purposes of this paper, we define a subject’s
semantic representation as an object that constrains the
likelihood of concepts or considerations being retrieved
from memory. While we focus on semantic network rep-
resentations in this paper, we leave generalizing our re-
sults to alternate models, such as a semantic space model
(Landauer & Dumais, 1997) or topic model (Gri�ths,
Steyvers, & Tenenbaum, 2007), to future work. In the
paper, we often refer to a representation for a particular
concept c by which we mean the particular region of the
semantic representation in the neighborhood of c that is
typically retrieved in a task.

Why Politics?
We test two hypotheses about the relationship between
semantic memory and (political) attitudes:

1. Individuals of opposite partisanship (here defined by
party identification) have di↵erent semantic represen-
tations for politically charged concepts.
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2. An individual’s semantic representation for a particu-
lar political concept will be predictive of that individ-
ual’s expressed attitude judgments on topics related
to that concept.

There are good reasons to expect individual di↵er-
ences in semantic representations as function of parti-
sanship. Political scientists have identified consistent
di↵erences in the vocabulary used by political elites
(Gentzkow, Shapiro, & Taddy, 2016) and media orga-
nizations (Morris, 2007) as a function of political af-
filiation. Moreover, voters’ media consumption habits
have also been found to show a preference for media
outlets perceived to be aligned with currently held po-
litical views (Mitchell, Gottfried, Kiley, & Matsa, 2014).
Together these findings suggest two individuals of oppo-
site partisanship are likely to have very di↵erent linguis-
tic experiences. A fundamental prediction of linguistic
based theories of concept acquisition is that di↵erences
in linguistic experience will produce di↵erent represen-
tations (Vigliocco, Meteyard, Andrews, & Kousta, 2009;
Steyvers, Gri�ths, & Dennis, 2006).

Di↵erences in linguistic experience need not be the
only source of representational di↵erences in political
concepts. Recent work highlights the role of emotions
or a↵ect as another type of experiential information rel-
evant in forming semantic representations (Vigliocco et
al., 2009; Ponari, Norbury, & Vigliocco, 2017), particu-
larly for abstract concepts such as those we are likely to
find in politics (e.g. “freedom”, “peace” etc.). To the ex-
tent that individuals experience di↵erent emotions when
partaking in political activities or encountering politi-
cal content (Westbury, Keith, Briesemeister, Hofmann,
& Jacobs, 2015), we should again expect di↵erences in
representations to emerge and, more to the point, dif-
ferences that are likely to be highly relevant for attitude
judgments.

Data
To evaluate these hypotheses, we need to estimate the
semantic representations of political concepts for vari-
ous partisan groups. In the semantic memory literature,
semantic spaces are often estimated from large text cor-
pora (Lund & Burgess, 1996; Landauer & Dumais, 1997)
or a large set of word associations (Austerweil, Abbott, &
Gri�ths, 2012; De Deyne, Navarro, Perfors, & Storms,
2016). These methods are undesirable for our setting
since we want to estimate the semantic representations of
various sub-populations (members of political parties),
something that would be di�cult to do with large text
corpora since it is unclear how to select a corpus for each
sub-population and topic of interest. In addition, we are
interested in topics where we have very weak priors on
the extent of the semantic space (relative to more com-
mon topics like ”fruits”) so collecting word associations
would require extensive and expensive piloting.

Instead, we build on a literature that estimates se-
mantic representations from the semantic fluency task
whereby participants are provided a category label as a
cue (e.g. animals, food) and are asked to list as many
examples of that category as they can think of within
a given time limit and without repetition (Bousfield &
Sedgewick, 1944). The semantic fluency task is ideal for
our purposes for several reasons: First, in contrast to
corpora, semantic fluency lists can be targeted to spe-
cific sub-populations of interest, better capturing group
idiosyncrasies. Second, it allows us to quickly collect lots
of data per subject that is relevant for the given cate-
gory without the need for priors on which words to use to
explore that category. Third, in addition to data on asso-
ciations, it gives us data on the semantic memory search
process which we hypothesize is relevant to predicting
attitudes. Fourth, it has been shown to produce bet-
ter models of semantic representations than single word
associations (De Deyne, Navarro, & Storms, 2013).

We collected semantic fluency data from 1056 MTurk
subjects. As cues we selected words that are politically
relevant: welfare, government, American values, Repub-
lican and Democrat. For each cue, subjects were re-
quired to respond with associated words without repeti-
tions.1 Subjects also answered a series of demographic
and political attitudes questions, including party iden-
tification and ideology.2 We apply some basic pre-
processing to the lists including spelling check, lower
casing and singularizing basic plurals (e.g. “patriots”
becomes “patriot”). Table 1 provides summary statistics
of the resulting lists segregating by party identification.

Method
To estimate partisan di↵erences in representations, we
propose a new method that can be used to identify dif-
ferences in group representations in general. We first es-
timate separate representations for Democrats and Re-
publicans from their respective semantic fluency lists.
Next, we compare the likelihoods of a set of heldout
lists under each estimated representation. If there are
partisan di↵erences and individuals of the same parti-
sanship overlap more in their representations than indi-
viduals of opposing partisanship, then the likelihood of
Republican (Democrat) heldout lists should be larger un-
der the Republican (Democrat) representation (within-
party) than under the Democrat (Republican) represen-
tation (across-party).

We here assume that a semantic representation is a

1Although not a typical category fluency task, the task
can be framed as one with the category defined as “words
you associate with the cue”.

2Possible answers to party identification included: “Re-
publican”, “Democrat”, “Independent”, “no preference” and
“Other party (please specify)”. Ideology was measured on
a seven-point Likert scale from “Extremely liberal” to “Ex-
tremely conservative” with the option of choosing “Haven’t
thought much about this”.
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Table 1: summary statistics for concepts lists by party identification after pre-processing.
Welfare Government American Values Democrat Republican

D R D R D R D R D R
# of unique tokens 1291 912 1552 1085 1507 966 1347 1116 1513 992
Prop. overlap 0.277 0.367 0.305 0.370 0.313 0.339 0.281 0.416 0.303 0.352

Mean list length
14.105 12.848 15.194 14.561 14.354 14.251 14.266 13.696 14.677 14.133
(4.499) (4.665) (4.384) (4.322) (4.432) (4.558) (4.294) (4.544) (4.254) (4.352)

Notes: D = Democrats and R = Republicans. Prop. overlap corresponds to the ratio of unique tokens to total tokens listed.
Numbers in parentheses denote standard deviations of mean list length.

network that is parametererized by an initial probabil-
ity vector ⇡ which contains the probabilities of jumping
from the cue word (e.g. “animal”) to a given node (e.g.
“dog”) and a transition matrix P where each element of
the matrix Pij represents the probability of transition-
ing from word i to word j (e.g. from “dog” to “cat”) in
one step on the network. For a given ⇡ and P, we can
compute the likelihood of each list in our dataset and
use maximum likelihood or Bayesian inference to infer
the parameters of our semantic network. In the past,
estimating representations in this way was not possible
because the requirement that no word be repeated makes
the likelihood of a true generative model non-trivial to
compute. Previous models were either non-generative
(e.g. Goñi et al. (2011)) and could not give likelihoods
or were biased in their estimation process (Millsap &
Meredith, 1987). Only recently has a generative model
been proposed which could give likelihoods of produc-
ing semantic fluency lists under a set of estimated pa-
rameters (which determine the semantic representation).
Jun, Zhu, Rogers, and Yang (2015) show that by as-
suming a particular model for the search process, they
can estimate the semantic representation of a group that
predicts new lists better than previous biased methods.
Building on Austerweil et al. (2012), Jun et al. propose
a model, called INVITE, whereby retrieval consists of a
random walk through the semantic network with words
being added to the semantic fluency list every time it
reaches a new node. However, due to the constraints
of the task, a word that has already been said cannot
be repeated so if the random walk reaches a node that
corresponds to a repeated word, no word is emitted.

By using the same generative model for both groups,
Democrats and Republicans, we are assuming that there
are no systematic di↵erences in the search algorithm
employed to retrieve associations. We argue that the
search algorithm is likely to be a more fundamental cog-
nitive process independent of individual di↵erences in
party identification. In Halpern and Rodriguez (2018)
we tested this assumption by comparing the performance
of several di↵erent models estimated separately on the
two groups. The ranking of models according to the log-
likelihood of held-out lists was the same for both groups,
lending support to our assumption. 3

3In this model comparison, we found that INVITE yields

Individual Di↵erences
We divide up our data into 10 folds, stratifying on party
identity. Estimation of the networks is easier and more
reliable if it is limited to words that were included in
several subjects’ lists. Given the spread of words that
subjects used, we restrict our estimation to the top
30 tokens said for each topic. We estimated a maxi-
mum likelihood “population semantic network” for self-
identifying Democrats and Republicans (using LBFGS
in rStan (Carpenter et al., 2016)) on a training set of
9 of the folds and then evaluated the log-likelihood of
the heldout fold under each of these two semantic net-
works. Figure 2 plots an example of an estimated Demo-
crat semantic representation for the concept Republican.
Across all ten heldout folds, for all concepts and both
parties we find that the within-party log-likelihood is
significantly higher than across-party log-likelihood. As
a measure of how well our model is able to di↵erentiate
parties, we can treat our model as a Bayesian classifier
and assign the party with the higher log-likelihood to
each list. Figure 1 plots the average accuracy of this
classifier by concept. In all cases, the classifier is able
to perform significantly better than chance 4. The accu-
racy score in this case has a theoretically substantive in-
terpretation: the larger the representational di↵erences
between groups, the easier it is for a classifier to distin-
guish between a Republican and Democrat resulting in
a larger accuracy score, for political scientists this can
be understood as a measure of “polarization” (Peterson
& Spirling, n.d.). To further benchmark our results we
applied our method to estimate semantic representations
by gender rather than by party.5 Figure 1 also plots the
accuracy scores by gender for each concept. Except for
the concept “Republican”, our results suggest no signif-
icant gender di↵erences in representations for our set of
cues. Overall finding is evidence that Democrats and
Republicans do indeed strongly di↵er in their represen-

better results than many simpler models (including a sim-
ple bag-of-words). Since it provides a good description of
semantic memory retrieval and has been shown to have nice
statistical properties (Jun et al., 2015), we focus on INVITE
for our analyses here.

4Since our sample is stratified by party, chance is an ac-
curacy score of 0.5.

5Gender has also been previously identified as a potential
source of di↵erences in semantic representations (Capitani,
Laiacona, & Barbarotto, 1999).
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tations for these concepts.
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Figure 1: Accuracy of the model in discriminating between
Democrat and Republican heldout subjects

Individual Di↵erences and Attitudes

To explore whether retrieved semantic associations are
predictive of attitude judgments we also collected data
on general attitudes toward the government’s role in pro-
viding services (related to the concept government) and
its role in guaranteeing a minimum standard of living (re-
lated to the concept welfare). Both attitude questions
were on a seven-point Likert scale and were recoded to
range from -3 (extremely liberal position) to 3 (extremely
conservative position).6 We hypothesized the di↵erence
in the log-likelihoods of an individual’s category fluency
data under the Republican (LLR) and Democrat (LLD)
models, a quantity we term concept partisanship, should
be predictive of that individual’s attitude judgments (us-
ing the representations for welfare for the question on
welfare and government for the question on government
services). The more negative (positive) the concept par-
tisanship for subject i for concept c, the better that sub-
ject’s fluency list approximates the Democrat’s (Repub-
lican’s) estimated representation. Table 2 reports our re-
sults of including concept partisanship as a regressor of
expressed attitudes. Concept partisanship is significant
even after controlling for party a�liation and ideology
suggesting our representations are capturing more than
group a�liation.

According to constructive models of attitudes, when
responding to a survey question on attitudes individ-
ual’s sample from memory, compute a statistic (e.g. an
average) of the valences of the sampled information and
respond accordingly. Building on this intuition we next
asked how much predictive leverage can we get from sim-

6Both attitude questions were taken from the American
National Elections Studies (ANES) Survey.

Table 2: Subjects’ attitudes towards welfare as a func-
tion of partisanship of welfare concept representation
and average valence of the subjects’ retrieved lists

Dependent variable:

Welfare Attitude

(1) (2) (3) (4)

Concept Partisanship 0.335⇤⇤⇤ 0.097⇤⇤⇤

(0.023) (0.028)
Average Valence �0.662⇤⇤⇤ �0.307⇤⇤⇤

(0.069) (0.058)
Party (Republican = 1) 0.242 0.522⇤⇤

(0.283) (0.261)
Ideology 0.487⇤⇤⇤ 0.451⇤⇤⇤

(0.063) (0.063)
Constant �0.123⇤ �0.094 2.952⇤⇤⇤ 1.233⇤⇤⇤

(0.070) (0.152) (0.347) (0.319)

Observations 575 573 591 589
R2 0.270 0.453 0.136 0.449
Adjusted R2 0.269 0.450 0.134 0.446

Notes: Ideology ranges from -3 (extremely liberal) to 3 (extremely conservative).

ply using the average valence of the retrieved lists to pre-
dict attitude judgments. This requires we first attach a
valence to the retrieved words which we do using a set
of 13, 915 valence norms from Warriner, Kuperman, and
Brysbaert (2013). These valence norms range from a low
of 1 (“unhappy”) to a high of 9 (“happy”) and subjects
are instructed to respond how a word makes them feel.
We emphasize this is an imperfect measure of valence to
the extent that the valence of a word may change as a
function of context and party a�liation yet it provides
for an acceptable first approximation. Our results con-
firm that average valence of the retrieved lists is a sig-
nificant predictor of expressed attitudes consistent with
constructive models of attitudes (Table 2).

Previous studies using semantic fluency tasks have ob-
served that subjects produce items in bursts of seman-
tically related words (Troyer, Moscovitch, & Winocur,
1997), consistent with semantic memory being organized
in clusters of semantically related concepts. Given we
found average valence of retrieved lists to be predictive
of attitudes, we wondered whether valence serves as an
organizing principle of semantic memory alongside se-
mantic similarity (Osgood, Suci, & Tannenbaum, 1978;
Westbury et al., 2015). One way of testing this hypothe-
sis is to first assess whether clusters are present in our es-
timated representations and, given clusters are present,
whether nodes within clusters tend to align according
to valence. To evaluate the presence of clusters in our
estimated representations we applied the Walktrap algo-
rithm (Steinhaeuser & Chawla, 2010). Intuitively this
algorithm identifies as clusters the densely connected re-
gions of a graph in which simulated random walks tend to
get “trapped”.7 Figure 2 plots the estimated Democrat
semantic representation for the concept Republican with
di↵erent colors representing di↵erent clusters. Walktrap
algorithm identifies three distinct clusters. We draw the

7The algorithm works best with small step sizes. We limit
our random walk to 3 steps.
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Table 3: Mean valence by cluster in Figure 2
yellow blue green

mean 5.62 5.77 2.68
valence (1.0250) (1.390) (0.567)

reader’s attention to the highly negatively valenced green
cluster vis-a-vis the other relatively more neutral clus-
ters. Using the same valence norms we used in the re-
gressions above, we can estimate mean valence by clus-
ter (see Table 3). The green cluster (consisting of the
words “corrupt”, “greedy”, “ignorant”, “liar”, “racist”,
“selfish” and “uncaring”) is significantly more negatively
valenced than the other two clusters. We see this as sug-
gestive evidence of valence serving as an important orga-
nizing dimension of semantic memory, a result meriting
further research.

Figure 2: Democrat network for the concept ”Republican.”
Clusters of concepts as estimated by the Walktrap algorithm
are indicated by color

Discussion
We have outlined a method to explore di↵erences in se-
mantic representations between groups and applied it to
a novel domain: politics. We hypothesized that indi-
viduals of opposite partisanship have di↵erent semantic
representations for political relevant concepts. In our
data, we find evidence of di↵erences across several polit-
ical concepts although the magnitude of the di↵erence is
found to vary by concept, with concepts related to self-
identity (Democrat and Republican) showing the largest
di↵erences. We also hypothesized that an individual’s
semantic representation of a politically relevant concept
is predictive of that individual’s attitudes toward topics
related with that concept. Again, we find strong con-

firmatory evidence of this hypothesis. Finally we also
found evidence consistent with valence playing an im-
portant role, alongside semantic similarity, in the orga-
nization of semantic memory.

We began by arguing that partisan di↵erences in rep-
resentations are likely to have emerged as a result of
di↵erences in the linguistic and emotional experiences
of Democrats and Republicans. We now proceed to
sketch out a more general theory of the relationship
between semantic memory and attitudes. We hypoth-
esize, that there might be a computational reason for
these di↵erences that further constrains how representa-
tions develop and change. The organization of seman-
tic memory is thought to be optimized for making e�-
cient and accurate knowledge-based inferences and pre-
dictions (e.g. top-down perception (Biederman, Kubovy,
& Pomerantz, 1981) and linguistic prediction (Steyvers
et al., 2006). This is consistent with the fact that se-
mantic memory has been found to be organized accord-
ing to similarity in sensorimotor experiential data and
language-based distributional data (Andrews, Vigliocco,
& Vinson, 2009). However, many studies have suggested
valence as another important dimension of semantic or-
ganization (Osgood et al., 1978; Westbury et al., 2015),
potentially resulting from co-occurrence statistics of af-
fective experience (Vigliocco et al., 2009).The fact that
many of our most discriminating tokens are valenced and
that similarly valenced nodes seem to cluster together is
consistent this theory. This begs the questions: what use
is valence as an organizing principle? We hypothesize
that semantic memory is also optimized for e�cient and
consistent evaluative judgments under limited resources.
If evaluative judgments do indeed follow a sampling like
process then it makes sense for valence to play an or-
ganizing role lest individuals produce an endless stream
of conflicting evaluations. We see this as a line research
meriting greater attention and believe politics as a do-
main is ideally suited to this task. More generally we
hope the method outlined above provides a basic frame-
work to begin to quantitatively explore the relationship
between semantic memory and attitudes and that our
promising results serve to highlight the potential returns
to cognitive science of branching into less traditional do-
mains.
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