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ABSTRACT OF THE THESIS 

 

Optical Tracking via Stereo-vision for Surgical Navigation 

 

 

by 

 

Ananya Rajan 

 

Master of Science in Bioengineering 

 

University of California San Diego, 2024 

 

Professor Frank E. Talke, Chair 

Professor Geert Schmid-Schoenbein, Co-Chair 

 

Recent advances in cutting-edge computer-assisted surgical navigation systems resolve the 

critical need for safer and more efficient surgical procedures. State-of-the-art navigation systems 

incorporate invasive retro-reflective markers that can be detected with the help of infrared cameras, 

providing real-time guidance to clinicians about patient anatomy and instrument trajectory. While 

these systems have revolutionized computer assisted surgeries, the cost ranges from $250,000 to 

500,000, making it prohibitively expensive for small healthcare centers.  



 xii 

Optical tracking, an alternative to infrared tracking, is explored in this paper. It relies on 

visible light to be able to track specific objects or markers. Using two low-cost web cameras, a 

stereoscopic camera was calibrated and programmed to detect the 3D position of moving fiducial 

ArUco markers, non-invasive tags that store positional information. First, using a positioning 

platform, the markers were moved in the X and Y directions with the objective of tracking minor 

movements of patients during surgery. Next, a marker attached to a surgical needle was moved in 

5DOF using the Arduino Tinkerkit Braccio Robotic Arm to mimic the handling of surgical 

instruments. Movements were recorded and the videos were processed in 3 color spaces, red-

green-blue (RGB), hue-saturation-lightness (HSL) and hue-saturation-value (HSV) on OpenCV to 

calculate the tracking accuracy of the cameras. On the positioning platform, differently colored 

markers (white, pink, orange and yellow) were tested for the highest accuracy of detection. Using 

various post-processing techniques, it was found that an accuracy of 5.5 mm could be achieved in 

the RGB color space using a white colored marker. When the marker was moved using the robot, 

it was possible to obtain 2.27 mm accuracy in the RGB color space with a white colored marker.
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Chapter 1  

SURGICAL NAVIGATION SYSTEMS  

1.1 Surgical Navigation Systems 

Surgical navigation combines medical imaging and visualization, providing surgeons with 

positional information about the patient and instruments on an auxiliary display. This allows 

operators to plan the trajectory of instruments in real-time as they penetrate the skin [1]. Some 

systems provide guidance to the clinician during procedures, while others can perform parts of the 

procedure, such as when combined with robotic navigation [2]. They have been used since the 

1990s [3] offering advantages such as the possibility of minimally invasive procedures and 

increased precision during operation [4]. For example, in a study performed to compare 

conventional fluoroscopy-based and navigation-based pedicle screw placement, it was found that 

the former resulted in 16% misplacement rates, while the latter only in 4.6% [5].  

Surgical navigation is achieved by using trackers (known as reference arrays) that help 

identify patient and instrument location in space, which is then displayed on a screen. There are 

various tracking methods, but in existing systems, the trackers commonly used are reflective 

infrared spheres which can be localized when illuminated by infrared light. The workflow of 

surgical navigation consists of preoperative imaging and planning, registration, and intraoperative 

navigation. Patient scans are collected during preoperative imaging, and the intervention is 

planned. Registration refers to trackers being visible on the patient scans and on the navigation 

system so that they can be matched to each other.  In the final step, tracked instruments can be 

navigated on the scans using a computer, enabling surgeons to plan the path of intervention to 

reach the location of interest [6]. 
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Figure 1.1: Surgical navigation workflow comprising preoperative imaging and planning, 

registration, and intraoperative navigation (adapted from [6]) 

1.2 Back Pain and the Need for Surgical Navigation in Pain Management 

Research indicates that as many as 23% of adults globally experience chronic low back 

pain, with one-year recurrence rates between 24% and 80% [7]. While some of the causes of lower 

back pain are non-specific, conditions such as intervertebral disc disease are the cause of lower 

back pain in 26-42% of the patients and result in disc herniation [8, 9]. For such conditions, 

treatments like pain medication, physiotherapy, epidural steroid injection and, in more serious 

cases, surgical intervention are prescribed and performed.  

Epidural steroid injection is a non-surgical treatment for lower back pain arising as a result 

of herniated disc, degenerative disc disease, or spinal stenosis. During the 30-minute procedure, a 

steroid is injected into the dural sac, the epidural space surrounding the spinal cord. The clinician 

relies on fluoroscopy to accurately advance the needle to the target of interest. The pain relief 

stemming from epidural steroid injection is temporary, and thus, for long-term treatment, more of 

such procedures are recommended [10]. Further procedures mean an increase in exposure to 

radiation for the patient and the clinician who performs multiple such procedures a day.   
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In spine surgeries, computer-assisted navigation has been gaining momentum rapidly with 

increased adoption and technical advancements [11]. The next section details various systems and 

their technology that are in use today.  

1.3 Current Surgical Navigation Systems in the Market 

NuVasive’s (San Diego, CA, USA) Pulse Platform offers the potential to enhance the 

accuracy of spine surgeries through intraoperative image-based guidance. With the help of infrared 

(IR) reflective markers affixed to surgical instruments, along with fiducial infrared markers 

anchored to bony locations through an incision in the back, precise tracking of instruments by an 

IR camera is made possible. This tracking mechanism delivers real-time information to the 

surgeon, offering insights into the depth of penetration, and the potential trajectory of the 

instruments. Subsequently, the trajectory of these instruments can be superimposed onto 3D 

radiographic images. The resulting mapped trajectory can be viewed on a separate monitor during 

the surgical intervention. The Pulse Platform costs anywhere between $365,000 and $505,000 

[12]. 

 

 

Figure 1.2: NuVasive’s Pulse Platform’s instrument reference array [13] 
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Figure 1.3: Pulse Platform’s Navigation Software displaying screw trajectories [13] 

With the idea of avoiding additional incisions in the skin to insert markers, Stryker 

Navigation (Stryker Corp, Kalamazoo, Michigan) released a system for pedicle screw placement 

procedures wherein a non-invasive adhesive rectangular marker, the SpineMask, equipped with 

31 infrared LEDs would be applied to the patient’s back to serve as a reference for the patient’s 

position. If the patient’s position changes, or if there is deep muscle retraction, the system 

compensates for the deformation. Smaller markers, with IR LEDs attached, would be affixed to 

instruments to track them. Their proprietary camera, using active optical technology, is capable of 

detecting the infrared LEDs, and thus the movement of instruments. Akin to the Pulse Platform, 

information on the instruments is overlaid on a CT image projected on a separate monitor. The 

cost of Stryker’s spine navigation solution starts from $215,000 and can go up to $350,000 [12]. 
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Figure 1.4: Stryker’s surgical navigation solution showing the SpineMask non-invasive tracker 

on the back and the SpineMap 3D navigation software [14] 

7D Surgical was the first company to use ‘machine vision navigation’ technology in spinal 

surgical navigation. Flash Navigation is priced at about $450,000 and uses a stereoscopic video 

camera to obtain a 3D image of the patient’s surface anatomy. This image is integrated with a CT 

scan made either before or during the surgery, and various depths in the anatomy are calculated. 

Additionally, an infrared camera is used to track surgical tools, and images are projected real-time 

showing trajectories of the many instruments to be used. Augmented reality (AR) can optionally 

be used in this system to visualize safe zones of the pedicle screw trajectories, for example, when 

tools cannot be tracked [15].  
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Figure 1.5: 7D’s Flash Navigation system [16] 

The Augmedics XVision is a complete AR navigation system that allows the user to view 

an overlaid CT image over the patient while wearing a wireless headset with near eye display [17]. 

The headset is customized to match the user’s focal length. First, a registration marker is affixed 

to a part of the spine and a CT scan is obtained and 3D segmented. The registration marker is then 

swapped for navigation markers - these, in addition to the reference CT image aid instrument 

tracking through the method of triangulation. The price of this product is around $160,000 and it 

can be used for open, as well as minimally invasive surgeries [18].   
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Figure 1.6: Augmedics XVision based on augmented reality [19] 

Table 1.1: Summary of existing technologies 

Company/ 

Product 
Technology Display Application Cost 

NuVasive - 

Pulse 

Platform 

IR reflective markers, 

external display 
External Spine surgeries 

$365,000 -   

$505,000 

Stryker - 

SpineMask 

IR LED mask on patient, 

external display 
External Spine surgeries 

$215,000 - 

$350,000 

7D Surgical - 

FLASH 

Surgical 

Machine Vision for 

creating 3D image 

mapping, external 

display, AR (optional) 

External 
Spine and cranial 

navigation 

$450,000 

Augmedics - 

XVision 

Infrared markers, 

Augmented Reality, 

Head Mounted Display 

Head Mounted 

Display 

Neuronavigation, 

pedicle screw 

insertion 

$160,000 
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1.4 Research in Tracking Methods for Surgical Navigation 

Researchers have been developing different tracking techniques for surgical navigation, 

such as mechanical tracking, electromagnetic tracking, ultrasound tracking, and others [20].  

Electromagnetic (EM) tracking can overcome the limitation of requiring constant marker 

visibility, a necessity for optical tracking. EM tracking works by modeling the disturbances of the 

magnetic field between a sensor and the object being tracked [21]. Monotonic variations in 

magnetic fields along the X, Y, and Z axes were generated to establish magnetic field gradients. 

Sharma et al have developed microchips to perceive these gradient fields [22]. By attaching one 

such microchip to an implant within the body and another to a surgical tool, the devices 

concurrently measured and relayed magnetic field information from their respective locations to 

an external receiver. Through this method, they achieved a localization accuracy of <100µm. 

For ultrasound guided surgeries, Stoll et al. have utilized ultrasound imaging to track the 

tip of instruments by developing a passive marker in the form of a sleeve to slip onto instruments 

[23]. Ridges on the sleeve follow a specific pattern, and when imaged by an ultrasound probe, they 

provide the position of the instrument tip. On processing the marker images, a positional accuracy 

of 0.22 mm was achieved.  

 

Figure 1.7: Passive ‘sleeve’ type marker attached to instrument [23] 
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Optical tracking systems are considered the gold standard for minimally invasive surgeries 

[24]. The technology used can be categorized into infrared (IR) and videometric tracking. IR 

systems can either use reflective spheres that are illuminated by IR light, or an IR light-emitting 

diode (LED) which can be captured with a charge coupled device (CCD). In videometric tracking, 

instead of using IR markers, light from the visible range is employed to identify markers which 

are tracked by applying computer vision algorithms to real-time videos. This method provides an 

accuracy of 0.2 - 0.5 mm [24,  25]. 

Table 1.2: Summary of tracking methods and accuracies 

Tracking Method Accuracy 

Electromagnetic <100µm [22] 

Ultrasound 
0.22 mm [23] 

Optical 0.2 - 0.5 mm [24,25] 

 

1.5 Limitations of Existing Methods 

As seen in Table 1.1, the cost of current state-of-the-art navigation systems is exorbitant, 

especially due to the use of IR. Smaller healthcare organizations are hence unable to afford such 

products. Another drawback in systems like the Flash Surgical, and NuVasive’s Pulse platform is 

that they require the surgeon to look up at a screen away from the patient, which does not allow 

for seamless workflow during surgery. Lastly, many of the systems in the market are dependent 

on fluoroscopy due to its high resolution and ability to provide great contrast when using dyes.  
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The disadvantage is that it emits ionizing radiation, a cause of concern for patients and the 

clinical team as it can lead to the development of cancer. Especially in spinal surgeries, the 

radiation exposure to the operator is very high, and close to 12 times that of other procedures [26].  

With respect to research in tracking methods, in electromagnetic tracking, the movement of nearby 

metallic objects and devices causes distortion, leading to error accumulation [25]. Ultrasound 

tracking, on the other hand, is susceptible to error from image artifacts caused by specular 

reflection when instruments are imaged along with markers [27]. Optical, or videometric tracking, 

is expensive and requires constant line of sight of markers, despite being the most commonly used 

[28].  

The solution proposed in this thesis is the use of augmented reality in surgical navigation 

systems with real-time overlay of MRI scans and instrument trajectory planning. The system is 

made cost-friendly by utilizing web-cameras to facilitate optical tracking, and non-invasive 

fiducial skin-markers called ArUco markers to paste on the skin of the patient. ArUco markers, 

too, are easily available at a low cost. The cameras are programmed to detect the markers and 

locate the patient with OpenCV’s open-source ArUco library. When the patient’s pose (position 

and orientation) is known, an augmented-reality MRI scan can be overlaid above the patient, 

providing visual, real-time guidance to the clinician. The use of MRI reduces the need for heavy 

fluoroscopy during surgery, thus preventing much radiation exposure. Additionally, these markers 

are also attached to surgical needles to calculate their position with the goal of instrument trajectory 

planning. 3D dice, with an ArUco marker on each face of the die, are used as an alternative to 

planar ArUco markers during instrument tracking to enable continuous marker visibility for 

constant instrument detection.  
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Chapter 2  

OPTICAL TRACKING WITH COMPUTER VISION 

 

2.1 Overview 

 This thesis focuses on the feasibility of using optical tracking for surgical navigation 

systems by employing concepts of computer vision to calibrate and program a stereoscopic 

camera. The camera is built for the optical tracking of ArUco markers placed on the skin of the 

patient and on the instrument to be tracked. It is first calibrated to adjust for its inherent distortion 

and programmed on OpenCV to detect the markers. Tests are performed to verify the stereoscopic 

camera’s accuracy in detecting moving ArUco markers in 2DOF and 5DOF.  

 

Figure 2.1: Design of Surgical Navigation System 

2.2.1 ArUco Markers 

 ArUco markers are binary square fiducial markers used for detection in computer vision. 

They have a black border surrounding an inner matrix comprising black and white squares forming 

several unique patterns. Each pattern is defined by a marker ID, ranging from ID 0 to 999, and 

when detected by a camera, provides information about its position and orientation (pose) [29].  
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Figure 2.2: ArUco Markers with different patterns and IDs 

ArUco markers are generally 2D planar markers as seen in figure 2.2. It is possible to locate 

a patient lying on the OR table by pasting these markers on the patient’s skin. When the camera 

detects the markers, it receives positional information about the markers, which in turn helps 

determine the same for the patient.. Similarly, its use can be expanded into tracking surgical 

instruments when an ArUco marker is attached to the end of the instrument to be tracked. Since 

an instrument could potentially move in 6DOF,  the planar ArUco marker cannot be visible to the 

camera at all times. To circumvent this issue and establish an uninterrupted line-of-sight, a 3D n-

sided ArUco die has been created. Each side of the dice contains an ArUco marker, as seen in 

figure 2.3. With a 3D marker attached to a surgical instrument, such as a scalpel, the instrument 

can be constantly tracked leaving no gaps in detection.  
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Figure 2.3: 3D ArUco Markers for continuous detection of instruments  

2.2.2 Stereoscopy, Stereovision and the Stereoscopic Camera 

 Stereoscopy is an imaging technique that puts 2D images of a single scene together to 

create the sensation of depth for 3D perception. With a single camera (monocular vision), it is 

impossible to estimate depth. Stereo vision relies on two cameras, each capturing an image from 

the left and right perspectives of a scene, to create a 3D representation. A stereoscopic camera 

(also called ‘stereo camera’) is a set of two cameras that work in tandem to reconstruct a single 

image that is a 3D version of the scene they are viewing.  

2.2.3 Disparity 

The two cameras are separated by a certain distance on the X axis, but not on the Y or Z 

axes. Stereo vision algorithms that program cameras search for a pair of pixels, or pixel blocks in 

the two images that describe the same point (in this case, the center of the visible ArUco marker). 

There are many ways to determine pairs of pixels called ‘matching’ algorithms. In this thesis, 

matching is performed by directly comparing one pixel of a frame with one pixel of another frame 

Once a pixel conjugate is found, the horizontal difference, known as disparity, is estimated. This 
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process is simplified since the pixel coordinates vary only in the X-axis, thus reducing the 2D 

matching problem to a 1D problem. Next, by applying triangulation, the depth of the point can be 

estimated [30]. The 3D coordinates of the center of the detected ArUco marker, described by (xleft, 

yleft) on the left camera and (xright, yright) on the right camera, are calculated as follows: 

𝑧 =  
𝑓𝑏

𝑑
       …… (2.1) 

𝑥 =  
𝑥𝑙𝑒𝑓𝑡𝑧

𝑑
    …… (2.2) 

𝑦 =  
𝑦𝑙𝑒𝑓𝑡𝑧

𝑑
    …… (2.3) 

where 𝑑 is the disparity given by either 𝑑 = |𝑥𝑙𝑒𝑓𝑡  −   𝑥𝑟𝑖𝑔ℎ𝑡 | , 

           𝑓 is the focal length of the cameras 

           𝑏 is the baseline distance between the two cameras 

2.2.4 Calibration 

 The purpose of calibration is to map 3D world coordinates to 2D image coordinates and 

remove any distortion in the images. Calibration is performed in four steps: (a) converting world 

coordinates (Xw, Yw, Zw) to camera coordinates (Xc, Yc, Zc) to image coordinates (u, v), (b) 

undistorting images, (c) stereo calibration, and (d) stereo rectification.  

 

Figure 2.4: Steps to calibrate camera 

Converting world to camera coordinates relies on extrinsic parameters of the camera, which 

are rotation (R) and translation (T) matrices. These define the camera’s pose with respect to the 

real world. Converting camera to image coordinates uses intrinsic parameters of the camera, which 
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are its focal length (fx, fy) and optical center (cx, cy). The output is a projection matrix that maps 

3D world coordinates to 2D image coordinates [31, 32]. 

The checkerboard pattern is commonly used for calibration. It is placed at different 

positions and orientations for the cameras to capture. Following Zhang’s method of calibration 

[33], a pinhole camera model is assumed for the cameras since it provides a linear relationship 

between 3D and 2D coordinates. The advantage of using a linear model is that the projection matrix 

formed can be easily deconstructed as needed, as will be described next. 

 

Figure 2.5: Pinhole Camera Model [34] 

When the corners of all squares are detected, their 3D world coordinates can be matched 

with their corresponding 2D image coordinates since the checkerboard pattern is simple and 

repetitive.  

 

Figure 2.6: Finding corners in the checkerboard pattern for calibration 
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The projection matrix, ‘P’, thus formed (eqn. 2.4) is decomposed into the camera’s 

extrinsic and intrinsic parameter matrices using the method of QR factorization (eqn. 2.5 and 2.6) 

[35]. 

  

…… (2.4) 

 

 

 

 

P from the above equation is decomposed as follows, 

 

 …… (2.5) 

 

 

 

  …… (2.6) 
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The extrinsic matrix is formed from the R and T matrices. Camera coordinates are 

calculated with extrinsic parameters using the equation below, 

 

  …… (2.7) 

 

 

 

With the camera coordinates and intrinsic parameters, the image coordinates can be derived 

as follows, 

 

  …… (2.8) 

 

 

 

Equations 2.7 and 2.8 can also be written as 

  

   …… (2.9) 

 

 

 

With equation 2.9, mapping of 3D to 2D coordinates is complete. This needs to be repeated 

for the second camera as well. Ultimately, there will be two rotation and translation matrices for 

the left and right cameras (Rright, Rleft, Tright, Tleft).  
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The next issue to address is the impact of lens distortion on the images, which is applicable 

to the web cameras since they have a lens. Two types of distortion are considered - radial and 

tangential. Radial distortion is caused as a result of light rays bending more near the edges of the 

lens than at the center. Tangential distortion on the other hand is a result of the lens not being 

parallel to the scene being viewed.  

The pinhole camera model does not have a lens, and so does not account for distortion, 

which is a non-linear effect. Instead of using a different camera model to factor in distortion, 

existing equations can be modified to model distortion and produce distortion coefficients - these 

remove distortion in images that are considered to be ‘black’ areas carrying no information [36, 

37]. The distortion coefficients thus used to rectify the effects of distortion are radial (k1, k2, and 

k3) and tangential (p1, p2) distortion coefficients.  

𝑥𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑒𝑑  =  𝑥(1 +  𝑘1𝑟2  + 𝑘2𝑟4  +  𝑘3𝑟6 )  

𝑦𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑒𝑑  =  𝑦(1 +  𝑘1𝑟2  + 𝑘2𝑟4  +  𝑘3𝑟6 )  

𝑟2 = 𝑥𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑒𝑑
2 + 𝑦𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑒𝑑

2   

where (xdistorted, ydistorted) are the distorted coordinates in pixels, (x, y) are the radially undistorted 

coordinates in the image, and k1, k2 and k3 are the radial distortion coefficients. 

To remove tangential distortion, the following formula is implemented: 

𝑥𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑒𝑑 =  𝑥 + 2𝑝1𝑥𝑦 +  𝑝2(𝑟2 + 2𝑥2)  

𝑦𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑒𝑑 =  𝑦 + 2𝑝2𝑥𝑦 +  𝑝2(𝑟2 + 2𝑦2) 

𝑟2 = 𝑥𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑒𝑑
2 + 𝑦𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑒𝑑

2   

where (xdistorted, ydistorted) are the distorted coordinates in pixels, (x, y) are the tangentially 

undistorted coordinates in the image, and p1 and p2 are the tangential distortion coefficients. 
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Once this is done, stereo calibration is performed - it provides the spatial relationship 

between the two cameras [38] based on the undistorted images. Its output is a new set of extrinsic 

and intrinsic camera parameters, called the essential matrix and fundamental matrix, respectively. 

The essential matrix(E) gives the relation between the real world-coordinates of a point P 

with respect to the left and right cameras (Pl and Pr) as follows, 

𝑃𝑟
𝑇 . 𝐸. 𝑃𝑙 =  0 

The fundamental matrix (F) relates pixel coordinates of the left and right image (pl and pr)  

to each other. 

𝑝𝑟
𝑇 . 𝐹. 𝑝𝑙 =  0 

Using the outputs of stereo calibration, the fundamental and essential matrices, stereo 

rectification is applied to the images to ensure that they are at the same position on the Y-axis. 

Similar rows from each image are compared and aligned. This is done so that the images lie on the 

same plane and have no difference in height [39]. 

The calibration process provides camera parameters and the distortion coefficients for each 

of the cameras. With this process complete, the stereo camera is capable of tracking ArUco 

markers by computing the disparity between its two images.  
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Chapter 3  

EXPERIMENTAL SETUP  

3.1 Stereoscopic Camera Setup 

The stereo camera used for this research project was initially built using two HZDQLN 

HD web cameras which had a resolution of 720p and frame rate of 30 fps, which cost $40 each. 

For later experiments, Logitech C920x HD Pro cameras were used which had a resolution of 1080p 

and a frame rate of 30 fps, costing $70 each. The cameras were accessed via OpenCV, an open-

source computer vision library in Python. 

 

Figure 3.1: Stereoscopic Camera 

The cameras were separated by a baseline distance of 123 mm and were placed at the same 

height from the ground. Other distances from 90 mm through 130 mm were tested, but the highest 

tracking accuracy could be achieved only with 123 mm baseline distance. This is related to the 

lens’s focal length - higher the focal length, larger is the baseline distance.  



 32 

3.2 Calibration  

 Calibration was performed using OpenCV. 30 sets of left and right images of a 9x6 

checkerboard were captured at different angles and distances using the stereo camera. The 

calibration steps explained in section 2.2.2 were implemented to obtain and store intrinsic and 

extrinsic parameters and the distortion coefficients of the camera.  

 

Figure 3.2: Images for calibration 

Best practices for calibration include using a checkerboard that has an odd number of 

squares on one side and an even number on the other. It is important to ensure that the entire 

checkerboard is visible to both cameras with no squares being cut off from their vision.  
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3.3 Marker detection 

Marker tracking provides the 3D position of any marker that is detected by the camera. The 

code was written in Python using various functions from the OpenCV and ArUco libraries.  

The camera records left and right videos as the marker moves along a pattern (square or 3D circle). 

Marker detection begins with loading these videos and converting them into frames. Each frame 

is remapped to a new frame by applying camera and distortion coefficients using the remap() 

function.  

Next, with cv.detectMarkers(), the markers in the left and right frames can be detected, and 

then, their centers estimated (center_point_right and center_point_left). The centers are used to 

calculate the disparity between the two frames, as discussed in section 2.2.2. The inputs required 

for calculating disparity are the x-coordinates of the marker in both frames (xl and xr), the baseline 

distance between the two cameras (b), and their focal length (f).  Finally, the x, y, and z coordinates 

of the marker in the world frame are found at every instance of its detection.  
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3.4 XY Positioning Platform 

 A linear positioning platform, capable of moving in the X and Y directions was used to 

move the marker in a 2D fashion [40]. The purpose of using the platform was to mimic minor 

movements of the marker caused by a patient’s involuntary movement during surgery, for 

example, due to shivering, breathing or reacting to needle insertion. The size was 50 cm x 50 cm, 

which is suitable for simulating humans since the biacromial width for men and women does not, 

in general, exceed 41.1 cm and 36.7 cm, respectively [41]. It has two stepper motors controlled by 

an Arduino, allowing for linear movement. The platform moves at a speed of 20 mm/s and 

completes a square pattern. A single marker is attached to its center. Four ring lights are placed 

above the platform to provide illumination for the marker to be visible to the camera.  

 

Figure 3.3: The XY positioning platform 
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3.5 Processing Experimental Data from the XY platform 

For processing experimental data generated from the XY platform, a technique called 

homography was implemented. Homography maps coordinates from one 2D plane to a different 

2D plane; here, it would map 2D camera coordinates to corresponding coordinates in the world 

frame. To begin, the corners of the square pattern in the world frame and in the image frame need 

to be specified using 2D coordinates (X and Y). With this, a homography matrix (H) is developed. 

 

 

 

   …… (3.1) 

 

 

Here, 𝑥1 , 𝑦1 ,  𝑥2 , 𝑦2 , 𝑥3 , 𝑦3 ,  𝑥4 and 𝑦4  are the camera frame coordinates of the square 

pattern. 𝑥′1 , 𝑦′
1
 ,  𝑥′2 , 𝑦′

2
 , 𝑥′3 , 𝑦′

3
 ,  𝑥′4 and 𝑦′

4
  are its coordinates in the world frame. Since both 

sets of values are known, the homography matrix can be derived. It can then be used to map all 

other coordinates from camera frame to world frame using the following equation - 

 

 …… (3.2) 
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With this, the distance that the marker moves in the camera frame is established in the 

world frame. Any deviation of this distance from the real-life distance that the marker moves across 

contributes to tracking error [42]. 

3.6 Programming the Robot 

 A robotic arm was assembled to hold and move a surgical instrument with an ArUco 

marker attached to it. It was used to add depth and rotation to marker movements since it could 

move in 5DOF. The robot was programmed with an Arduino by inputting the necessary joint 

angles and speed. 

 

 

Figure 3.4: 5DOF robotic arm holding marker 

Each joint (base, shoulder, elbow, wrist, and gripper) of the robot was calibrated to ensure 

that its motors moved the joints accurately. The joints were set to their maximum and minimum 

possible angles, and these were recorded as their joint limits. Similarly, a central angle was also 
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recorded. These angles were used to calibrate the robot - every input joint angle was fed to the 

robot with reference to these calibration angles. 

Table 3.1: Calibration angles for robot 

Joint Minimum (°) Maximum (°) Center (°) 

Base 0 180 80 

Shoulder 15 165 85 

Elbow 7 173 85 

Wrist 12 168 80 

Gripper 15 (close) 80 (open) 40 

 

  A MATLAB code [43] was adapted to generate the necessary joint angles from given 

waypoints based on inverse kinematics. The code extrapolated a trajectory for the robot from a set 

of waypoints. Too many waypoints meant that the robot would make sharp transitions, while too 

few resulted in unintended patterns. Optimal points were decided based on the output of the robot 

and user discretion. Joint angles were then extracted from each point the end effector traveled 

through using the Inverse Kinematics (IK) toolbox in MATLAB. A series of angles were generated 

and fed to an Arduino that was interfaced with the robot.  

 

Figure 3.5: Programming robot 
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The Arduino library for controlling the robot [44] was developed further to accept multiple 

joint angles and move the end-effector. A delay of 3000 ms was added between every movement 

to avoid jitter that could cause the camera to capture erroneous data.  

The waypoints were chosen in a way such that the marker attached to the robot would move 

in a 3D manner. Additionally, since the robot moves in 5DOF, any pattern chosen would cause the 

marker to adopt different angles with respect to the camera as it moves. This means that the marker 

would not always be parallel to the camera, but would oftentimes be angled away from the camera. 

This can be expected of an instrument being handled by a surgeon.   

 

 

Figure 3.6: Some trajectories considered for the robot: (a) Circle (inclined), (b) ‘S’, (c) Parabola 

and (d) Infinity 
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Multiple sets of waypoints forming various shapes were investigated, but the pattern that 

was found to be ideal to use for verification was an inclined/3D circle. The pattern provided enough 

depth to perform reliable accuracy tests for depth estimation, while also being simple enough to 

keep the marker visible at all times. 

3.7 Processing Experimental Data from the Robot 

 This section discusses the conversion of data collected through experiments with the robot 

to its corresponding real-life distances. This is accomplished by finding a scaling factor that relates 

experimental data (from the camera) to theoretical values (ground-truth) of the robot. 

A scaling term was computed to convert coordinates derived from the camera’s vision in the 

camera frame to the world frame. To do this, an ArUco marker was first moved in the X-direction 

over a known distance as the stereo camera captured the movement. This was repeated in the Y 

and Z directions too. For each direction, a scaling factor was calculated by comparing the x, y and 

z coordinates derived from equations 2.2, 2.3 and 2.1 with the actual distance the marker moved 

in the X, Y and Z directions, respectively. 

One of the challenges faced when working with the robot data was that the waypoints that 

were specified in the MATLAB code (robot-frame) were not absolute real-life distances (world-

frame). To transform robot-frame coordinates into world-frame coordinates, a scaling factor, 

different from the previous factors, had to be calculated. The method used was fairly 

straightforward - a linear pattern was assigned to the robot. The length of this linear movement 

was calculated in the robot frame by finding the difference between the start and end waypoints.  

Then, the distance traveled by the robot was also measured in the world-frame. Comparing 

the two, it was easy to obtain the robot-to-world scaling factor. The processes described above 

convert all frames into the world-frame, allowing for easy comparison of data points. This is done 
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to calculate the deviation (error of tracking) between ground truth data and experimental data of 

the ArUco markers position, obtained from the camera.  

Table 3.2: Scaling factors for the robot 

Scaling Factor Value 

Camera to World - X axis 1.31 

Camera to World - Y axis 1.33 

Camera to World - Z axis 1.89 

Robot to World 0.0746 

 

3.8 Fixing an Instrument and a Marker to the Robot 

 An attachment was created to fix onto the end of a surgical needle and hold an ArUco 

marker for tracking. For different marker sizes, different sizes of attachments were printed. They 

were made as light as possible to prevent an increase in the load on the robotic arm. Another issue 

to address was the marker moving out of sight of the camera as the robotic arm moved. Placing 

the instrument along the length of the gripper ensured that the marker was at 90° to the end-

effector, meaning that it could always be seen by the camera.   

Chapter 3, in part, is a modified version of the material from Tsui, Darin., Melentyev, 

Capalina., Rajan, Ananya., Kumar, Rohan., & Talke, Frank E., An Optical Tracking Approach to 

Computer-Assisted Surgical Navigation via Stereoscopic Vision, 2023. The dissertation author 

was one of the co-authors of the paper. 
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Figure 3.7: (a) Surgical Needle, (b), (c) Needle with marker attachment  
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Chapter 4  

EXPERIMENTS 

4.1 Overview of Marker Tracking Experiments 

 A series of experiments to quantify the accuracy of the stereoscopic camera was conducted. 

Variations were made in both the type of movement of markers, as well as in the type of markers 

used. Additionally, different processing techniques were implemented after videos of the moving 

marker(s) were recorded. While conclusions drawn from 2D experiments influenced some of the 

experiments conducted in 3D, most of the results from either set of movements are independently 

considered. 

Table 4.1: Experimental parameters 

Parameters Value 

Camera Resolution 720p, 1080p  

Frame Rate 30 fps 

Marker Width(s) 40 mm, 30 mm, 20 mm, 15 mm 

Light Intensity (4 ring lights) 37 lux 

XY Platform Speed 20 mm/s 

Robot Speed (Servo Motor Speed) 0.14s/60° 

Distance of Camera from Device 600 mm 

 

4.2 2D Movements  

 2D maneuvers of the marker, as seen in section 3.4, were performed using the XY platform 

first. The camera was placed right above and parallel to the platform at a height of 60 cm from it 

to capture marker movements. The cameras used here were the HZQDLN cameras that had a lower 

resolution (720p). The marker moved along the path of a square and its diagonals, as seen in figure 
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4.1. Three such videos were recorded and processed to understand the camera’s accuracy in 

tracking linear movements with no variation in depth.  

 

Figure 4.1: Marker movement on XY platform 

 

4.3 3D Movements 

 The robot was used to provide 3D movements for tracking instruments. Here, a surgical 

needle was attached to the robot while it had an ArUco marker attached to its end. The camera was 

placed 600 mm away from the robot, and at a height of 250 mm. As in 2D movement tracking, 

three sets of videos of the robot’s circular motion were captured and processed. The cameras used 

for tracking the robot movements were the Logitech C920x HD Pro cameras with resolution 

1080p. 
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Figure 4.2: Inclined or 3D circular path 

4.4 Marker Colors 

 The tests conducted on the XY platform were performed using markers of 4 different 

colors. ArUco markers are available in a standard white-and-black combination. By switching 

white with fluorescent pink, orange and yellow, the influence of more reflective colors on camera 

accuracy was tested. Considering that fluorescent colors reflect more energy than what is incident 

on them, unlike regular colors [45], an assumption that the camera would detect the markers more 

frequently was made. Another three videos of each colored marker were captured as they moved 

on the XY platform. These tests were not conducted on the robot since they were performed only 

as a way to understand if other colors could be tracked better than, or as well as the regular ArUco 

marker. 
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Figure 4.3: Different marker colors (white, pink, orange and yellow) 

4.5 Marker Sizes 

 The size of a marker can greatly affect the accuracy of its detection and tracking. A bigger 

marker size always means higher accuracy, and a smaller one can drastically reduce the detection 

percentage. In this project, four marker sizes were tested, and the accuracy of tracking after 

processing the videos was compared. The largest marker, 40 mm x 40 mm in size was tested only 

on the XY platform. The remaining three (edge lengths 30 mm, 20 mm and 25 mm) were attached 

to the surgical instrument (and the robot for) testing.  

 

Figure 4.4: Various marker sizes tested 

 

4.7 Color Spaces  

 A color space is a mathematical model of color organization in an image [47]. Three color 

spaces were experimented with in this project - RGB (red, green, blue), HSL (hue, saturation, 

lightness) and HSV (hue, saturation, value).  
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RGB is the most commonly used color space and is defined by red, green and blue 

channels. It best represents colors produced through digital means, such as with a computer. It is 

typically visualized in the form of a cartesian coordinate system, with each axis corresponding to 

one of the three colors. The colors can take up values anywhere between 0 and 255 - in 

combinations of different values, the channels together describe a single color [47, 48]. 

 

Figure 4.5: RGB color space [49] 

HSV and HSL are derived from the RGB color space and are more intuitive to humans 

since they represent colors the way our eyes view them [46].  They have the ability to separate 

luma and chroma, which are light and color information, respectively, while RGB is not capable 

of this. This makes the color spaces independent of ambient light changes, which is useful for 

surgical applications [50, 51].  

The HSL color space comprises the Hue, Saturation and Lightness parameters. It is 

depicted by a cylinder where any point on it represents a color. Hue corresponds to the angle 

around the central axis, saturation to the distance from the center of the cylinder, and lightness to 

the location along the length of the cylinder. It can be observed that white is achieved only at 100% 

lightness, and black at 0% lightness. The HSV color space, very similar to HSL, comprises a V 



 47 

component denoting ‘Value’ and describing brightness, instead of an L component. White, in this 

case, is a result of 0% saturation and black, 0% value [49]. 

 

Figure 4.6: HSL (left) and HSV (right) color spaces [52] 

The videos are by default in the BGR (blue, green, red) color space, which is similar to 

RGB, except for the order of the color channels. But, when converting to HSV or HSL, the 

command BGR2HSV() or BGR2HLS() needs to be applied individually to the left and right 

videos. By providing an upper and lower bound for a color of interest, a mask is created that 

thresholds videos to pass only that color [53]. For example, while tracking the white marker, 

thresholding will filter out all colors and allow only white to pass through. The computer vision 

function inRange() creates the mask when provided with a combination of three numbers 

representing HSL/HSV components. bitwise_and() is then applied to the original videos to 

threshold them. 

Chapter 4, in part, is a modified version of the material from Tsui, Darin., Melentyev, 

Capalina., Rajan, Ananya., Kumar, Rohan., & Talke, Frank E., An Optical Tracking Approach to 

Computer-Assisted Surgical Navigation via Stereoscopic Vision, 2023. The dissertation author 

was one of the co-authors of the paper. 
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Chapter 5  

RESULTS AND DISCUSSION 

5.1 Analysis and Processing of Videos 

Videos were recorded for every experiment and the trials that were conducted. They were 

processed using Python in OpenCV using the computer vision and ArUco packages. After data 

points were generated, MATLAB was used for further post-processing and visualization of data. 

In either device, XY platform, or robot, it was necessary to convert camera distances derived from 

its videos to real-life distances to obtain theoretical (ground-truth) data as discussed in Chapter 3. 

The root mean square error (RMSE) was calculated between theoretical data from the platform or 

robot movement and their respective experimental data. 

While calculating the RMSE for the robot, it was observed that the experimental and 

theoretical patterns were differently aligned, though in the same frame (world-frame). The same 

problem was not encountered with the XY platform’s data, possibly due to no rotational 

movements or a change in depth. To align the experimental data with the ground truth, it was 

necessary to apply another post-processing technique, single value decomposition (SVD).  

SVD minimizes the error between two sets of data, thus bringing them closer together. It takes 

care of both rotational and translational differences between the sets, which is otherwise difficult 

to calculate manually [54]. 
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5.2 XY Platform (2D Tracking) Results 

Table 5.1: Detection % of colored markers moving in the XY platform in RGB, HSL and HSV 

color spaces averaged over 3 trials using homography [42] 

Color space 

Color 

White Pink Orange Yellow 

RGB 99.7 98.1 99.5 97.1 

HSV 97.5 73.5 80.6 78.4 

HSL 99.5 81.3 87 89.7 

 

Table 5.2: Root mean square error (mm) of tracking colored markers moving in the XY platform 

in RGB, HSL and HSV color spaces averaged over 3 trials using homography [42] 

Color space 

Color 

White Pink Orange Yellow 

RGB 5.48 5.62 5.37 12.35 

HSV 5.61 6.98 5.88 6.17 

HSL 5.38 6.80 6.26 5.96 
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5.3 Robot Experiment (3D Tracking) Results  

Table 5.3: Root mean square error (mm) of tracking 30 mm, 20 and 15 mm markers in RGB, 

HSL and HSV at 500 mm from camera 

Color Space 

Marker size (mm) 

30 20 15 

RGB 2.40 2.32 2.57 

HSV 2.44 2.45 2.51 

HSL 2.45 2.41 2.53 

 

Table 5.4: Root mean square error (mm) of tracking 30 mm, 20 and 15 mm markers in RGB, 

HSL and HSV at 600 mm from camera 

Color Space 

Marker size (mm) 

30 20 15 

RGB 2.27 2.48 2.53 

HSV 2.27 2.56 2.53 

HSL 2.32 2.51 2.55 

 

Table 5.5: Root mean square error (mm) of tracking 30 mm, 20 and 15 mm markers in RGB, 

HSL and HSV at 700 mm from camera 

Color Space 

Marker size (mm) 

30 20 15 

RGB 2.63 2.74 2.78 

HSV 2.65 2.72 2.67 

HSL 2.66 2.63 2.89 
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Figure 5.1: Experimental vs. theoretical data points obtained from tracking marker on XY platform 

 

 

Figure 5.2: Patterns (a) before and (b) after SVD while tracking marker on robot 
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Figure 5.3: Correlation between experimental and theoretical data (a) before and (b) after SVD 

5.4 Discussion 

 From the results, it is clear that using optical tracking for detecting ArUco markers is 

promising. The detection percentages from Table 5.1 show that the cameras are frequently able to 

detect ArUco markers, as often as 100% of the time. In all color spaces, for the white color marker, 

the detection percentage is consistent. But, the same cannot be said for the pink, orange and yellow 

markers. This could be attributed to the fact that the ArUco markers were specifically designed for 

their white-and-black bits to be identified through computer vision. The black border in particular 

allows for fast detection of the markers [29]. ArUco markers are identified through a contour 

detection process, which helps detect the presence of an ArUco marker, and its marker ID [55]. 

This process might be affected when different colors take up parts of the marker (the white 

portions) that provide highest contrast to the black bits and enable efficient boundary detection. 

As a result, it would disrupt the in-built process of marker detection. Similar reasoning can be 

applied to answer why higher deviational errors are observed when colored markers are tracked. 
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It can thus be inferred that the standard white-and-black ArUco markers are the most 

suitable to be tracked by a stereo camera. This result is consistent across all three color spaces too, 

meaning that for future experiments, it is best to continue working with the white marker. For this 

reason, no colored markers were used for experiments conducted on the robot.  

Tracking experiments conducted with the robot show even lower deviation errors. This 

may be because SVD was used in the processing of the data for these experiments, which is 

customized for every dataset that is being compared against the ground truth. The patterns obtained 

before and after SVD seen in figure 5.1 are similar because SVD minimizes squared errors between 

every pair of datasets. The subsequent figure, figure 5.2, shows the correlation between actual 

movement of the robot and the experimental data. In numbers, before SVD the correlation was 

0.78, and after, it was 0.99. Although the patterns might not match exactly, such a high correlation 

indicates that the experimental data is closely following the trend of the ground truth. This means 

that the method of optical tracking using the tracking algorithms explained earlier is effective and 

any error can be attributed to insufficiencies of the camera (resolution or frame rate).  

The error from 3D tracking increases as the distance of the camera from the robot increases. 

This is expected, since optical tracking is most accurate when the cameras are closest to the target. 

Despite this, in Table 5.3, when the camera is only 500 mm away from the robot, the tracking error 

obtained is higher than when the camera is 600 mm away while tracking the 30 mm marker. It was 

noticed that when the camera was placed very close to the object of interest, the camera’s vision 

gets blurry, causing gaps in detection.  This effect is amplified when the marker is bigger, since 

the 30 mm marker, at a 500 mm distance, had the lowest tracking accuracy when compared to that 

of the 20 mm and 15 mm markers. But, as the distance increases (600 mm and 700 mm), we can 

see that the 30 mm marker is uniformly tracked more accurately than the remaining two markers. 



 55 

The difference in error across the three distances is not pronounced, meaning that even at larger 

distances, the marker can be expected to be detected. This can be said of different marker sizes 

too. In an ideal scenario, the marker would need to be as small as possible with as much tracking 

accuracy as possible. The bigger the size, the higher are the chances of the marker on the needle 

obstructing the surgeon’s vision.  

When we look at the different color spaces that were tested with, the errors are more or less 

the same during 3D tracking, with no one color space performing significantly better than another. 

But, from the experiments conducted on the XY platform, the RGB color space was noticeably 

better in terms of detection percentage and tracking accuracy. This is not very surprising since 

RGB is the most common color space used in digital image processing and is the one that is 

understood best by computers [46].  

An important point to consider while conducting tracking experiments is that the baseline 

distance between the two cameras strongly influences tracking accuracy. The baseline distance 

and the focal length and the distance of the camera from the device(s) are related to one another. 

Thus, a balance needs to be struck between the three. All the above experiments worked most 

accurately when the camera was placed at a distance of 600 mm, and when the baseline distance 

was 122 - 125 mm. Ultimately, the navigation system is to be used by a surgeon, and so, it must 

also be mentioned that the distance between human eyes, or the interpupillary distance (IPD), is 

only 5.56 - 6.8 cm [56]. In this work, the aim was to prove the capabilities of optical tracking using 

web cameras, but any stereo camera built later would have to closely follow the IPD to obtain 

more relevant results.  

Overall, the 2D tracking error (RMSE) was 5.48 mm and the 3D tracking error was 2.27 

mm in the RGB color space. The error can further be reduced by using higher resolution cameras, 
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or by experimenting with different tracking algorithms that might work better for the purpose of 

surgical navigation. 

Chapter 5, in part, is a modified version of the material from Tsui, Darin., Melentyev, 

Capalina., Rajan, Ananya., Kumar, Rohan., & Talke, Frank E., An Optical Tracking Approach to 

Computer-Assisted Surgical Navigation via Stereoscopic Vision, 2023. The dissertation author 

was one of the co-authors of the paper. 
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Chapter 6  

CONCLUSION AND FUTURE WORK 

6.1 Conclusion 

 This project provides the foundation for building a low-cost surgical navigation system that 

relies on optical tracking using affordable cameras. The stereoscopic camera was calibrated and 

programmed to track ArUco markers effectively in OpenCV. The markers were meant to be placed 

on the skin of the patient, to track their movements and overlay an MRI image during surgery. The 

second use of the marker was attaching it to a surgical instrument to track it and provide real-time 

guidance to the surgeon. 

To verify the accuracy of tracking, an XY platform and a robot were employed for each of 

the above mentioned cases, respectively. The XY platform would simulate a patient undergoing 

surgery, and the robot, the arm of a surgeon performing surgery and maneuvering the surgical 

instrument.  

All data from the experiments was transformed into the world frame for performing 

relevant comparison. Additionally, filtering and post-processing were also done to improve 

tracking accuracy. The deviational error calculated from tests with the XY platform was 5.48 mm, 

and 2.27 mm with tests with the robotic arm in the RGB color space.  

Other tests proved that tracking accuracy reduced over distance, although the increase in 

error was small (0.2 - 0.4 mm). A final observation was that the smaller the marker becomes, the 

lower is the tracking accuracy. Thus it is important to maintain the correct ratio of size to distance, 

with the goal of making the markers as small as possible, so as to not disturb the surgeon’s 

workflow. 
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6.2 Future Work 

Improving Tracking Accuracy 

 There are various algorithms that can be used to detect an ArUco marker - the one 

performed in this project, local matching, belongs to a set of matching algorithms that find 

similarities between two frames by calculating the disparity between them. There are other 

matching algorithms that can be implemented that produce ‘disparity maps’. A disparity map 

subtracts common features of one frame from another and produces a grayscale image that is a 

result of the difference. Features can be detected by finding pixel similarities, or pixel block 

similarities by computing a cost function [57, 58]. Cost function, or cost computation can be as 

simple as minimizing the sum of absolute difference between two pixel/pixel blocks. To improve 

accuracy, cost aggregation can be performed to reduce differences along all directions in the image.  

When implemented in OpenCV, there are several parameters that can be modified to generate a 

smooth disparity map with distinct differences between light and dark areas, and objects that are 

closer and farther from the camera. These parameters include the size of the matching window, the 

minimum disparity value, and so on, which facilitate fine-tuning the output [59, 60]. 

 

Figure 6.1: An example of a disparity map created from stereo images [61] 
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Another method that can be considered is Perspective-n-Point computation. This uses the 

function solvePnP in OpenCV; it provides rotation and translation vectors that can be used to 

localize the ArUco marker, obviating the need for triangulation [62, 63]. It does so by matching 

known 3D corners of the ArUco marker with its 2D projection in the image [64], forming a 

‘correspondence’ between the two. The rotation and translation vectors that are the output can be 

used to convert the marker’s pose from its own frame to camera frame [65].   

Instrument Tracking 

 While instrument tracking from the experiments conducted in this project were favorable, 

there are some limitations associated with the kind of marker that was used. An ArUco marker is 

generally 2D in shape, and this is ideal in a situation where its movement is limited to  3DOF. The 

movement of a surgical instrument is naturally not fixed to 3DOF and moves in 6DOF. The robotic 

arm that was used for conducting experiments in 5DOF indeed moved the marker through various 

rotations and translations, but in all cases, the marker was always easily visible to the camera. 

Thus, the effect of more dramatic rotational and translational changes of the marker’s position with 

respect to the camera need to be considered. For example, flipping the instrument away from the 

camera will result in the marker no longer being visible to the camera. This describes the problem 

of occlusion faced during optical tracking. 

This issue can be resolved by using a 3D ArUco marker attached to the surgical instrument. 

Similar work has been presented in the past using 3D ArUco markers (referred to as dice here 

onwards) for various purposes, such as use with multiple cameras arranged around the object to 

be tracked 69], tracking forceps during surgery [63] or to track the movement of a stylus [67]. 

Each of these uses a different algorithm for tracking the dice, which is not quite suitable for 

stereovision, though its use can be explored in other areas. Also, due to the bulky design of the 
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dice used for research, they are not suitable for the purpose of instrument tracking and 

counterintuitively occlude the surgeon’s vision.  

Thus, there is a need to design a die shape that is compact, lightweight, and allows for 

constant line-of-sight. The last consideration also means that the angles of each face of the die 

from its center need to carefully be selected. There is more advantage to a die whose faces are 

angled outwards, for example, 110° from the die center than a smaller angle such as 90°, as in a 

cube, since a narrow angle creates situations where only one marker is clearly visible at a time.  

Many kinds of 3D ArUco markers were designed and printed with different materials (PLA, white 

resin and black resin) using the Formlabs 3D printer. 

 

Figure 6.2: From left to right - 5-sided [63], 12-sided and 6-sided ArUco dice 

The 12-sided marker was observed to be too big. But, if it was scaled down, the size of 

faces became too small to fix ArUco markers of a detectable size. The problem with the 6-sided 

ArUco cube, as explained above, was that the angles were all 90°, which is not ideal.  

The new design of the ArUco die was 9-sided. It was angled 105° outwards from its center, offering 

seamless line-of-sight. This angle also ensured that the size of the marker was contained within a 

reasonably small area and would not disturb the surgeon.   
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Figure 6.3: A novel 9-sided ArUco die in different sizes 

Different materials were used for printing the die - PLA, white resin and black resin. The 

lightest material, found only by holding the dice, was PLA. Both the resins were heavy and caused 

the surgical needle to bend. 

 

Figure 6.4: Marker attached to surgical instruments 



 62 

 

Figure 6.5: Needle bending under the weight of the white resin die 

Theoretically, the 9-sided die seems to be ideal, but only future tests can tell if its shape is 

superior to other shapes in terms of tracking accuracy. Similar verification can be conducted with 

the robot, as was done for the 2D markers. This leads to a new challenge, which is developing a 

new algorithm that is capable of detecting multiple ArUco markers at once, and also finding the 

center of the die relative to the position of these markers. Research has been done in this domain 

[63, 68, 69], with each work outlining a different method. But the key takeaway is that the relative 

distance depends on the shape of the die and can be found if the die’s corners in world coordinates 

are provided to the program. The possibility of each marker rotating and translated will also have 

to be factored into the code. The ultimate goal of instrument tracking is to find the position of the 

instrument’s tip. Again, with relative positions, it is possible to extract the pose of the instrument 

tip. 

MRI Image Overlay 

By detecting and tracking ArUco markers on the patient’s body, virtual objects can be 

overlaid. When markers are detected on the patient, a virtual MRI image is to be aligned above the 

patient and visible through the AR headset.  
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When overlaying MRI images, it is important to note that they are usually captured when 

the patient is in a supine position, but during spine procedures, the patient is in the prostate position. 

This would lead to a mismatch between the overlaid MRI image and the actual position of the 

patient’s spine. One way to resolve this discrepancy is by scanning the patient in the prostate 

position. If this is not possible, the scan must be rotated such that it matches the patient’s 

orientation. It is also necessary to find the ideal positions to place ArUco markers on the patient’s 

back for MRI overlay. Some positions might provide a more accurate alignment than others 

depending on the curvature of the back. 

There are other concerns such as the scan getting warped, or not being in the same plane 

as the patient. To prevent this, it needs to be ensured that the transformation from coordinates of 

the 3D MRI image to image coordinates is accurate and does not lead to any information loss.  

Integration with Augmented Reality (AR) 

 The next stage in building a surgical navigation system is integrating all programs into an 

augmented reality headset. The same programs written in Python in OpenCV may not be directly 

transferable to the AR headset. There are other engines that can use the primary codes as a base 

and convert them to a language that is used to communicate with the AR headset. Unity is one 

such engine, commonly used for game development in the field of AR and VR (virtual reality) 

[70]. Unity supports the OpenCV package, so the same algorithm used in this project can be 

implemented in Unity as well.  

With augmented reality in place, the final stage of overlaying virtual objects (MRI and 

surgical instruments) will be completed. There are many advantages an AR headset can provide to 

a clinician, such as navigating complex anatomies, and visualizing real-time instrument 

navigation. Another benefit is the undisturbed focus the surgeon can give the patient, without 
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needing to look up at a screen during surgery, unlike many of the existing technologies that use an 

external display.  

Clinician Testing 

When the AR headset is capable of performing the above mentioned functions, the device 

must be tested by surgeons. Their input would be valuable in further optimizing the product to fit 

their needs. Similarly, patient feedback is equally important in understanding how the device can 

be made more patient-friendly. This would finally complete the design process of the surgical 

navigation system. 
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