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Combinatorial Complexity in a Transcriptionally 
Centered Signaling Hub in Arabidopsis
Anne Pfeiffera,b, Hui Shia,b, James M. Teppermana,b, Yu Zhanga,b, and Peter H. Quaila,b,1

a Department of Plant and Microbial Biology, University of California, Berkeley, CA 94720, USA

b United States Department of Agriculture, Plant Gene Expression Center, Albany, CA 94710, USA

ABSTRACT A subfamily of four Phytochrome (phy)-Interacting bHLH transcription Factors (PIFs) collectively promote 
skotomorphogenic development in dark-grown seedlings. This activity is reversed upon exposure to light, by photoacti-
vated phy molecules that induce degradation of the PIFs, thereby triggering the transcriptional changes that drive a tran-
sition to photomorphogenesis. The PIFs function both redundantly and partially differentially at the morphogenic level in 
this process. To identify the direct targets of PIF transcriptional regulation genome-wide, we analyzed the DNA-binding 
sites for all four PIFs by ChIP-seq analysis, and defined the genes transcriptionally regulated by each PIF, using RNA-seq 
analysis of pif mutants. Despite the absence of detectable differences in DNA-binding-motif recognition between the 
PIFs, the data show a spectrum of regulatory patterns, ranging from single PIF dominance to equal contributions by all 
four. Similarly, a broad array of promoter architectures was found, ranging from single PIF-binding sites, containing single 
sequence motifs, through multiple PIF-binding sites, each containing one or more motifs, with each site occupied prefer-
entially by one to multiple PIFs. Quantitative analysis of the promoter occupancy and expression level induced by each 
PIF revealed an intriguing pattern. Although there is no robust correlation broadly across the target-gene population, 
examination of individual genes that are shared targets of multiple PIFs shows a gradation in correlation from strongly 
positive, through uncorrelated, to negative. This finding suggests a dual-layered mechanism of transcriptional regulation, 
comprising both a continuum of binding-site occupancy by each PIF and a superimposed layer of local regulation that acts 
differentially on each PIF, to modulate its intrinsic transcriptional activation capacity at each site, in a quantitative pattern 
that varies between the individual PIFs from gene to gene. These findings provide a framework for probing the mecha-
nisms by which transcription factors with overlapping direct-target genes integrate and selectively transduce signals to 
their target networks.

Key words: phytochromes; light-signaling; PIFs; bHLH transcription factors; promoter occupancy; Arabidopsis; transcrip-
tional regulation; ChIP-seq; RNA-seq.
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INTRoDuCTIoN

Terrestrial flowering plants have evolved a developmental 
strategy termed skotomorphogenesis that enables seed-
lings germinating from buried seed to grow rapidly upward 
on stored energy reserves, in the subterranean darkness, 
to the soil surface (Schäfer and Nagy, 2006; Franklin and 
Quail, 2010). In dicots, such as Arabidopsis, this strategy is 
displayed at the visible phenotypic level as long hypocotyls, 
closed apical hooks, and small, unexpanded, appressed cot-
yledons. At the cellular level, this phenotype is displayed 
as concomitant, rapid hypocotyl-cell elongation and sup-
pressed cotyledon cell expansion. Emergence into the light 
initiates the well-known transition to photomorphogenic 

development (termed deetiolation), displayed as inhibi-
tion of hypocotyl elongation, unfolding of the apical hook, 
separation and expansion of the cotyledons, and develop-
ment of photosynthetically active chloroplasts (Quail, 2002; 
Wang and Deng, 2003; Franklin and Quail, 2010).
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Assembled genetic evidence shows that a quartet 
of bHLH transcription factors, called PIF1, PIF3, PIF4, and 
PIF5 (for Phytochrome (phy)-Interacting Factors (PIFs)), 
have a central functional role in promoting the skoto-
morphogenic pathway (Toledo-Ortiz et  al., 2003; Duek 
and Fankhauser, 2005; Castillon et  al., 2007; Quail, 2007; 
Leivar and Quail, 2011). A  quadruple pif mutant (pifq), 
lacking these four PIFs (collectively called the ‘PIF quar-
tet’), displays development in total darkness that strongly 
phenocopies that of normal light-grown wild-type (WT) 
seedlings, thereby establishing that the quartet func-
tions constitutively to sustain skotomorphogenesis (Leivar 
et al., 2008; Shin et al., 2009). Moreover, initial exposure 
to light triggers a rapid decline in PIF-quartet protein lev-
els (half-times of 5–20 min) (Bauer et al., 2004; Park et al., 
2004; Shen et al., 2005; Al-Sady et al., 2006; Oh et al., 2006; 
Nozue et al., 2007; Shen et al., 2007; Lorrain et al., 2008; 
Shen et al., 2008), reversing their promotive activity, and 
consequently initiating the switch from skotomorpho-
genic to photomorphogenic development (Leivar et  al., 
2008; Shin et al., 2009). The light signal that induces this 
response is perceived by members of the phytochrome 
(phy) family of sensory photoreceptors (predominantly 
phyA and phyB) (Rockwell et al., 2006; Bae and Choi, 2008). 
Photoactivation of the phy molecule induces its transloca-
tion from the cytoplasm into the nucleus (Nagatani, 2004; 
Pfeiffer et  al., 2012) where it interacts directly with the 
constitutively nuclear PIF transcription factors (Bauer et al., 
2004; Bae and Choi, 2008). This interaction induces rapid 
transphosphorylation of the PIF-quartet proteins, followed 
by ubiquitination and proteasome-mediated degradation 
of these factors (Park et al., 2004; Al-Sady et al., 2006, 2008; 
Ni et al., 2013). The changes in gene expression induced by 
this reduction of PIF transcriptional activity then drive the 
morphological changes associated with deetiolation (Jiao 
et al., 2007; Quail, 2007).

The available data indicate that the PIFs act pleio-
tropically in this process. Transcriptome analysis has shown 
that ~80% of the alterations in gene expression induced in 
dark-grown pifq-mutant seedlings by the absence of the PIF 
quartet are normally induced by activation of phy signaling 
upon exposure of WT seedlings to light (Leivar et al., 2008; 
Shin et al., 2009). Moreover, kinetic analysis of the expres-
sion changes induced by initial exposure of dark-grown 
seedlings to light has shown that rapidly responsive, PIF-
quartet-regulated genes are enriched for loci that encode 
a diversity of transcription factors (Leivar et al., 2008). This 
suggests a broadly acting, PIF-controlled transcriptional 
cascade that concomitantly regulates multiple pathways 
involved in the deetiolation process (Monte et  al., 2004; 
Bae and Choi, 2008; Moon et al., 2008; Lorrain et al., 2009; 
Shin et al., 2009; Sentandreu et al., 2011). The question of 
whether and to what extent closely related members of 
transcription-factor families (such as PIF1, 3, 4, and 5), with 
a significant degree of apparent functional redundancy at 

the morphogenic level, contribute to the transcriptional 
activation of potentially shared target genes, via shared 
binding to consensus DNA-sequence motifs genome-wide, 
does not appear to have been widely studied (Boyd et al., 
1998; Weinmann et al., 2001; Hollenhorst et al., 2007; Xu 
et al., 2007; Boros et al., 2009; Farnham, 2009; Hornitschek 
et al., 2012; Tao et al., 2012).

Recent integrated ChIP-seq and RNA-seq analysis 
has identified those PIF-quartet-regulated, rapidly light-
responsive genes that directly bind PIF3 at sequence-specific 
target sites (called G-boxes and PBE-boxes) in their promot-
ers, in dark-grown seedlings, and are therefore apparent 
direct targets of PIF3 transcriptional regulation (Zhang 
et al., 2013). Similarly, ChIP-seq analysis of PIF5-binding sites 
genome-wide has identified apparent direct targets of that 
PIF in light-grown seedlings under shade-avoidance condi-
tions (Hornitschek et  al., 2012). How transcription-factor 
binding to promoters quantitatively determines the expres-
sion level of individual target genes is currently an area of 
considerable interest (Farnham, 2009). It is well recognized 
that both binding and regulation of the intrinsic activity of 
bound transcription factors can influence their capacity to 
regulate transcription of target genes (Zhou and O’Shea, 
2011). There is strong evidence from numerous genome-
wide binding studies that transcription factors each bind to 
a majority of genes over a quantitative continuum of DNA 
occupancy levels, spanning functional, quasifunctional, and 
nonfunctional DNA-binding events (MacArthur et al., 2009; 
Biggin, 2011; Cheng et al., 2012; Fisher et al., 2012), and it 
has been concluded that, in general, differences in regula-
tory specificities between factors reflect quantitative differ-
ences in DNA occupancy levels (Biggin, 2011). Apart from 
the role of DNA-sequence recognition in binding specific-
ity and affinity, both DNA methylation and nucleosome 
occlusion of binding sites are well-documented epigenetic 
inhibitors of transcription-factor binding (Xie et al., 2013). 
In addition, however, binding of a transcription factor per 
se is frequently not sufficient for transcriptional regulation, 
indicating the existence of pervasive post-binding modula-
tion of activity (Farnham, 2009; Zhou and O’Shea, 2011). 
There is evidence for multiple mechanisms of such modu-
lation, resulting in activation or repression of promoter-
bound transcription factors, including posttranslational 
covalent modification, such as phosphorylation (e.g. yeast 
Adr1), modulated transcriptional activation domain mask-
ing by interacting proteins (e.g. Gal80 occlusion of the Gal4 
activation domain blocks recruitment of co-activators), and 
chaperone-induced allosteric changes (e.g. steroid hor-
mone receptors and Hap1 in yeast) among others (Hahn 
and Young, 2011). Notably, recent evidence for the yeast 
Pho4 bHLH factor shows that the activity of this single fac-
tor is determined at multiple levels, by a combination of 
chromatin restriction, competitive binding from the factor 
Cbf1 that recognizes the same motif as Pho4, and coopera-
tive activation by a co-bound homeodomain transcription 
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factor, Pho2 (Zhou and O’Shea, 2011). In our recent study 
(Zhang et al., 2013), initial RT–qPCR analysis of the expres-
sion of a selected subset of 14 PIF3-target genes in dark-
grown seedlings of all four triple pif-mutant combinations 
revealed a spectrum of differential quantitative contribu-
tions of the individual PIF-quartet members, to the collec-
tive transcriptional activity of these four PIFs, across these 
different genes. The extent of the contribution was found 
to vary both from PIF to PIF, for individual genes, and from 
gene to gene, for individual PIFs. This finding suggests the 
possibility of comparable differential activity among the 
quartet members genome-wide.

We have addressed this possibility here by expanding 
our investigation to a genome-wide analysis of all four PIF-
quartet members, using combined ChIP-seq and RNA-seq 
data, in order to identify direct targets of transcriptional 
regulation by each of the individual PIF quartet members, 
to determine whether these target genes are collectively or 
individually regulated by the four PIFs, and to quantify the 
relative contributions of the individual PIFs to the expression 
of co-regulated genes. Together with the findings of others 
(Hornitschek et al., 2012; Oh et al., 2012), we provide evidence 
that the PIF-quartet members share directly in transcriptional 
activation of numerous target genes, via varying degrees 
of redundant promoter occupancy, in a manner that varies 
quantitatively from gene to gene. In addition, we uncover a 
further layer of regulation that appears to operate indepen-
dently of the level of promoter occupancy for any given PIF.

RESuLTS

Identification of PIF1- and PIF4-Binding Sites by 

ChIP-Seq Analysis

ChIP-seq-based genome-wide identification of PIF3 (Zhang 
et al., 2013), PIF4 (Oh et al., 2012), and PIF5 (Hornitschek 
et al., 2012) DNA-binding sites have been reported. Here 
we used the same strategy to identify PIF1 and PIF4 bind-
ing sites in dark-grown WT seedlings, directly in parallel 
with RNA-seq-based transcriptome analysis of WT and mul-
tiple pif-mutant combinations grown together under the 
same conditions. Dark-grown seedlings expressing MYC-
epitope-tagged-PIF1 in a WT background (P1M/PIL5-OX; 
Oh et al., 2006), MYC-epitope-tagged-PIF4 in a pif4 null-
mutant background (P4M), and untransformed WT control 
seedlings, were harvested at 2 d, for PIF4-ChIP-seq, and at 3 
d for PIF1-ChIP-seq analysis (because of slower germination 
and development of the P1M seedlings). MYC-antibody 
immunoprecipitates from three independent biologi-
cal replicates of each genotype were subjected to high-
throughput sequencing, and binding peaks were defined 
by comparing P1M and P4M samples with the correspond-
ing WT control using MACS software (Zhang et al., 2008). 
For each reproducible PIF1- and PIF4-specific binding peak, 

we assigned a common 1-bp summit at the mean position 
of the replicate-specific summits (Supplemental Table 1). By 
this analysis, we identified 3027 reproducible binding sum-
mits for PIF1 and 2710 for PIF4. Binding sites were defined 
as the 200-bp genomic region centered at the binding-
peak summit. Coincident PIF-binding sites were defined 
as those that overlapped by at least 1 bp. By these crite-
ria, we identified 1136 PIF1 binding sites that overlapped 
with the PIF4 binding sites (see overlapping Venn sectors in 
Figure 1A). We also included in our analysis 1064 PIF3 bind-
ing sites recently identified in etiolated seedlings (Zhang 
et al., 2013), as well as 2058 PIF5 binding sites, which, for 
uniformity, were derived from reanalysis of the ChIP-seq 
data of Hornitschek et al. (2012), using our present crite-
ria. These authors used 10-day-old light-grown seedlings 
that were shade-treated for 2 h. This analysis identified 373 
genomic regions that show overlapping binding sites for 
all four PIFs (Figure 1A).

G-Box and PBE-Box Motifs Together Dominate 

PIF1 and PIF4 Binding Sites

We performed a de novo motif discovery on the PIF1 and 
PIF4 binding sites using MEME software (Bailey et al., 2006) 
and identified the previously described G-box and PBE-box 
motifs (Hornitschek et  al., 2012; Oh et  al., 2012; Zhang 
et  al., 2013) as statistically over-represented within both 
data sets (Figure 1B). The majority of PIF1 (62%) and PIF4 
(54%) binding sites contained either one or both motifs 
(Supplemental Table 1 and Figure 1C). The subset of bind-
ing sites that displayed binding by all four PIFs showed the 
highest enrichment (94%) with G-box, PBE-box, or both 
motifs. When we searched for the nearest cis-element 
within a 2-kb window surrounding the combined genomic 
regions bound by PIF1, PIF3, PIF4, or PIF5, 68% of the G-box 
motifs and 46% of the PBE-box motifs were found to clus-
ter within the 200-bp binding-site window (Figure 1D).

Direct binding of PIF1 to G-box and PBE-box containing 
probes was validated in vitro using Electrophoretic Mobility 
Shift Assays (EMSAs) (Figure 1E and Supplemental Figure 1A). 
PIF1 was found to bind directly to both G-box and PBE-box 
motifs as previously reported for PIF3 (Zhang et al., 2013) and 
PIF4 (Hornitschek et al., 2012; Oh et al., 2012). Additionally, 
several binding sites containing G- or PBE-boxes, or both, 
binding motifs were also tested for enrichment by ChIP-
qPCR, in order to validate our ChIP-seq results and to confirm 
the specific association of PIF1, PIF3, and PIF4 with the identi-
fied genomic regions (Supplemental Figure 1B).

Identification of Genes Bound by the PIF-

Quartet Members

PIF-binding genes were defined as those having one or 
more G- or PBE-box-coincident PIF-binding peaks, within 

http://mplant.oxfordjournals.org/lookup/suppl/doi:10.1093/mp/ssu087/-/DC1
http://mplant.oxfordjournals.org/lookup/suppl/doi:10.1093/mp/ssu087/-/DC1
http://mplant.oxfordjournals.org/lookup/suppl/doi:10.1093/mp/ssu087/-/DC1
http://mplant.oxfordjournals.org/lookup/suppl/doi:10.1093/mp/ssu087/-/DC1
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5 kb upstream of their transcription start sites (TSS), in an 
intergenic region (i.e. with no intervening gene between 
the binding site and the TSS) (Zhang et  al., 2013). G- 
and PBE-box coincidence was selected because of the 
experimentally established sequence-specificity of the 
binding of the PIFs to these motifs (Hornitschek et  al., 
2012; Oh et al., 2012; Zhang et al., 2013; Figure 1E and 
Supplemental Figure  1A and 1B). By these criteria, PIF-
associated genes were, in some cases, identified as having 
more than one binding site, and individual binding sites 
were found that are associated with up to two genes on 
opposite DNA strands. Our lists comprise 1911 genes asso-
ciated with 1493 binding sites for PIF1, 828 genes bound 
by PIF3 at 596 sites (Zhang et al., 2013), 1279 genes bound 

by PIF4 at 1012 binding sites, and 1185 PIF5-binding sites 
(redefined from the data of Hornitschek et al., 2012) asso-
ciated with 1497 genes (Supplemental Table  2). Eighty-
eight percent of the PIF1 binding sites, and 86% of the 
PIF4 sites, were less than 3 kb away from the nearest TSS, 
respectively (Figure 1F).

PIF1, PIF3, PIF4, and PIF5 Collectively Regulate 

Gene Expression during Skotomorphogenesis

To define the contribution of the individual PIFs to the reg-
ulation of gene expression during skotomorphogenesis, we 
performed RNA-seq analysis on 2-day-old etiolated seedlings 

Figure 1 ChIP-Seq Analysis Identifies Shared and Separate Binding Sites for PIFs 1, 3, 4, and 5 Genome Wide.

(A) Venn diagram depicting total numbers (parentheses) and overlap of statistically significant, reproducible binding peaks for all four 

PIFs, genome-wide (Venn ovals), defined by ChIP-seq analysis. Genomic sites that bind from one to four different PIFs were identified.

(B) De novo motif discovery using MEME reveals that two dominant motifs, termed G-box (CACGTG) and PBE-box (CACATG), are enriched 

at PIF1 and PIF4 binding sites.

(C) Percentage of binding sites bound by the individual PIFs or all four PIFs (PIFQ) that coincide with G-box and/or PBE-box motifs.

(D) Distribution of the first occurance of G- and PBE-box motifs as a function of distance from the peak summits of binding sites bound in 

common by all four PIFs.

(E) PIF1 binds in vitro to DNA probes containing either a G-box (PIL1, SnRK2.5, ST2A) or a PBE-box (IAA2), as determined by EMSA assay. 

mut cold probe, mutated unlabeled probe.

(F) Distance to the next transcription start site (TSS) from PIF1- and PIF4-binding sites.

http://mplant.oxfordjournals.org/lookup/suppl/doi:10.1093/mp/ssu087/-/DC1
http://mplant.oxfordjournals.org/lookup/suppl/doi:10.1093/mp/ssu087/-/DC1
http://mplant.oxfordjournals.org/lookup/suppl/doi:10.1093/mp/ssu087/-/DC1


1602 Transcriptionally Centered Signaling Hub Molecular Plant

of 10 different genotypes, including WT, pifq, the four sin-
gle pif-mutants, and the four possible triple pif-mutant 
combinations. For each of the four PIFs, we conducted a 
gain-of-function (e.g. pif3pif4pif5 versus pifq for PIF1) and 
loss-of-function (e.g. pif1 versus WT) comparison to identify 
genes displaying Statistically-Significant Two-Fold (SSTF) 
expression changes between these genotypes, as previously 
described (Zhang et al., 2013). In addition, genes showing 
SSTF expression changes in the pifq versus WT comparison 
defined the baseline gene set collectively regulated by the 
PIF quartet (Supplemental Table 3). This set contains 2860 
genes. A proportional three-way Venn diagram depicting 
the overlap between the gain-of-function, loss-of-function, 
and PIF-quartet-regulated gene sets for each individual PIF 
is shown in Figure 2A. Figure 2B shows the separation of 
pif-mutant up-regulated from pif-mutant down-regulated 
genes for each PIF in this comparison. A subset of genes dis-
played a direction of regulation (induction or repression) by 
an individual PIF that was contrary to the direction of regu-
lation supported by the PIF quartet (e.g. expression induced 
by PIF1, but repressed by the PIF quartet) (46 genes for PIF1, 
15 for PIF3, 38 for PIF4, and 130 for PIF5). These genes were 
excluded from the Venn sectors shown in Figure  2 and 
from further analysis. Consequently, the number of genes 

designated as PIF-quartet-regulated in Figure 2 is less than 
2860 and varies for the individual PIF comparisons.

Subsequently, the loss-of-PIF-function and gain-of-PIF-
function gene sets for each PIF in Figure 2 were merged into 
a single set (called a ‘composite’ gene set), which thereby 
defined the total number of PIF-regulated genes for each 
individual PIF, separately. By this analysis, PIF1 regulates 1996 
genes, PIF3 regulates 405 genes, PIF4 regulates 708 genes, 
and PIF5 regulates 579 genes, compared to 2860 genes regu-
lated collectively by the PIF quartet, as determined by the 
pifq versus WT comparison (Supplemental Table 3). The over-
lap among these data sets depicted in Figure 3 shows that, of 
the collectively PIF-quartet-regulated genes, PIF1 alone regu-
lates 1117 (39%), PIF3 alone regulates 211 (7%), PIF4 alone 
regulates 501 (18%), and PIF5 alone regulates 192 (7%). 
The reason for the lack of PIF-quartet regulation of a sub-
set of genes that are apparently regulated by individual PIFs 
is unknown and was not pursued further here. Conversely, 
however, the collective regulation of a considerable number 
of genes by the PIF quartet in the apparent absence of signif-
icant regulation by the individual PIFs alone is suggestive of 
a substantial level of redundant and/or cooperative regula-
tory activity among these four transcription factors (Figures 
2 and 3).

Figure 2 RNA-Seq Analysis of Selected pif-Mutant Combinations Identifies Genes Regulated Differentially by the Individual 

PIFs Genome-Wide.

(A) Venn diagrams depicting the gene numbers regulated by each individual PIF, the genes collectively regulated by the PIF quartet, and 

the genes in common (overlapping sectors). The genes in each Venn circle were identified as displaying Statistically Significant Two-Fold 

(SSTF) differences in expression in the pairwise genotypic comparisons shown in the legend. Genes displaying a mechanistically inverse 

direction of SSTF regulation in the WT/pif (loss-of-function) and pif-triple-mutant/pifq (gain-of-function) comparisons (e.g. deduced PIF-

quartet and PIF1 promotion in the WT/pifq and WT/pif1 comparisons, respectively, but deduced PIF1 repression in the corresponding 

pif3pif4pif5/pifq comparison) were excluded from the analysis shown here.

(B) Separation of genes into pif-mutant down-regulated (upper row) and pif-mutant up-regulated (lower row). This separation is based 

on the direction of the change in expression displayed in each pairwise genotypic comparison.

http://mplant.oxfordjournals.org/lookup/suppl/doi:10.1093/mp/ssu087/-/DC1
http://mplant.oxfordjournals.org/lookup/suppl/doi:10.1093/mp/ssu087/-/DC1
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Potential Direct-Target Genes of PIF1, PIF3, 

PIF4, and PIF5 Identified by Merging ChIP-Seq 

and RNA-Seq Data Sets

By integrating the above ChIP-seq and RNA-seq analyses, 
we identified those genes that are likely direct targets of 
transcriptional regulation by each individual PIF and those 
that display apparent redundant regulation by multiple 
PIF-quartet members (Supplemental Table 3). Direct-target 
genes of an individual PIF are defined here as those that 
are concurrently both bound and regulated by that PIF. The 
Venn diagrams in Figure 3A show, for each PIF indepen-
dently, the overlap of the genes identified as displaying 
SSTF, PIF-quartet-, and/or individual PIF-regulated expres-
sion, with those genes showing promoter-localized, G-, 
or PBE-box-coincident binding of that PIF. Visualization in 
gene-browser format of an example of the data used in 
this analysis is depicted for the PIL1 gene in Figure 3B. This 

gene displays both binding of all four PIF-quartet members 
to a site containing three G-box motifs in its promoter, and 
promotion of expression by each of the individual PIFs in 
the absence of the other three.

The central sector of each Venn diagram in Figure 3A 
(labeled Z) represents those genes that we define as high-
confidence direct targets of the relevant individual PIF-
quartet member (designated Class Z genes (Supplemental 
Table 3); see Zhang et al., 2013), as these display concurrent 
promoter-localized binding and SSTF transcriptional regu-
lation by that PIF. However, we also included the genes in 
sector Y of each of the Venn diagrams as potential direct 
targets of the relevant individual PIF, in our further anal-
ysis (Supplemental Table  3), for the following reasons. 
Previously, we found for PIF3 that a substantial fraction 
of genes that display PIF3 binding, but less than two-fold 
PIF3-regulated changes in expression by RNA-seq analysis, 
still showed statistically significant changes in expression 
at more moderate levels, by qPCR analysis (Zhang et  al., 

Figure 3 Integration of ChIP-Seq and RNA-Seq Data Sets Identifies Potential Direct Targets of PIF1, PIF3, PIF4, and/or PIF5 

Transcriptional Regulation.

(A) Venn diagrams showing the overlap of genes displaying promoter-localized, G-, or PBE-box-coincident, PIF-binding peaks (PIF-bound 

genes), with those displaying PIF-quartet- and/or individual PIF-regulated expression (as defined in Figure 2A). This comparison defines 

seven classes of genes corresponding to the diagram sectors. The number of genes in each class is indicated, and the three sectors that 

overlap the PIF-bound genes are labeled X, Y, and Z. Red crescents identify the Y- and Z-class genes.

(B) Visualization of ChIP-seq (upper tracks) and RNA-seq (lower tracks) data for the genomic region surrounding the PIL1 locus. The ChIP-

seq tracks show the pile-up of all the reads obtained from MACS analysis of the data set from each experiment (color-coded for each 

PIF). The data for each corresponding WT-ChIP/input control are overlaid in dark gray. MACS-identified binding sites are indicated by 

the colored bar below the pile-up tracks (extended to 200 bp around the centered peak summit defined as the binding-peak maximum). 

RNA-seq tracks show the pile-up distribution of the combined raw reads of three biological replicates for each genotype. G- and PBE-box: 

vertical lines indicate motif positions.

http://mplant.oxfordjournals.org/lookup/suppl/doi:10.1093/mp/ssu087/-/DC1
http://mplant.oxfordjournals.org/lookup/suppl/doi:10.1093/mp/ssu087/-/DC1
http://mplant.oxfordjournals.org/lookup/suppl/doi:10.1093/mp/ssu087/-/DC1
http://mplant.oxfordjournals.org/lookup/suppl/doi:10.1093/mp/ssu087/-/DC1
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2013). In addition, the absolute contribution of an individ-
ual PIF-quartet member to the total expression difference 
between the WT and pifq mutant, in our experimental 
design, could readily be less than two-fold the absolute 
pifq-mutant expression level, if the four PIFs are contribut-
ing additively to the difference. For example, if all four PIFs 
were contributing equally additively to the pifq–WT dif-
ference, a minimum five-fold difference between WT and 
pifq would be necessary for any given PIF to reach the two-
fold difference above or below the pifq level. Although 
PIL1 does display a WT–pifq mutant differential in excess 
of five-fold (Figure 3B), the majority of SSTF genes do not. 
Thus we defined a composite class of genes designated 
Y+Z for each PIF as being potential direct targets of tran-
scriptional regulation by that PIF (Supplemental Table 3). 
Interestingly, this subset of genes represents an equivalent 
proportion (16%) of the total genes bound by each of the 
PIFs, respectively (Figure 3A).

In total, 423 Y+Z genes were identified by these crite-
ria as potential targets of one or more PIFs. Of these, 72% 
(304 genes) were bound and potentially regulated by PIF1, 
32% (136 genes) by PIF3, 47% (198 genes) by PIF4, and 
56% (236 genes) by PIF5. The overlap among these four 
gene sets is displayed in the Venn diagram in Figure 4A. 
The data show that more than half of the genes are bound 
and potentially regulated by more than one PIF (55%, 234 
genes), with 20% (83 genes) being potential direct targets 
of all four quartet members. Conversely, a total of 189 
genes (45%) display binding and potential regulation by 
only a single PIF protein (PIF1, 87 genes (21%); PIF3, 11 
genes (3%); PIF4, 32 genes (8%); and PIF5, 59 genes (14%)) 
by these criteria.

Consistently with the established role of the PIFs 
as transcriptional activators in etiolated seedlings (Huq 
et  al., 2004; Al-Sady et  al., 2008; de Lucas et  al., 2008; 
Shen et al., 2008; Hornitschek et al., 2009), the majority 
of these potential direct-target genes (62%, 262 genes) 
were induced by one or more PIFs (i.e. were down-reg-
ulated in the pif mutant(s)) (Figure 2B). These genes are 
therefore designated here as ‘PIF-induced’ (Zhang et al., 
2013). Conversely, genes displaying up-regulation in the 
pif mutants (Figure 2B) are designated as ‘PIF-repressed’. 
The bar graphs in Figure  4B depict the average expres-
sion level of all PIF-induced and PIF-repressed potential 
target genes, respectively, relative to WT in the pifq and 
triple mutant genotypes. As indicated above, if each of 
the four PIFs was to contribute additively and equally to 
the expression difference between the pifq mutant and 
WT, each PIF would contribute 25% to the total expres-
sion change observed in the mutant. The data show, how-
ever, that, on average for the PIF-induced genes, PIFs 3, 4, 
and 5 promote expression about equally to a level slightly 
less than 25% (18%–23%), whereas PIF1 acts considerably 
more robustly, promoting expression by about 65% on 
average (Figure 4B).

To visualize the relative contribution of each PIF to 
the regulated expression of the individual genes identi-
fied in Figure 4A and 4B, we arrayed the percent-contribu-
tion values in descending rank order for the induced and 
repressed genes separately (Figure  4C). Most of the PIF-
induced and -repressed genes (76% and 83%, respectively) 
show a contribution of PIF1 to the regulation exceeding the 
25% level. The other three PIFs exceed this level for only 
34%–38% of all induced potential direct-target genes, and 
44%–60% of the repressed ones. We defined individual 
genes displaying responsiveness to a given PIF that was less 
than the 25% threshold as having minimal responsiveness 
to that PIF, implying, conversely, that one or more other 
PIFs have a quantitatively more dominant or selective role 
in regulating that gene. The Y-class genes displaying such 
minimal responsiveness to a given PIF were eliminated as 
nominal direct targets of that particular PIF for the pur-
poses of further analysis here. On this basis, 85 genes were 
excluded, leaving a total of 338 (209 (62%) PIF-induced and 
129 (38%) PIF-repressed) on our ‘final list’ of genes that 
are proposed direct targets of transcriptional regulation 
by one or more PIF-quartet members (Supplemental Tables 
4–6).

Figure  4D shows that overall there is a reasonable 
degree of correlation between the level of expression pro-
moted by the collective activity of the PIF quartet (as deter-
mined by the difference in the RNA-seq reads of the WT 
and pifq genotypes) in the PIF-induced genes of this ‘final 
list’ and the sum of the levels of expression promoted by 
each PIF individually (as determined by the sum of the dif-
ferences in RNA-seq reads between the respective pif-triple 
mutants and the quadruple pifq mutant). This observation 
suggests that the four PIFs tend to act more or less addi-
tively in promoting the expression of these direct-target 
genes, although there are clearly a number of individual 
genes that deviate significantly from this pattern.

Different PIFs Regulate Different Target Genes 

Differently

The central constellation of Figure 5 summarizes the dis-
tribution of the 338 ‘final list’ genes across the 14 possible 
combinatorial categories of PIF-quartet-regulated expres-
sion derived from the above analysis. The surrounding bar 
graphs in this figure depict the average expression levels 
in the quadruple and four triple pif mutants, relative to 
WT, for the target genes in each individual category, sepa-
rated into PIF-induced and PIF-repressed genes. More than 
one-third of these targets (128 genes) were concurrently 
bound and regulated by more than one PIF, and 11 genes 
were found to display convergent binding and regulation 
by all 4 PIFs. The reason for the substantial decrease in the 
number of genes designated as direct targets of all four 
quartet members in Figure 4A to that shown in Figure 5 is 
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that the imposed 25% threshold removed one or more PIFs 
from that category, thus lowering the number of quartet 
contributors for many genes. From this analysis, PIF1 is the 
dominant quartet member, directly targeting two-thirds of 
the entire target-gene set. Of these, 137 genes (41% of the 

targets) show single PIF concurrent binding and regulation 
by PIF1 alone. On the other hand, the contributions of the 
other PIFs, and the diversity of response patterns elicited 
by the different quartet combinations, are apparent across 
the different gene sets (Figure 5, bar graphs).

Figure 4 PIF-Direct-Target Gene Sets Display Varying Degrees of overlap.

(A) Venn diagram depicting the overlap between the Y- and Z-class genes (combined) defined as potential direct targets of regulation by 

each individual PIF in Figure 3A.

(B) Average expression for each pif-mutant combination relative to wild-type (WT) summarized for the genes depicted in (A) after separa-

tion into PIF-induced (i.e. pif-mutant down-regulated) and PIF-repressed genes (i.e. pif-mutant up-regulated). Genes showing expression 

changes of more than 100-fold were excluded.

(C) Contribution of the individual PIFs in the absence of the other three (measured as the expression difference between the correspond-

ing pif-triple (pift) and pifq mutant (PIF gain-of-function configuration)) to the collective regulation by all four PIFs (measured as the 

expression difference between the WT and pifq) (Zhang et al., 2013). All genes shown in (A) are arranged in descending rank order based 

on their contribution value for each individual PIF. The horizontal dashed line indicates a 25% contribution.

(D) Scatter plot showing correlation for individual genes between the expression difference between WT and pifq mutant (Expression 

reads (wt-pifq)) and the sum of the expression differences between each pif-triple mutant and pifq for all four PIFs (Expression reads sum 

(pift-pifq)).
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This diversity of differential regulation of the iden-
tified target genes by the individual PIFs becomes even 
more apparent when the relative contributions of the indi-
vidual PIFs to the expression of the individual genes are 
arrayed three-dimensionally. Figure 6A displays represent-
ative segments of these arrays for the PIF-induced direct 
targets of each of the PIF combinations (see Supplemental 
Figure 2A–2E for the full arrays and Supplemental Table 5 
for the gene lists). The PIF-quartet members vary in the 
extent of their contribution to the regulation of any given 
individual gene, and each individual PIF varies in its con-
tribution to the regulation of different genes. Overall, 
this results in a complex regulatory pattern, in most cases 
involving more than one member of the quartet.

The data show that many of the target genes nom-
inally categorized by our criteria as concurrently bound 

and regulated by only a single PIF also display some 
level of contribution from one or more of the other 
PIFs to their regulation. This observation indicates that, 
although a given single PIF apparently selectively or 
dominantly regulates these direct-target genes, other 
quartet members frequently supplement this activity to 
a greater or lesser extent. This outcome could be due 
to the categorization thresholds (SSTF and 25% contri-
bution) used in our analysis, the limits of quantitative 
resolution provided by ChIP-seq and RNA-seq data, or 
other non-binding quartet members acting indirectly 
on those target genes. Nevertheless, conversely, as indi-
cated above, 128 of our final list of target genes (76 
induced and 52 repressed) show convergent binding 
and regulation by two or more PIFs, based on our ana-
lytical criteria.

Figure 5 Classification of PIF Target Genes Based on Their Concurrent Regulation and Binding by Individual PIFs.

The four center circles display the number of target genes identified for each individual PIF. The outer circles depict the classification of 

target genes according to the PIFs that bind to and regulate them. Genes in all possible combinatorial categories are represented, ranging 

from a single PIF to all four quartet members. Numbers represent the total number of genes per class (top), subdivided into PIF-induced 

(+) and PIF-repressed (–) genes (bottom). Surrounding bar graphs depict the average expression of induced (‘+’, white background) and 

repressed (‘–‘, gray background) genes of each individual target-gene class. Genes showing expression changes of more than 100-fold 

were excluded from the mean expression charts (four genes).
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To assess the reliability of the above RNA-seq-based 
categorization of the quantitative contributions of the 
individual PIFs to the total quartet activation of induced 
direct-target genes, we performed RT–qPCR analysis of 33 
selected representative PIF-induced genes across the spec-
trum of defined categories (Supplemental Figure  3). The 
data show robust to moderate validation of the defined 
expression pattern for 22 (67%) of these genes, with the 
remainder showing weaker or minimal correlations. In a 
considerable number of cases, genes showing individual 
PIF contributions of <25% to the total sum quartet activity 
still display statistically significant increases in expression 
above the pifq-mutant level for that PIF by RT–qPCR. This 
suggests that the number of genes for which multiple PIFs 
contribute to transcriptional activation, at least partially, 
may be underestimated by imposition of this threshold 
in our filtering criteria. Visual inspection of the RNA-seq 
and associated ChIP-seq data support these conclusions, as 
shown for a selected subset of these genes in Supplemental 
Figure 4.

Dissecting the Architecture of PIF-Quartet-

Target-Promoter Interactions

To begin to define the molecular basis for this apparent 
quantitatively differential co-regulation of individual 
genes by the multiple PIF-quartet members, we exam-
ined the architecture of the PIF-binding sites in the pro-
moter regions of the target genes and the corresponding 
PIF-binding pattern. For this purpose, we determined the 
number of PIF-binding sites (peaks) per promoter, and the 
number of G-box and/or PBE-box binding motifs associated 
with each binding site, for each direct-target-gene pro-
moter (Figure 6B and 6C). The data reveal a variety of dif-
ferent configurations across these promoters. The number 
of PIF-binding sites per promoter ranges from 1 to 3, with 
the majority (88%) having a single site, 9% having two sites, 
and the remainder three sites (Supplemental Tables 4 and 
5). The binding patterns of individual PIFs similarly range 
from one to multiple sites within a given target promoter 
and, conversely, individual single-binding-site promoters 

Figure 6 Differential Direct-Target Gene Regulation and Functional Classification.

(A) The different PIFs regulate different genes differently. The contribution of each PIF to the expression of selected direct-target genes in 

the different classes defined in Figure 5 is shown. The full arrays for all genes in each class are shown in Supplemental Figure 2.

(B) Distribution of the number of binding sites and the corresponding number of binding PIFs per promoter for each gene class.

(C) Distribution of the number of motifs per single binding sites of 200-bp length for each gene class.

(D) Functional categorization of all ‘Final list’ direct-target genes. (Top) The final target genes were assigned to functional categories, color-

coded as shown. This assignment was based on the Gene Ontology annotations for biological and/or molecular function in the TAIR database. 

The percentage of the total annotated genes within each category was calculated after excluding the genes annotated as having unknown 

function. (Bottom) PIF-induced and PIF-repressed genes were assigned separately to the functional categories as described in (Top).
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display binding of from one to four members of the PIF 
quartet (Figure 3B and Supplemental Figure 4). Although 
the binding of multiple PIFs to a single binding site within 
a promoter would initially suggest direct binding redun-
dancy, the issue is more complex because of the frequent 
occurrence of multiple G-box and/or PBE-box motifs within 
single PIF-binding peaks. Of the 179 lone binding sites in 
the promoters of the PIF-induced gene set, 102 (57%) have 
a single motif, 55 (31%) two motifs and 22 (12%) three or 
four motifs (Supplemental Tables 4 and 5).

Integration of these data with the composite PIF-
binding and -regulation patterns provides the opportunity, 
at the one extreme, to identify single motifs that support 
selective or dominant transcriptional activation of a sin-
gle gene, by one or other single PIF-quartet member, and, 
at the other, to define single motifs that support appar-
ently shared transcriptional activation of a single gene, by 
up to all four quartet members. This analysis shows that, 
of the 102 single-binding-site/single-motif, PIF-induced 
genes, 73 (72%) display selective binding and direct tran-
scriptional activation by a single PIF (PIF1, 49 genes; PIF3, 6 
genes; PIF4, 6 genes; PIF5, 12 genes), while the remaining 
29 genes (28%) display varying degrees of shared binding 
and transcriptional activation, by combinations of two (19 
genes), three (6 genes), or four (4 genes) quartet members 
(Supplemental Tables 4 and 5). Together with another seven 
genes having lone, two-, or three-motif-containing, pro-
moter-located binding sites that are bound by three or all 
four PIFs, respectively, this makes a total of 36 genes (50% 
of the single-site genes targeted by two or more PIFs) that 
display evidence that two or more PIFs redundantly share 
a single motif in the target gene. Collectively, these data 
thus suggest a continuum of motif recognition ranging 
from strongly specific or selective to relatively equivalent 
by the four PIFs. Not unexpectedly, the genes with multiple 
PIF-binding sites in their promoters show additional com-
plexity, as some of these sites also contain multiple motifs. 
The most striking example is ATHB2, which has five PIF-
binding sites, containing nine motifs, in an extended 5-kb 
promoter, and displays shared transcriptional activation by 
PIF1, PIF4, and PIF5 (Supplemental Figure 4).

To examine whether the differential activities of the 
quartet members might be specified by the core G- and 
PBE-box motifs or their flanking sequences (Gordan et al., 
2013), we conducted de novo motif discovery on the bind-
ing sites in the 338 direct-target promoters, using the 
MEME software (Bailey et al., 2006). This analysis revealed 
no additional motifs, besides the already described PBE- or 
G-boxes (Supplemental Figure  5). Nor could we identify 
any distinct signatures in the sequences flanking these 
known motifs that could account for this differential 
activity. Similarly, examination of the single motifs in the 
single binding sites of the 73 genes that show preferen-
tial binding of one PIF or another (PIF1, 49, genes; PIF3, 6 
genes; PIF4, 6 genes; PIF5, 12 genes) showed no apparent 

differential preference for G- or PBE-boxes between the 
PIFs, nor was there evidence of specific extended motifs 
associated with differential binding of the individual PIFs 
(Gordan et al., 2013). Conversely, both G- and PBE-boxes 
were found capable of binding two or more PIFs in those 
29 single-binding-site/single-motif promoters that are tar-
gets of multiple PIFs. The data thus reveal no obvious DNA-
sequence-specified basis for any potential differences in 
binding affinity between the individual PIFs.

A number of factors could potentially influence the 
patterns of promoter binding and expression regulation 
displayed by the PIFs in our analysis. Differences in the spa-
tial patterns of PIF expression could, in principle, support 
a diversity of target-gene expression patterns among the 
PIFs. To examine this possibility, we generated Arabidopsis 
lines transgenically expressing PIF-promoter::GUS con-
structs in our previous study (Zhang et  al. 2013). The 
data show that all four PIF promoters support expression 
throughout all the organs and tissues of dark-grown-seed-
lings, with no distinctive differences in pattern detectable 
between the different PIFs (see Figure  6A–6D in Zhang 
et al., 2013). It seems unlikely, therefore, that organ- or 
tissue-specific differences in PIF expression can account for 
the diversity of target-gene expression patterns observed. 
The use of the CaMV 35S promoter to drive PIF expression 
for the ChIP-seq experiments has dual impact. On the one 
hand, it permits comparison of the DNA-binding patterns 
of the different PIFs in the presumptive absence of differ-
ences in expression patterns. On the other hand, it raises 
the possibility that the binding patterns observed will not 
reflect those of the endogenous proteins, because of dif-
ferences between the spatial expression patterns of the 
PIF genes and the 35S-promoter-driven construct. Again 
this does not appear likely, as our data show that the 
expression pattern of a transgenically expressed 35S::GUS 
construct closely resembles that of the PIF-promoter::GUS 
constructs referred to above (see Figure 6A–6E in Zhang 
et al., 2013). Similarly, although there are differences in 
the levels of PIF gene expression at the transcript level, 
these do not correleate with the diversity of binding or 
expression patterns observed (see Figure  6D in Zhang 
et al., 2013). Although we do not have quantitative esti-
mates of the comparative levels of the endogenous and 
transgenic PIF proteins, it is likely that the transgenic PIFs 
are higher than the endogenous proteins. This has the 
potential to distort the ChIP-seq-derived binding patterns 
by increasing the number of lower affinity interactions 
detected. However, our definition here of functionally 
relevant binding sites as those that are both coincident 
with G- or PBE-box sequence motifs and localized to the 
promoters of experimentally identified, PIF-regulated 
genes reduces the likelihood that this issue contributes to 
the broad diversity of different between-PIF-binding pat-
terns that we observe. Our use of published PIF5 ChIP-seq 
data from another laboratory that used shade-treated, 
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light-grown seedlings (Hornitschek et  al., 2012) means 
that these data (although reanalyzed using our compu-
tational procedures) are not directly comparable to those 
of the other three PIFs analyzed here, and do not directly 
parallel our RNA-seq identification of PIF5-regulated 
genes in the present study. On the other hand, there is 
evidence that shade treatment of green seedlings causes 
partial reversion toward the transcriptional pattern of 
dark-grown seedlings (Leivar et  al., 2012), indicating at 
least partial overlap between these two physiological 
states. Consequently, it appears reasonable to conclude 
that genes that are both regulated by PIF5 in the dark, 
and bind PIF5 to a promoter-localized, G-, or PBE-box in 
the shade are strong candidates for being direct targets 
of PIF5 transcriptional regulation in dark-grown seed-
lings. Consistently with this conclusion, 73% of the PIF5-
induced genes identified here by these combined criteria 
are also direct targets of (i.e. bound and regulated by) one 
or more of the other PIF-quartet members (Supplemental 
Table 5).

The Pattern of PIF–Genome Interaction Defines 

a Continuum of Promoter occupancy and a 

Superimposed Local Modulation of Intrinsic 

Transcriptional Activation Potential

To determine whether there is a quantifiable relation-
ship between the level of promoter-localized PIF binding 
and the consequent level of expression of the target gene 
induced by the bound PIF species, we compared the level 
of PIF-binding (as determined by ChIP-seq analysis) and PIF-
induced expression (as determined by RNA-seq analysis) for 
each target gene, genome-wide. Initially, as a baseline, we 
examined the overall correlation between the combined 
total binding of all four PIFs to each promoter, and the level 
of expression of the corresponding direct-target genes, 
induced by the collective activity of the four quartet mem-
bers. Although the slope of the regression line of the scat-
ter-plot data in Supplemental Figure 6 suggests a generally 
positive relationship, the low R2 value indicates the absence 
of a robust correlation between collective promoter-local-
ized PIF occupancy and PIF-induced expression level.

To examine more specifically whether the variable 
contribution of each individual PIF to the total PIF-quartet-
induced expression of each target gene, described above 
(Figures 5 and 6A), is quantitatively related to the level 
of promoter-localized binding of the relevant PIF species 
to each target gene, we performed a correlation analysis 
for each individual PIF. For this purpose, we defined the 
contribution of each PIF to the total binding activity of all 
four PIFs at each peak, as the percentage contributed by 
each individual PIF to the combined total PIF-quartet ChIP-
seq reads. For multi-binding-site promoters, the respective 

ChIP-seq reads were summed across all peaks to provide a 
single contribution value for the promoter. In each case, 
this value was then compared with the relative contribu-
tion (percent) of the relevant individual PIF to the total 
expression level of the corresponding target gene, induced 
collectively by all four PIFs, as determined by the RNA-seq 
analysis described in Figures 5 and 6A.

This analysis is shown and discussed in detail in 
Supplementary Analysis 1 and Supplemental Figures 7–16. 
Overall, the fractional contributions of the individual PIFs 
to the collective promotion of target-gene expression by 
the four PIFs combined are poorly correlated with the 
corresponding respective levels of promoter occupancy 
by each PIF (Supplemental Figure 7). Subdivision of these 
direct-target genes into the multiple combinatorial cat-
egories of PIF regulation shown in Figure 5 likewise does 
not reveal any immediately obvious robust correlation 
between binding-site occupancy and expression promo-
tion for each individual PIF (Supplemental Figures 8–12). 
This pattern is retained in the subset of genes having 
only one binding site with a single motif per promoter 
(Supplemental Figures 15 and 16), indicating that the lack 
of correlation is not simply the result of the complexity of 
having multiple binding sites per promoter and multiple 
motifs per binding site, as is true for a considerable frac-
tion of the full gene set.

By contrast, examination of the ‘PIF-binding’ versus 
‘promoted-expression’ profiles of the separate individual 
genes across the different combinatorial categories pro-
vides evidence of an intriguing pattern. For this analysis, 
the ChIP-seq reads for each individual PIF and the corre-
sponding difference in RNA-seq reads between the pifq 
and relevant triple pif mutant (PIF-specific promoted 
expression) were plotted and subjected to linear regres-
sion analysis, separately for each individual target gene. 
The most striking result is displayed by the 31 genes in the 
combined triple- and quartet-targeted gene set, which 
show the highest levels of shared promoter occupancy 
and regulated expression by the PIF-quartet members. 
The data for the full gene set are arrayed in Supplemental 
Figure  17 and four selected representative genes from 
across the array are presented in Figure 7. There is a gra-
dation in the trajectory of the relationship between occu-
pancy level and promoted-expression level, from robustly 
positively correlated, through uncorrelated, to relatively 
robustly negatively correlated (Supplemental Figure  17). 
Moreover, because the levels of occupancy of PIF1 and 
PIF5 are almost invariably higher than those of PIF3 and 
PIF4, this inversion in the direction of the correlation is 
independent of the identity of the PIFs at the respective 
occupancy levels. For example, comparison of the con-
verse patterns of PHOSHOGLYCERATE MUTASE (PGM) and 
BEE1 at the two extremes of the array (Figure  7) shows 
that, for PGM, low-PIF4 and high-PIF1 occupancy result in 
low and high expression, respectively, whereas, for BEE1, 
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low-PIF4 and high-PIF1 occupancy conversely result in high 
and low expression, respectively. ST2A is similar to PGM, 
whereas HFR1 provides an example of relative independ-
ence of expression from occupancy level, on average. All 
four of these genes have single PIF-binding sites, each con-
taining only a single motif (all G-boxes) in their promot-
ers (Supplemental Tables 3–5). The data for the nominal 
PIF-dominant categories of genes, where a single PIF (PIF1, 
PIF3, PIF4, or PIF5, respectively) dominates promotion of 
expression relative to the other three, are generally con-
sistent with this pattern (Supplemental Figures 18–22). 
Taken together, these data indicate that factors other than 
simple promoter or single binding-site occupancy level 
determine the fractional contribution of each PIF to the 
collective quartet activity, and that the influence of these 
factors varies from promoter to promoter for the different 
individual PIFs.

Functional Categories of PIF Target Genes

Categorization of our overall list of final direct-target 
genes, according to their known or predicted functions, 
reveals a strong enrichment for transcription-factor-encod-
ing loci (Figure 6D), supporting the conclusion that the PIFs 
function as master regulators of a complex transcriptional 
network. A  considerable proportion of the target genes 
also alternately indicate more direct regulation of a num-
ber of basic cellular functions in metabolism, transport, 
photosynthesis, and cell wall metabolism. As might be 
expected, photosynthesis-related genes display PIF repres-
sion, or lack of induction, in the dark-grown samples used, 
consistently with observed PIF function in repressing pho-
tomorphogenesis in etiolated seedlings. If this transcrip-
tional repression is the direct consequence of PIF binding 
to those promoters, the data would indicate that the PIFs 

have dual molecular activity, concomitantly functioning as 
transcriptional activators and repressors of different genes.

Functional categorization of the subset of genes tar-
geted by multiple PIFs shows an increased enrichment for 
genes involved in hormone signaling or hormone metabo-
lism. Half of the analyzed target genes that show regu-
lation through three or all four PIFs are either involved 
in regulation of transcription, plant hormone-associated 
functions, or both (Supplemental Figure  22). Examples 
include the transcription factors PIL1, HFR1, BEE1, BIM1, 
IBH1, ATHB-2, PRE5, bHLH87, and other genes like JAZ1, 
HAI1, and ST2A. However, examination of the specific 
genes regulated solely or predominantly by a single PIF did 
not reveal any evidence of PIF-specific regulation of any 
defined molecular or cellular pathways or processes. Thus 
there is no indication, at this level of resolution, of how 
PIF1 operates to be the dominant PIF controlling cotyledon 
separation (Leivar et al., 2012).

Comparison of the PIF-direct-target genes identi-
fied here with those previously determined to exhibit 
light regulation using microarray profiling (Leivar et  al., 
2009) shows that 38% of our final target genes exhibit 
PIF-dependent regulation that is reversed upon irradiation 
with red light. The majority of these (63%) are induced by 
the PIFs in the dark and repressed upon exposure to light 
(Supplemental Tables 4–6). Among these PIF-induced/light-
repressed genes are several involved in auxin signaling, 
namely three SAUR genes and four ARF/IAA genes (SHY2/
IAA3, IAA19, IAA29, and ARF18).

DISCuSSIoN

Numerous genome-wide transcription factor (TF)-binding 
studies have shown that TFs frequently bind to thousands 

Figure 7 PIFs Display a Matrix of Variable Promoter occupancy and Modulated Intrinsic Transcriptional Activation Activity 

toward Shared Direct-Target Genes.

Plots depict the relationship between promoter occupancy (Binding) by each PIF and the corresponding level of expression induced 

by that PIF (Expression reads [pift-pifq]) in four representative genes (PGM, ST2A, HFR1, and BEE1) from a graded array of 31 genes in 

Supplemental Figure 17. These 31 genes comprise all those defined here as shared direct targets of three or more members of the PIF 

quartet. Individual PIF-induced expression was determined by RNA-seq (normalized reads of pifq mutants were subtracted from reads of 

each triple pif-mutant (pift) line) and binding was determined as the PIF-specific ChIP-seq reads per promoter. Values for PIF1 are depicted 

in gray, for PIF3 in orange, for PIF4 in blue, and PIF5 in green.
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of DNA sites in vivo (Kininis et al., 2007; MacArthur et al., 
2009; Ouyang et al., 2009; Sun et al., 2010; Ferrier et al., 
2011; Li et  al., 2011; Yu et  al., 2011; Zhang et  al., 2011; 
Cheng et al., 2012; Hornitschek et al., 2012; Oh et al., 2012; 
Tao et al., 2012; Chang et al., 2013; Zhang et al., 2013). As 
eloquently enunciated by Biggin (2011), these studies have 
led to the recognition that most TFs each bind to a majority 
of genes over a quantitative continuum of DNA occupancy 
levels, spanning functional, quasifunctional, and nonfunc-
tional DNA-binding events (MacArthur et al., 2009; Cheng 
et  al., 2012; Fisher et  al., 2012). The accumulated data 
indicate that, in general, at one extreme, the hundreds 
of genes displaying the highest occupancy by a given TF 
are those most frequently its functionally significant tar-
gets. Conversely, at the other extreme, the thousands of 
genes displaying 10- to 100-fold lower occupancy levels 
of that factor are frequently not regulated to a degree 
that is biologically significant. The many genes in between 
these extremes display moderate binding and weak tran-
scriptional regulation at levels (10% to two-fold) that are 
often of unresolved functional significance. Our strat-
egy of imposing thresholds of transcriptional alteration 
for defining PIF-regulated expression established DNA-
sequence-motif-coincidence for binding-site definition, 
and congruence of PIF-binding and expression alteration 
for defining functional occupancy was designed to focus 
on those genes deemed most likely to represent bona fide 
direct targets of PIF transcriptional regulation. Our focus 
on the PIF-induced genes here is based on the existing 
evidence that all four quartet members exhibit intrinsic, 
autonomous transcriptional activation activity (Huq et al., 
2004; Al-Sady et al., 2008; de Lucas et al., 2008; Leivar et al., 
2008; Shen et al., 2008; Hornitschek et al., 2009; Leivar and 
Quail, 2011; Zhang et al., 2013). Our analysis indicates that 
the pattern of PIF behavior in transcriptional activation of 
direct-target genes is generally consistent with Biggin’s 
(2011) model, but is, in addition, overlain with another level 
of complexity that acts independently of occupancy level.

Previously, we showed by RT–qPCR that PIF1, PIF3, 
PIF4, and PIF5 contribute differentially to the combined PIF-
quartet-promoted transcriptional activation of a small sub-
set of 14 genes that are direct targets of PIF3 activation and 
discovered, surprisingly, that PIF1 dominates the level of 
activation of a considerable fraction of these genes (Zhang 
et  al., 2013). Here we have additionally identified direct 
targets of PIF1 and PIF4 regulation and have provided evi-
dence that this pattern of differential transcriptional acti-
vation by the quartet extends genome-wide, to over 200 
genes that are apparent concomitant direct targets of one 
or more of the PIF-quartet members. Moreover, by dissect-
ing the number and architecture of the promoter-localized 
PIF-binding sites and sequence motifs in the promoters 
of these genes, we have uncovered an array of variable 
TF–promoter configurations. Particularly notable are the 
substantial proportion of genes with multiple binding sites 

and/or multiple motifs per binding site in their promoters. 
In consequence, the transcription-factor–promoter config-
urations range from strongly preferential binding of single 
PIFs to lone binding sites containing single motifs in a sin-
gle promoter, through binding of multiple PIFs to multiple 
multi-motif binding sites in a single promoter, to apparent 
cooccupation by all four quartet members of lone, single-
motif binding sites in a single promoter. Although there 
is evidence that overall the quartet members tend to act 
additively to elicit the full induction of their direct-target 
genes (Figure 4D), examination of the binding and regula-
tory activities of each individual PIF toward its respective 
direct targets shows a poor correlation of these two molec-
ular activities (Supplemental Figures 6–12, 15, and 16). 
These data indicate the absence of a simple quantitative 
relationship between the level of binding-site occupancy 
by each PIF and the corresponding level of transcription 
induced in the target gene by that PIF.

Interestingly, however, the correlative pattern 
revealed upon examination of each direct-target gene 
individually provides intriguing insight into the complex-
ity of the molecular interface between these TFs and 
their target genes in vivo. For example, PIF1 has high 
transcriptional activation activity when bound at a high 
occupancy level at the single, shared binding motif in 
the PGM promoter (compared to the other PIFs), but has 
low transcriptional activation activity when bound at an 
equally high occupancy level at the single, shared binding 
motif in the BEE1 promoter (compared to the other PIFs) 
(Figure 7 and Supplemental Figure 17). The exact converse 
is true of PIF4. This pattern indicates a matrix, defined by 
a quantitative continuum of binding-site occupancy by 
the PIFs, overlain by a level of locally imposed modulation 
of the intrinsic transcriptional activation potential of the 
individual occupying PIF at individual binding sites and, 
moreover, that both these regulatory parameters vary dif-
ferentially between the individual PIF-quartet family mem-
bers (Figure 7 and Supplemental Figure 17). As indicated in 
the ‘Introduction’ section, these parameters could include 
such factors as chromatin structure (e.g. histone or DNA 
modifications), transcriptional coregulators, cooperating 
or competing factors, and/or posttranslation-modifying 
enzymes (protein kinases, acetylases, etc.) (Kininis et  al., 
2007; Farnham, 2009; MacArthur et al., 2009; Li et al., 2011; 
Hahn and Young, 2011; Zhou and O’Shea, 2011; Lickwar 
et al., 2012). Intriguingly consistent with this general con-
cept, there is recent evidence that PIF3 recruits a histone 
deacetylase, HDA15, to the promoters of some genes to 
suppress expression through local histone deacetylation 
(Liu et al., 2013).

While phy-controlled PIF abundance is clearly the 
overarching mechanism of light-repressed, and both shade- 
and diurnal-darkness-induced, PIF transcriptional activity 
(Monte et al., 2004; Bae and Choi, 2008; Moon et al., 2008; 
Leivar et al., 2009; Lorrain et al., 2009; Oh et al., 2009; Shin 
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et al., 2009; Leivar and Quail, 2011; Sentandreu et al., 2011; 
Hornitschek et al., 2012; Leivar et al., 2012; Li et al., 2012; 
Soy et  al., 2012), there is increasing evidence in recent 
years that PIF activity is also modulated by a diversity of 
other endogenous (gibberellins (GA), brassinosteroids (BR), 
ethylene, circadian clock, sucrose) and environmentally 
induced (high temperature, photoperiod) signaling path-
ways. These effects are exerted at both transcriptional and 
posttranslational levels. PIF4 and PIF5 transcript levels have 
been shown to be circadianly regulated in light-grown 
plants (Nozue et al., 2007; Niwa et al., 2009), although those 
of PIF3 are not (Soy et al., 2012). On the other hand, PIF3 
transcript levels are induced by ethylene, whereas those 
of PIF4 and PIF5 are not (Zhong et al., 2012). Exogenous 
sucrose has been reported to increase PIF5 protein abun-
dance without affecting its transcript levels, suggesting 
carbon levels may regulate this response (Stewart et  al., 
2011). DELLA proteins have been shown to directly inhibit 
both PIF3 and PIF4 transcriptional activity by blocking DNA 
binding, and GA reverses this inhibition by inducing DELLA 
degradation (de Lucas et al., 2008; Feng et al., 2008). The 
BR-activated TF BZR1 has also been reported to form a 
DNA-bound bimolecular complex with PIF4 and coregulate 
common direct-target genes (Oh et  al., 2012). Moreover, 
the DELLA proteins also interact with BZR1, inhibiting its 
DNA-binding capacity, similarly to PIF4 (Bai et  al., 2012), 
suggestive of a three-way PIF4–DELLA–BZR1 regulatory 
complex. Elevated temperature has been reported to stim-
ulate the binding of PIF4 to the promoters of two auxin-
biosynthetic genes, leading to increased auxin levels and 
consequent enhanced cell-elongation rates (Koini et  al., 
2009; Lucyshyn and Wigge, 2009; Franklin et  al., 2011). 
Collectively, these data indicate that the PIFs are the core 
of a transcriptionally centered signaling hub that provides 
a specific molecular mechanism for ‘crosstalk’ between 
multiple signaling and transcriptional networks (Castillon 
et al., 2007; Leivar and Quail, 2011).

In addition to the above-documented inter-pathway 
crosstalk, there is evidence and further potential for intra-
family complexity among the PIFs themselves and other 
members of the Arabidopsis superfamily of bHLH TFs. HFR1, 
a non-DNA-binding member of the PIF-containing bHLH 
Subfamily 15 (Toledo-Ortiz et al., 2003), has been shown to 
inhibit the activities of PIF4 and PIF5 by forming non-DNA-
binding heterodimers with them (Hornitschek et al., 2009). 
Similarly, PAR1, a member of a different group of HLH pro-
teins, lacking a functional basic DNA-binding domain, simi-
larly interacts with PIF4, inhibiting its DNA-binding activity 
(Roig-Villanova et al., 2006; Hao et al., 2012). Inter-PIF het-
erodimerization has been demonstrated for PIF3 and PIF4, 
with retention of sequence-specific G-box DNA binding in 
vitro by the heterodimer (Toledo-Ortiz et  al., 2003). The 
potential for heterodimerization among all the different 
PIF-family members raises the possibility of yet more com-
binatorial complexity in DNA-binding-site recognition and 
transcriptional activity.

The morphological phenotypes of loss-of-function pif 
mutants have established that PIF1, PIF3, PIF4, and PIF5 act 
more or less additively, up to a saturation limit, to promote 
the skotomorphogenic development of dark-grown seed-
lings (Leivar et al., 2008; Shin et al., 2009; Leivar et al., 2012). 
The monogenic mutants of each PIF-quartet member display 
essentially no detectable visible phenotypic differences from 
WT, indicating almost complete redundancy. Double and 
triple mutants, on the other hand, show increasing degrees 
of partial photomorphogenic-like development in darkness, 
culminating in a cop-like phenotype in the quadruple pifq 
mutant that approaches that of light-grown WT seedlings. By 
contrast, in comparison to the pifq mutant, the four pif-triple 
mutants exhibit varying degrees of recovery of the etiolated 
phenotype, indicating that the individual PIFs have the auton-
omous capacity, to varying extents, in this gain-of-function 
configuration, to partially reactivate the transcriptional pro-
gram that drives the skotomorphogenic developmental path-
way. The differential activities of the individual PIF-quartet 
members are most particularly apparent for the cotyledon-
separation facet of the deetiolation phenotype, where PIF1 
strongly dominates the process, followed more or less equally 
by PIF4, PIF5, and PIF3 (Leivar et al., 2012).

The overall pattern of transcriptional regulation of 
direct-target genes by the PIF-quartet members, individu-
ally and collectively, is generally consistent with these mor-
phological phenotypes. Most strikingly, PIF1 dominates 
the induction of many direct-target genes, genome-wide, 
confirming and expanding on our earlier RT–qPCR data for 
selected genes (Zhang et al., 2013). Our analysis also identi-
fies a core set of 29 genes that are robust co-direct targets 
of transcriptional induction by three or all four quartet 
members (designated ‘QT-genes’), demonstrating the exist-
ence of a high level of qualitative functional redundancy 
between these PIFs, in some cases through a single DNA-
recognition motif, for at least a subset of these genes. The 
apparent general propensity of PIF1 to display higher aver-
age binding-site occupancy of direct-target genes than the 
other PIFs may be responsible for the larger PIF1-dominant 
gene set identified here than for the other PIFs. We did not 
detect any differences in binding-site or nearby promoter 
DNA sequences that might explain such occupancy differ-
ences, suggesting the possibility of a higher intrinsic affin-
ity of PIF1 than of the other PIFs for these shared sites on 
average. However, although the measured transcript levels 
are similar (at least for PIF1, PIF3, and PIF4) (Supplemental 
Figure 14), we cannot rule out the possibility that higher 
PIF1 protein abundance contributed to this pattern.

Functional categorization of the ‘final list’ of direct-
target genes shows strong enrichment of those encoding 
established or predicted TFs (Figure 6D and Supplemental 
Figure 22). The diversity of TF classes represented in this 
gene set implies broadly pleiotropic regulation of multiple 
branches of the downstream transcriptional network. This 
is most striking for the QT-gene subset, where 50% of the 
annotated targets encode TFs. This indicates a central role 
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of these genes in transducing light-activated phy signals to 
major sectors of the transcriptional cascade. The functions 
of some of these TFs in downstream processes have been 
investigated, including PIL1, ATHB2, and HFR1 (shade-
avoidance), BIM1, BEE1, IBH1, and PRE5 (brassinosteroid 
signaling), and JAZ1 (a transcriptional repressor of multiple 
TF classes, that was initially identified as a repressor of jas-
monate (JA) signaling). In addition, however, the remain-
ing genes in the other functional categories suggest that 
the PIFs also exert more direct control over other cellular 
pathways, not involving transcriptional regulation, includ-
ing PGM (glycolysis/cellular energy production), XTR7 and 
XTH33 (cell wall growth), MPK7 (MAP kinase signaling), 
AFP3 (ABA signaling), and ST2A (JA signaling). Although 
there are no immediately obvious indications from the 
expression patterns of specific pathways preferentially 
regulated by PIF1 that would explain the dominance of 
this factor in suppressing cotyledon separation, the identi-
fied direct-target genes provide the opportunity for future 
genetic studies aimed at defining these pathways.

The present findings thus provide a framework for 
defining the molecular mechanisms by which closely related 
TFs, like the PIF quartet, exert both shared and strongly dif-
ferential direct transcriptional control of target genes, and 
how this relates to the overlapping and distinct functions 
of the individual factors in regulating downstream mor-
phogenic responses. More broadly, the multiple layers of 
complexity unveiled here are perhaps not surprising for a 
signaling hub that functions at the convergence of multi-
ple, major, plant regulatory pathways, to distribute incom-
ing signaling information to the appropriate downstream 
sectors of the transcriptional network. The challenge is to 
define whether and, if so, the molecular basis by which the 
PIFs discriminate between incoming signals of different 
origin, and how this is translated into the appropriate pat-
tern of transcriptional output.

METHoDS

Plant Materials and Growth Conditions

The Colombia-0 ecotype of Arabidopsis thaliana was used 
for all experiments. The transgenic line PIL5OX (P1M) (Oh 
et  al., 2006), 35S:6xHis-PIF3-5xMYC (P3M) (Al-Sady et  al., 
2006), pif1-1 (Huq et al., 2004), pif3 (Monte et al., 2004), 
pif5-3 (Khanna et  al., 2007), pif1pif4pif5 (pif145) (Leivar 
et  al., 2012), pif4-2, pif1pif3pif4 (pif134), pif1pif3pif5 
(pif135), pif3pif4pif5 (pif345), and pif1pif3pif4pif5 (pifq) 
(Leivar et al., 2008) were described earlier.

Generation of 35S:PIF4-MYC (P4M) 

Transgenic Plants

The full-length coding sequence (cds) of PIF4 was ampli-
fied by PCR using the PIF4-CF1/CR1 primer set—PIF4-CF1: 

tcagtcgacATGGAACACCAAGGTTGGAGTTTTG, PIF4-CR1: 
tcagcggccgcgaGTGGTCCAAACGAGAACCGTCG—and then 
the SalI/NotI fragment was cloned into the pENTR4 vec-
tor (Invitrogen) to produce the pENTR4–PIF4 entry clone. 
The PIF4 cds was subcloned into the gateway-compati-
ble pGWB17 binary vector (Nakagawa et al., 2007) using 
Gateway LR Clonase II Enzyme Mix (Invitrogen) to produce 
the pGWB17–PIF4 (35S:PIF4–Myc) construct. This construct 
was transformed into Arabidopsis pif4-2-mutant (Leivar 
et al., 2008) plants as described (Zhang et al., 2006), and the 
individual transgenic lines were selected on MS medium 
containing 25 mg L–1 of Hygromycin B (Invitrogen).

ChIP-Seq Library Construction and Data 

Processing

ChIP assays were performed using dark-grown WT, PIF1-
myc-, and PIF4-myc-expressing seedlings (0.2 g seed weight 
each) as described earlier (Gendrel et  al., 2005; Zhang 
et al., 2013). We used 2-day-old seedlings for the PIF4- and 
corresponding WT–ChIP analyses, and 3-day-old seed-
lings for the PIF1- and corresponding WT–ChIP analyses. 
Enrichment of specific DNA fragments was validated by 
RT–qPCR, using conditions and primers as specified earlier 
(Zhang et  al., 2013). Two biological replicates were pre-
pared for each PIF-ChIP and each WT control ChIP sam-
ple. Three independent libraries were generated for each 
replicate using pooled DNA from four ChIP preparations. 
For this purpose, the NEXTflex ChIP-seq kit and 6 NEXTflex 
ChIP-Seq Barcodes (Bioo Scientific) were used, according 
to the manufacturer’s instructions. Adapter-ligated DNA 
fragments of 200–300 bp were gel-purified, validated by 
Bioanalyzer 2000 (Agilent), and quantified by the KAPA 
Library Quantification Kit (KAPABiosystems). Six indepen-
dently bar-coded libraries were pooled in a single lane 
and sequenced by 50-cycle single-end sequencing on the 
Illumina HiSeq platform.

All reads were mapped to chromosomes 1–5 of the 
TAIR10 genome using Bowtie (Langmead et  al., 2009) 
with the following flags –v 2  —best —strata –m 1  –5 
3.  Identification of binding sites was performed inde-
pendently for each biological replicate using MACS 
(Zhang et al., 2008) with default settings and the follow-
ing options: –f BOWTIE –g 1.5e8  —off–auto —nomodel 
—shiftsize=60  –w –S. Binding summits were considered 
reproducible between biological replicates when located 
within 100 bp of each other. For each reproducible bind-
ing region, a new mean summit position was calculated at 
the average position of the individual summits and subse-
quently extended equally on both sides to define a 200-bp 
binding site.

De novo motif analysis within binding sites was per-
formed using DREME (Bailey et al., 2011). The web-based 
analysis tool Galaxy (Blankenberg et  al., 2001; Giardine 
et  al., 2005; Goecks et  al., 2010) was used for all opera-
tions on genomic intervals and the annotation of genes 



1614 Transcriptionally Centered Signaling Hub Molecular Plant

associated with binding sites. PIF5 ChIP-seq analysis was 
based on raw sequences only that were published earlier 
(Hornitschek et al., 2012) and done as described for PIF1 
and PIF4, except that no biological replicates were avail-
able for this experiment.

RNA-Seq Library Construction and Data 

Processing

Total RNA from 2-day-old dark-grown seedlings was 
extracted as described in Zhang et al. (2013). Sequencing 
libraries were also prepared as described by these 
authors except that RNA-Seq Barcode Primers (Epicentre 
Biotechnologies) were introduced during PCR ampli-
fication of the first-strand cDNA. Libraries were quan-
titated using the KAPA Library Quantification Kit 
(KAPABiosystems).

Libraries from triplicate biological samples were 
assayed by 50-cycle single-end sequencing on the Illumina 
HiSeq platform. Reads were aligned to the TAIR9 repre-
sentative transcriptome using Bowtie (Langmead et  al., 
2009) with zero mismatches allowed. Only reads mapping 
uniquely to the 3’-end 500-bp region of the coding strand 
were counted for gene expression. Differentially expressed 
genes were identified using the edgeR package (Robinson 
et al., 2010), and SSTF genes were defined as those that 
differ by at least two-fold with an adjusted P-value ≤ 0.05 
as described (Leivar et al., 2009).

Electrophoretic Mobility Shift Assays (EMSAs)

EMSAs were performed as described earlier (Martínez-
García et  al., 2000). PIF1 was produced with a TnT rab-
bit reticulocyte lysate system (Promega) using the PIF1 
cDNA cloned in the pT7CFE1 vector (Thermo Scientific) 
as a template. GFP was produced the same way using 
pCFE–GFP (Thermo Scientific) as template. To generate 
double-stranded probes, the complementary oligonucleo-
tides (IDT) listed in Supplemental Table 7 were diluted in 
annealing buffer (10 mM Tris–HCl (pH 7.5), 50 mM NaCl, 
1 mM EDTA) to a final concentration of 40 μM each, heated 
to 95°C for 5 min, and cooled down slowly (0.1°C s–1) to 
12°C. Probes were further labeled with [32P]-γ-ATP, using 
T4 polynucleotide kinase (NEB), and purified by gel filtra-
tion through Sephadex G-25. Labeled probes were used at 
a final concentration of 2500 cpm μl–1 and all competitor 
probes at 0.25 μM.

Accession Numbers

ChIP-seq and RNA-seq data reported in this study have 
been deposited in the Gene Expression Omnibus data-
base under the accession number GSE43286. The previ-
ous data from Zhang et al. (2013) are under the number 
GSE39217.

SuPPLEMENTARY DATA
Supplementary Data are available at Molecular Plant 
Online.
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