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Abstract
Adult spinal deformity (ASD) is a complex and heterogeneous disease that can severely impact patients’ lives. While it is 
clear that surgical correction can achieve significant improvement of spinopelvic parameters and quality of life measures in 
adults with spinal deformity, there remains a high risk of complication associated with surgical approaches to adult deformity. 
Over the past decade, utilization of surgical correction for ASD has increased dramatically as deformity correction techniques 
have become more refined and widely adopted. Along with this increase in surgical utilization, there has been a massive 
undertaking by spine surgeons to develop more robust models to predict postoperative outcomes in an effort to mitigate 
the relatively high complication rates. A large part of this revolution within spine surgery has been the gradual adoption of 
predictive analytics harnessing artificial intelligence through the use of machine learning algorithms. The development of 
predictive models to accurately prognosticate patient outcomes following ASD surgery represents a dramatic improvement 
over prior statistical models which are better suited for finding associations between variables than for their predictive util-
ity. Machine learning models, which offer the ability to make more accurate and reproducible predictions, provide surgeons 
with a wide array of practical applications from augmenting clinical decision making to more wide-spread public health 
implications. The inclusion of these advanced computational techniques in spine practices will be paramount for improv-
ing the care of patients, by empowering both patients and surgeons to more specifically tailor clinical decisions to address 
individual health profiles and needs.

Keywords Spinal deformity · Artificial intelligence · Machine learning · Technology · Predictive model

Introduction

Over the past couple decades, our knowledge of adult spi-
nal deformity (ASD) as a complex disease has increased 
immensely. It is now well established that ASD is a het-
erogeneous entity that can cause significant pain and dis-
ability in patients, with worse deformity exacerbating these 
symptoms [1–4]. As our understanding of ASD as a complex 
disease has grown, so has the body of literature describ-
ing surgical management of this condition—resulting in 
a surge in popularity and wide-spread utilization of these 
surgical techniques. Studies have shown with a high degree 
of reproducibility that surgical intervention can achieve 
significant correction of spinopelvic parameters and dra-
matically improve various health-related quality of life 
(HRQOL) measures in patients, especially those who are 
severely disabled [5–18]. Despite the potential benefits of 
surgical management, these techniques are invasive, often 
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requiring significant bony resection through osteotomies as 
well as soft tissue release to obtain the desired results [4, 
19]. While powerful in their ability to correct pathological 
spinal alignment, surgical approaches to deformity correc-
tion are also associated with relatively high risk for both 
perioperative and long-term complications, and present a 
significant impact on healthcare systems through direct cost 
[13, 15, 16, 18, 20–23].

Due to the extensive variability of ASD presentation 
and the many factors pertinent to patients’ outcomes, ASD 
offers a unique opportunity for the application of advanced 
analytics in spine surgery. Throughout the history of opera-
tive and nonoperative management for ASD, spine surgeons 
have relied on their clinical judgment and large, retrospec-
tive studies to better inform decision making and to counsel 
patients regarding their treatment plan. Often times, the per-
sonal experience of surgeons provided the information, and 
this was heavily dependent on the surgical volume and expo-
sure to ASD cases at various spine centers. While relatively 
rare in the spine literature, early predictive models helped us 
decipher some of the subtleties of spine surgery outcomes, 
with even fewer focusing on surgical correction of ASD and 
its associated risks and outcomes [24–29]. However, these 
efforts relied primarily on the application of statistical mod-
els such as linear/logistic regressions to identify pertinent 
information. While useful to identify ‘predictors’ of specific 
outcomes, the outputs of odds ratios and relative risk gener-
ated by regression models are difficult to interpret for both 
patients and physicians. The utility of regression models lies 
in their ability to identify the relationships and associations 
between variables, and thus make inferences about a gener-
alized population. While statistical models can also be used 
for predictive purposes, this is not their strength, and the 
generalizations made at the population level have minimal 
applicability for the intricacies of patient-specific interac-
tions. The primary purpose of machine learning models on 
the other hand, is to make accurate and repeatable predic-
tions for new data based on patterns learned from old data.

As we transition into an era of medicine largely influ-
enced by the digitization of data through the incorporation 
of electronic medical records, we have gained access to an 
astounding amount of patient information that can be used 
to create more robust and complex analytics. In conjunction 
with this explosive growth in available medical data, our 
ability to process this information through refined computa-
tional algorithms has progressed as well. Over the past few 
years alone, we have seen various disciplines within medi-
cine gradually adopt artificial intelligence (AI) techniques 
primarily through the use of machine learning methods to 
process and analyze unprecedented amounts of data. Within 
neurosurgery specifically, several groups have taken sig-
nificant strides towards implementing artificial intelligence 
into clinical practice. Titano et al. showed at a prominent 

academic center in New York that a machine learning frame-
work utilizing a 3D convolutional neural network (CNN) 
could successfully triage radiology studies to help monitor 
for acute neurologic events [30]. The algorithm augmented 
human performance by prioritizing the radiology workflow 
and dramatically reduced processing and interpretation 
times for alerting physicians. Similarly, a group at Michigan 
devised a tool to facilitate intraoperative tissue diagnosis for 
tumor surgery using stimulated Raman histology (SRH) and 
CNNs [31]. Their integrated system allows for prediction of 
diagnosis in near real-time at the bedside, as well as identi-
fication of tumor-infiltrated regions for examining margins 
during surgery. The elegance of machine learning models is 
illustrated by their ability to implement complex mathemati-
cal models to identify patterns and relationships between 
perceived heterogeneous and unrelated data, and then to use 
these patterns to make highly accurate predictions for newly 
available data. More recently, spine surgeons have pioneered 
the incorporation of these analytics for myriad applications 
ranging from predicting outcomes to cost analysis, and in 
this review, we will discuss several of these advances in 
addition to highlighting the immense potential of machine 
learning for future studies.

Trends in ASD surgery in the last decade

Given the prevalence of surgical utilization for ASD in the 
global spine community, it is imperative to first understand 
the true impact of this disease. As the number of ASD sur-
gical cases continues to increase exponentially with respect 
to total volume as well as rate per 100,000 adults, there 
is concern among both physicians and healthcare payers 
regarding the reported rates of complications and the bur-
geoning cost of treatment [32]. To better understand this 
information, the European Spine Study Group (ESSG) and 
International Spine Study Group (ISSG) conducted a review 
of prospectively collected data spanning over 2000 patients 
operated on from 2010 to 2016 to better characterize global 
trends in ASD surgery. Through an international collabora-
tion of five countries (and two continents) encompassing 
numerous spine centers and over 50 surgeons, data encom-
passing demographic, surgical, radiological and HRQOL 
metrics such as the Oswestry Disability Index (ODI), and 
Short Form-36 (SF-36) and Scoliosis Research Society-22 
(SRS-22) health surveys was obtained. All patients included 
in the combined prospective database had greater than two 
years of follow-up data, with metrics collected at 3, 6, 12, 
and 24 months postoperatively. This combined ISSG-ESSG 
database represents the best available information regarding 
surgical outcomes for ASD.

Of the 2286 patients included in the combined dataset, a 
total of 1151 patients operated on at 17 different sites met 
inclusion criteria. While baseline characteristics of patients 
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including age, HRQOL scores, sagittal imbalance and ASA 
grade did not change from 2010 to 2016, there was a sig-
nificant increase in overall patient recruitment (OR: 1.64, 
p < 0.01). In addition to the large increase in new patients 
undergoing ASD surgery, there was a sustained reduction 
in both major and minor complications observed at 90 days 
(major OR: 0.54, minor OR: 0.48; p < 0.01 for both), one 
year (major OR: 0.59, minor OR: 0.59; p < 0. 01) and 
two years of follow-up (major OR: 0.55, minor OR: 0.66, 
p < 0.01). Along with the reduction in complication rates 
observed over the past decade, the combined dataset also 
demonstrated a significant decrease in two-year reinterven-
tion rate (OR: 0.51, p < 0.01) as well as surgical invasiveness 
as defined by number of fused segments (OR: 0.81, p < 0.01), 
patients undergoing pelvic fixation (OR: 0.66, p < 0.01), and 
patients undergoing three-column osteotomies (3CO) (OR: 
063, p < 0.01). It is important to consider that these trends 
pertain specifically to high-volume spine deformity centers, 
and that decreasing invasiveness along with less pelvic fixa-
tion and osteotomies is a concurrent observation, rather than 
a causative relationship due to increased ASD literature and 
surgeon experience. Notably, this decrease in patient mor-
bidity was also accompanied by an improvement in patient 
HRQOL scores (ODI: 26% in 2010 vs. 40% in 2016, p = 0.02 
and SRS-22 OR: 1.16, p = 0.13) in addition to degree of 
sagittal correction as measured by pelvic incidence-lumbar 
lordosis (PI-LL) mismatch (OR: 1.11, p = 0.19) [33]. In sum-
mary, it is clear that as surgeons have refined techniques for 
surgical correction of ASD over the last decade, there has 
been a marked decrease in complications and reoperations, 
while quality of life gain in patients has improved (Fig. 1). 
The ISSG and ESSG databases also underscore the signifi-
cance of mutually compatible, large, prospective datasets 
containing high-quality data, which is of paramount impor-
tance when considering the implementation of advanced 
analytics.

Understanding the methodology 
behind predictive modeling

To effectively utilize machine learning for predictive mod-
eling, it is critical to understand the concepts and methods 
behind their implementation. At is core, AI represents the 
creation of a system that mirrors our innate ability to process 
information and dynamically learn as we are exposed to new 
situations. As it attempts to recapitulate our natural intelli-
gence, AI makes use of numerous computational techniques, 
most commonly machine learning, which is considered a 
subset of AI. One of the core principles of machine learning 
is the idea of “training” algorithms on data that is avail-
able, and allowing the algorithm to determine mathemati-
cal relationships between variables inherent in the data. By 

removing the process of manually coding or interrogating 
relationships between selected variables, machine learning 
eliminates user bias regarding which variables are relevant 
or not for the desired analysis—often relationships that are 
not intuitively apparent can be identified by these methods. 
Traditional statistics including linear/logistic regression is 
hypothesis driven, and as such relies on many assumptions 
that are often not generalizable. Hypothesis-generated stud-
ies inherently require selection of predictor variables, which 
limits factor inclusion and can lead to omitted variable bias 
due to possible confounders being missed. Conversely, 
machine learning allows for the wide-spread inclusion of 
input variables and relies on robust algorithms to deter-
mine correlative relationships within the data. The power 
of machine learning techniques becomes readily evident in 
the context of ASD surgery, where patients often embody 
highly variable symptoms and medical profiles. Once algo-
rithms are trained on available data, they are then “tested” on 
separate test sets, to evaluate the accuracy and performance 
of the constructed model. The test set gives the user an idea 
of how well the model will perform when deployed prospec-
tively on novel data. Generally, data acquired for predictive 
model generation is split 80:20 or 70:30 into training and 
testing sets, respectively. Model training itself then tends 
to follow an iterative process, in which various models are 
tested for efficacy using a technique called cross-validation. 
In cross-validation, the training data is repeatedly partitioned 
in a random manner, such that in each iteration a portion 
of the actual training data is cordoned off as a “validation 
set”, to serve a similar purpose to the test set and allow for 
parameter tuning and model optimization. A summary of 
this process is depicted in Fig. 2. Once model performance 
is deemed sufficient on the test set, it can then be prospec-
tively applied to new data to make specific predictions and 
determinations.

Statistical models vs. machine learning: strengths, 
limitations, and common misconceptions

While it is important to recognize that statistical models 
still serve a vital role in outcomes research, there are sev-
eral distinguishing factors regarding their applications when 
compared to machine learning predictive models. First and 
foremost, statistical models exist to characterize the rela-
tionship between data and an outcome variable, allowing 
us to infer the relationships between variables and test dif-
ferent hypotheses. Machine learning on the other hand is a 
computationally intensive technique that derives its utility 
from being able to process extraordinarily large amounts of 
data spanning diverse and heterogenous variables to make 
highly accurate and repeatable predictions. What statisti-
cal models lack in predictive ability however, they make up 
for in ease of interpretability. Predictive models created by 
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machine learning algorithms offer far more powerful predic-
tive capabilities, but as a result are often more difficult to 
interpret given their complexity.

Despite their seemingly limitless potential, there are 
several components integral to the proper development of 
predictive models. One of the most essential requirements 
is having access to robust data. Having a large amount of 
data is in itself not sufficient for applying machine learn-
ing methods. It is essential that the data be high-quality as 
well, such that a smaller matrix of reliable and high-quality 

data will be more useful than a larger matrix of outdated or 
inaccurate data. The quality of the data can be reflected in 
its consistency (ensuring data is all labeled appropriately 
and consistently for given attributes), accuracy (numbers 
accurately reflect the given attribute without typos or mis-
taken entries), completeness (minimal missing values for 
attributes), and the absence of duplicate or corrupted data 
entries. Sparsely populated data or overly complex mod-
els can also result in a phenomenon termed “overfitting”, 
where a machine learning model specifically caters too 

Fig. 1  Trends from 2010 to 2016 in ASD surgery. From top to bot-
tom: 2-year complication rates, measures of surgical invasiveness 
(including # of levels fused, % with pelvic fixation, and % undergoing 

3CO), baseline characteristics of ASD surgical candidates, and surgi-
cal outcomes (measured by ODI and SRS-22 score improvements)
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closely to the data it was trained on, and as a result loses 
accuracy when being applied to novel data. These issues can 
be mitigated by acquiring larger or higher quality datasets, 
as well as with diligent optimization of model parameters 
and adherence to principles such as cross-validation and 
strict training/testing as described earlier. Other techniques 
to avoid overfitting include using ensemble methods, which 
are machine learning methods that combine predictions from 
several different models to optimize the overall predictive 
ability, and bootstrapping. Bootstrapping is a statistical tech-
nique that involves sampling with replacement from a data-
set, to estimate parameters about the entire dataset/popula-
tion. Bootstrapping can be performed over several iterations, 
and the benefit of sampling with replacement is that some 
data entries may be considered zero, once, or more times, 
and thus expected variance is lowered as each bootstrap-
ping iteration will be independent from its peers. Ensemble 
methods include ‘bagging’ (also known as bootstrap aggre-
gating), which involves training multiple, complex models 
in parallel using bootstrapped samples and then averaging 
the responses of each of the models, and ‘boosting’ which 
trains simpler models in sequence using the entire training 
set, such that each subsequent model builds upon and learns 
from the failures of its predecessor (i.e. misclassified values 

or incorrect predictions). In contrast, statistical models still 
allow the user to make generalizable inferences using rela-
tively small amounts of data. While observational studies 
can suggest average outcomes from specific interventions 
across entire populations, it is impossible to conduct accu-
rate comparisons between observed outcomes in a specific 
patient, and hypothetical outcomes that may have risen 
from alternative management strategies with simple statis-
tical models. For ASD surgery in particular, this is where 
predictive models derived by machine learning can have a 
significant impact—given the large spectrum encompassed 
by ASD patients, the incorporation of machine learning 
algorithms into predictive analytics can offer unprecedented 
prognostic information to augment the decision making of 
surgeons and bolster their ability to counsel patients. This 
granularity can help tailor treatment regimens to a patients’ 
specific needs, helping deliver a more personalized form of 
healthcare. In this current era of widely accessible compu-
tational programs, it will be imperative that physicians and 
researchers keep in mind these fundamental principles when 
reviewing studies in the literature, and meticulously follow 
the appropriate steps of model generation to avoid sharing 
misleading results.

Fig. 2  Flow chart demonstrating the general process of training, vali-
dating, and testing utilized during the development of machine learn-
ing models. This diagram shows how training/test datasets are gen-
erated from the original data (usually 80/20 split). The training data 
is then split again (generally 80/20) into a training set and validation 
set, most often using a technique called cross-validation. The training 
data is randomly split 80/20k-number of times, such that the model 

learns from the training set, and then parameter tuning is done with 
the validation set k-number of times; ultimately the learned models 
are averaged to select the optimal one. The resulting model is then 
tested on a distinct test set for final performance evaluation, usu-
ally given by % accuracy and AUC values. The model can then be 
deployed to make predictions on new data
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Frailty as a predictor of surgical outcomes

To help quantify and stratify the significant heterogeneity 
in the clinical presentation of ASD patients before pre-
dictive analytics, metrics such as the ASD frailty index 
(ASD-FI) were developed [34]. The concept of frailty 
as a medical diagnosis is relatively novel, and originally 
came about as a result of trying to explain differences 
in chronological age and physiological age [35]. Frailty 
represents a decrease in an individual’s physiological 
function, and was devised to help predict mortality and 
independence in the nonoperatively treated elderly popu-
lation [36, 37]. It was later shown to be a better predictor 
of perioperative outcomes than age alone, as the multi-
system impairments present in patients with high degree 
of frailty result in diminished physiological response to 
surgery-related stressors [38–41]. By adapting the idea of 
patient frailty as a predictor of surgical outcomes to spine 
surgery, the ASD-FI provided deformity surgeons with a 
tool to comprehensively profile ASD surgical candidates 
as part of their preoperative evaluation. The ASD-FI was 
validated in multiple prospectively collected ASD datasets 
and proved to be an effective method of preoperative risk 
stratification, showing that greater patient frailty was asso-
ciated with worse outcomes including greater risk of major 
complications, proximal junctional kyphosis, pseudarthro-
sis, deep wound infection, wound dehiscence, reoperation 
and prolonged hospital stay [34, 42, 43].

Following the successful inclusion of the ASD-FI for 
evaluating thoracolumbar deformity patients, similar 
methods were subsequently applied for cervical deformity. 
As a result, the cervical deformity (CD) frailty index (CD-
FI) was developed and subsequently modified for ease of 
implementation as the modified CD-FI (mCD-FI) [44, 45]. 
Similar to its thoracolumbar predecessor, the CD-FI and 
mCD-FI were shown to correlate with increased length 
of stay (LOS), neck pain, decreased HRQOL and greater 
postoperative complication risk; thus, providing surgeons 
with a robust clinical tool for preoperative risk stratifica-
tion in CD surgical candidates.

The adoption of metrics such as the frailty indices used 
for both ASD and CD represent a significant paradigm 
in the generation of predictive models. The utilization of 
frailty indices demonstrate how more traditional statistical 
methods can still be used to elucidate drivers of postop-
erative outcomes, and why hypothesis-driven studies still 
serve a critically important function in clinical studies. 
However, despite the important correlative analysis exhib-
ited by the use of novel frailty indices, the final outcome of 
an odds ratio has limited applicability to individual patient 
cases, instead representing a general correlation across 
a broad population. The impetus behind these research 

efforts is to ultimately create better systems for prognosti-
cating patient outcomes. By identifying an important cor-
relative factor and its constituent features, the frailty index 
studies highlighted several important variables which can 
then be included in machine learning predictive models 
to better prognosticate patient outcomes. To do so will 
require synergy between the development of novel metrics 
such as the frailty indices to better characterize patient 
profiles, and rigorously constructed predictive models, that 
can utilize this information. This combination of statistical 
methods and machine learning algorithms will serve to 
enhance patient counseling during clinic visits and bolster 
the armamentarium of spine surgeons.

Overview of predictive models for ASD 
surgery

Early predictive models

To date, spine surgeons have already begun to make sig-
nificant strides in the creation of more complex predictive 
models through the implementation of machine learning 
techniques. The most common methods currently being 
employed focus on the use of decision tree-based learning 
models. In general, these algorithms utilize the creation of 
classification or regression trees to predict a desired variable 
such as complication risk or a specific outcome. In generat-
ing these predictive models, a variety of variables are incor-
porated as input features for model training. These variables 
can include patient demographic information, comorbidities, 
comprehensive indices such as the Charlson Comoborbid-
ity index (CCI) and FI, radiographic parameters, surgical 
characteristics, HRQOL scores and intraoperative informa-
tion. Different techniques such as bootstrapping or ensemble 
methods have also been judiciously used to combine sev-
eral different (and possibly weaker) algorithms into a sin-
gle, stronger classifier, to minimize overfitting while offering 
improved predictive value. These predictive analytics have 
been widely applied across the spectrum of ASD surgery, 
including prediction of intraoperative [46], perioperative 
[47, 48] and postoperative complications and outcomes 
[49–56].

While most applications of predictive models focus on 
determination of postoperative outcomes, Durand et al. 
developed a predictive model for intra- and postoperative 
blood transfusion requirements with a cohort of 1,029 ASD 
patients. Using an 80:20 split for training and test sets, their 
final decision tree and random forest models predicted trans-
fusion rates among ASD patients with area under the curve 
(AUCs) of 0.79 and 0.85, respectively [46]. The random 
forest model offered very good predictive capability as 
measured by its AUC (better than the single classification 
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decision tree), with the most influential variables for predict-
ing transfusion being operative duration, surgical invasive-
ness, hematocrit, weight and age. Separate models were also 
created by Safaee et al. and Scheer et al. to predict LOS [47], 
and major early complications in ASD [48], respectively. 
When assessing patient LOS, a generalized linear model was 
trained on bootstrapped data consisting of 653 patients and 
tested on an independent test set of 240 patients to yield 
a predictive accuracy of 75.4% within two days of actual 
reported values [47]. Top predictors of LOS identified by 
Safaee et al. included staged surgery, C7 sagittal vertical axis 
(SVA), number of posterior levels fused, and CCI. The util-
ity of being able to predict a patient’s LOS lies in its poten-
tial to identify high-risk patients and aid in point-of-care 
decision making postoperatively. The model developed by 
Scheer et al. to predict major complications at the intraoper-
ative stage and within 6 weeks postoperatively implemented 
an ensemble of decision trees using bootstrapped models to 
produce a model with an AUC of 0.89 [48]. A total of 20 
variables were highlighted as important predictors of intra-
operative and perioperative complications, with the top pre-
dictors including age, leg pain, ODI, number of decompres-
sion levels and number of interbody fusion levels, followed 
by several HRQOL metrics and radiographic parameters. 
While decision trees generally have weaker predictive ability 
than more complex algorithms like random forest models, 
their simplicity makes them easier to interpret and under-
stand, and using bootstrapping and ensemble learning can 
reduce the risk of overfitting the training models.

Building on the success of the earlier described appli-
cations, predictive analytics have also been deployed for 
assessment of a variety of postoperative outcomes includ-
ing proximal junctional failure (PJF) and proximal junc-
tional kyphosis (PJK) [49, 50], pseudarthrosis [51], and 
major complications at 2-years [52]. Scheer et al. were one 
of the first groups to report the use of predictive analytics 
for detecting PJF or clinically significant PJK in their study 
utilizing decision trees and bootstrapped models in a cohort 
of 510 ASD patients. Their final model demonstrated an 
overall accuracy of 86% with AUC of 0.89, highlighting 
the feasibility of trying to predict PJF and PJK rates fol-
lowing corrective ASD surgery [49]. This study was sub-
sequently followed-up by Yagi et al. who supplemented the 
model described by Scheer et al. by including bone mineral 
density score as one of the input variables—this addition 
produced a predictive model with 100% accuracy in the test 
set, albeit using a much smaller cohort of 145 patients [50]. 
To broaden the scope of these models, these two groups 
continued to delve further by developing tools for prog-
nosticating pseudarthrosis and major complication rates at 
2-year follow-up. Scheer et al. implemented similar ensem-
ble decision tree methods combined with bootstrapped mod-
els, incorporating 21 variables from a total of 82 initially 

assessed, to generate a model with 91% accuracy and AUC 
of 0.94 to predict pseudarthrosis at 2-years [51]. Interest-
ingly, the top predictors for PJF and PJK were markedly dif-
ferent from those of pseudarthrosis. Major predictors of PJF 
and clinically relevant PJK included age, lower instrumented 
vertebrae (LIV) and preoperative SVA, while the top three 
predictors for pseudarthrosis were the LIV, use of bone mor-
phogenic protein (BMP) and the max coronal cobb angle. 
The beauty of machine learning is that these relationships 
between predictor variables and outcomes are intrinsically 
learned from the data, often revealing novel insights. Yagi 
et al. further generalized the 2-year pseudarthrosis predic-
tive model to encompass any major complication at 2-years, 
and were able to achieve a test accuracy of 92% with AUC 
0.96 in a cohort of 195 patients [52]. A few of these studies 
reporting very high accuracy and AUC metrics were con-
ducted with small cohorts, and as such need to be carefully 
reviewed in this context as this can be a cause of overfitting 
due to the limited sample size of training data. Lastly, going 
beyond just complication risk, in a novel application, Passias 
et al. devised a predictive model to assess cervical malalign-
ment following thoracolumbar ASD surgery. Their model 
predicted cervical malalignment with AUC of 0.89, and 
demonstrated that patients with increased C2-T3 cobb angle 
at baseline and higher numbers of Smith-Peterson osteoto-
mies (SPOs) performed had significantly higher rates of poor 
cervical alignment following surgery [53]. While some of 
these studies make use of relatively smaller datasets as men-
tioned earlier, this only serves to highlight the importance 
of ensuring the input data is high-quality, and reiterates the 
need for multi-institutional and multi-national collaborative 
efforts to generate larger, prospectively collected databases 
for ASD patients.

The final domain of ASD surgery that has seen signifi-
cant advancement in its use of predictive analytics has been 
regarding HRQOL outcomes for ASD patients following 
surgical correction [54–56]. This is a vital component of 
the use of predictive analytics, as patients commonly seek 
to better understand how surgical interventions will tangibly 
affect their quality of life. Oh et al. were among the first 
groups to consider this aspect of postoperative outcomes, 
and through the use of an ensemble of bootstrapped deci-
sion trees developed a predictive model with an accuracy 
of 85.5% and AUC of 0.96 to determine rates of achiev-
ing minimum clinically important difference (MCID) in 
their 2-year ODI scores [54]. Patients who were predicted 
to meet the ODI MCID also had significantly higher qual-
ity adjusted life years (QALY) gained at 2-year follow-up. 
Of note, radiographic parameters were not shown to be 
highly predictive in this model, with top predictors includ-
ing patient comorbidities (preoperative depression, arthritis, 
and osteoporosis) as well as number of levels fused. Scheer 
et al. followed-up this study by considering only patients 
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with preoperative ODI > 30, and built a similar predictive 
model with 86% accuracy and AUC of 0.94 incorporating 
198 patients in their study. An interesting result of these 
two comparative studies was that when the preoperative 
baseline ODI score was changed from 15 to 30, the final 
model identified different variables as the most significant 
predictors of MCID at 2-years, showcasing the utility of 
supervised machine learning methods. Major predictors of 
positive outcomes in patients with a preoperative ODI > 30 
included gender, lower preoperative SRS-22 scores, back 
pain rating and radiographic parameters such as SVA and 
pelvic incidence to lumbar lordosis (PI-LL) mismatch. Giv-
ing surgeons the ability to better predict QOL impacts for 
patients based on their specific presentations and medical 
histories will lead to better-informed patient selection and 
surgical planning, in turn maximizing both patient benefits 
and resource utilization.

Advanced uses of machine learning for ASD

While each of the studies described above represents sig-
nificant forays into the wide-spread adoption of predictive 
analytics for ASD surgery, there are still improvements to 
be made in both methodology and applicability. Many of 
the early predictive models use relatively simple machine 
learning methods like decision trees, which can have a 
high propensity for overfitting their models. In addition, a 
large portion of these studies are limited by their sample 
size, which is a larger problem that exists within spine sur-
gery. The careful maintenance and construction of robust 
databases is resource intensive and mandates collabora-
tion across diverse institutions and spine centers to achieve 
greater sample sizes. In medicine, we are often presented 
with class imbalance problems when trying to develop pre-
dictive models using machine learning. Class imbalance is a 
phenomenon common in medical datasets, where one class 
or outcome can represent the majority of data, while a dif-
ferent class or outcome represents a significant minority. 
As a result of this disparity, predictive models trained on 
imbalanced data can be heavily biased towards the majority 
outcome, providing high AUC, accuracy and sensitivity, but 
unemployable sensitivity when predicting outcomes/events 
with low incidence. Techniques such as cost-sensitive learn-
ing, employment of alternative (more complex) algorithms, 
and under/oversampling the majority and minority classes 
respectively, can help mitigate possible imbalance. Taking 
these shortcomings into consideration, we will next explore 
a few landmark studies that utilized additional, higher qual-
ity methodologies and datasets to create even more robust 
predictive analytics.

Significant efforts have been undertaken by the ISSG 
and ESSG in publishing pioneering studies in the field of 
predictive analytics for ASD surgery. Through an immense 

collaborative venture spanning multiple countries, spine 
centers, and numerous surgeons, the ISSG and ESSG have 
curated a high-quality (as described earlier) and compre-
hensive database of ASD patients through which they have 
developed groundbreaking complex analytics. To substan-
tiate the earlier pilot studies demonstrating the feasibility 
of using predictive models for HRQOL metrics, Ames 
et al. published what is currently the most expansive study 
on predicting patient reported outcomes (PROs) [56]. In 
their model 570 ASD prospectively collected ASD patients 
were surveyed to assess the probability of achieving MCID 
in the three major domains of HRQOL metrics for spine 
surgery: ODI, SRS-22, and SF-36 scores at one- and two-
year follow-up. This comprehensive study encompassed 
75 variables as input features for model development, and 
assessed the performance of eight different machine learn-
ing algorithms to determine optimal prediction of MCID 
in the three HRQOL scores. Each algorithm was trained at 
four distinct time horizons: preoperative baseline, during 
the immediate postoperative period, at one-year follow-up, 
and at two-year follow-up. Model performance was assessed 
using mean absolute error (MAE) as opposed to accuracy 
and AUC used in earlier predictive models, and final model 
selection was based on minimization of MAE as well as 
goodness of fit using  R2. MAE values across the selected 
models ranged from 8 to 15%, indicating successful model 
fitting and highly accurate predictive capabilities [56]. A 
significant finding from this study was that baseline PROs 
were the most important variables for predicting final PRO 
values, while age was the most important objective, patient-
level variable, followed by patient comorbidities. This study 
was then developed further, in an attempt to use machine 
learning models to predict patient responses to each indi-
vidual question in the SRS-22 survey. Through the use of six 
different machine learning algorithms and 150 total patient 
variables as input features, Ames et al. were able to success-
fully build a model predicting individual patient answers to 
each of the SRS-22 questions, with AUC ranging from 0.57 
to 0.87 [57]. The significance of this study lies in the level of 
granularity the authors were able to achieve with their pre-
dictive model. The models most accurately predicted patient 
responses to SRS-22 questions pertaining to the domains 
of pain, disability and social and labor function, and were 
less sensitive to predicting responses to questions regarding 
general satisfaction, appearance, and depression/anxiety. In 
being able to predict MCID at one- and two-year follow-up, 
as well as individual patient responses to the SRS-22 survey 
questions, the authors are pushing ASD management into 
the era of individualized and personalized medicine that 
has revolutionized other fields of medicine such as cancer 
therapy. By leveraging advanced computational techniques, 
ASD surgeons are now able to substantiate their clinical 
recommendations with novel and robust data that can tailor 
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decision making and treatment regimens to a patient’s spe-
cific needs and care goals.

Building upon the earlier predictive analytics for post-
operative outcomes and complication risk following ASD 
surgery, the ISSG and ESSG similarly developed rigorous 
and more technically complex predictive models using their 
expansive ASD datasets to enhance predictive capabilities 
[58]. The relatively high complication rates associated with 
ASD surgery remain a palpable concern for patients when 
considering surgical management of their condition. As 
such, it is crucial that surgeons continue refining predictive 
models in an effort to provide patients with the most accu-
rate estimates and predictions regarding their outcomes after 
surgical intervention. These recommendations are currently 
made based on surgeons’ personal experience and decades of 
clinical judgment; however, the implementation of predictive 
models can help elucidate additional information for patients 
and capture the subtleties and complexities of ASD. Thus, 
to model major complications (MC), hospital readmission 
(RA) and unplanned reoperation (RO) rates in patients seek-
ing surgical treatment for ASD, Pellise et al. utilized random 
forest models encompassing 105 clinical and radiographic 
variables in an impressive cohort of 1612 prospectively col-
lected ASD patients for model generation. This study was 
unique in that two models were designed for each of the 
three outcomes, with the first using all available preoperative 
information, and the second with the same information in 
addition to immediate postoperative outcomes (EBL, opera-
tive time, surgical procedure, etc..). Using standard training/
testing principles, their study achieved adequate predictive 
accuracy with AUC ranging from 0.67 to 0.92 across the 
various predictive models[58]. In the MC models, LIV (spe-
cifically extension to pelvis) was one of the most important 
predictors, as were age, walking ability and sagittal deform-
ity radiographic parameters. For RA, pelvic tilt, LIV, age and 
ODI walking response accounted for the majority of overall 
predictive power, and notably site and surgeon accounted 
for a larger portion of predictive power compared to the MC 
models. In the RO models walking ability was the strong-
est predictor identified, while site and surgeon accounted 
for larger predictive power than in both the MC and RA 
models. The predictive analytics described in this study can 
prove immensely useful to spine surgeons in many aspects, 
including surgical candidate selection, and resource optimi-
zation by minimizing complication and readmission risks in 
patients. In an effort to make this information more readily 
accessible when counseling patients, the ISSG/ESSG have 
developed a web-based calculator to simulate surgical out-
comes and risk profiles for patients based on their specific 
demographic, radiographic, medical and surgical informa-
tion (Fig. 3). Online tools such as this calculator can help 
facilitate the wide-spread adoption of predictive models in 
the clinical setting, augment surgeon decision making by 

simulating surgical interventions and their corresponding 
outcomes (major complication, readmission and reinterven-
tion rates, as well as HRQOL outcomes), and allow surgeons 
to compare simulated outcomes and risk profiles for different 
surgical strategies.

Moving beyond predicting complications and outcomes, 
Ames et al. additionally applied similar methodology to pre-
dict patients who may experience catastrophic costs follow-
ing surgical correction of ASD at 90-day and 2-year time 
points to better understand the economic impact of ASD 
surgery [59]. Through the use of random forest models and 
regression trees, models achieved goodness of fit R2 meas-
ures ranging from 56 to 57% for 90-day direct cost, and 
29–35% for 2-year direct cost prediction. In addition, the 
generalized linear regression models used by the authors 
with forward stepwise selection were able to explain 81% 
and 64% of the variance in direct cost at 90-days and 2-years, 
respectively. While these metrics may reflect relatively lower 
predictive accuracies compared to other simpler models, 
their design allowed for easier interpretation of model 
results, and importantly the authors were able to identify 
variables such as number of levels fused, surgical approach, 
use of interbody fusion, length of hospital stay, and the 
attending surgeon as the top predictors of both direct cost, 
and catastrophic cost as well. The identification of patients 
who may be at risk of incurring catastrophic costs follow-
ing ASD surgery may help healthcare initiatives to bundle 
payments for high-impact and resource intensive treatments 
like ASD surgery, as well as provide surgeons and hospitals 
with insight into means of cost reduction in ASD surgery.

Lastly, in the most advanced use of machine learning and 
AI for ASD surgery to date, Ames et al. published for the 
first time the use of powerful, unsupervised learning algo-
rithms to develop a novel classification system for ASD 
patients [60]. In this case, a different approach than pre-
viously described models was undertaken by the authors. 
Unsupervised learning occurs when the data that is being 
modeled is not “labeled”, or have a direct output defined 
by the users—this is in direct contrast to earlier supervised 
learning methods where all of the historical data used to 
train the predictive models was labeled with the desired out-
put, such that the model could then generate predictions for 
the specified outcome. The power of unsupervised learning 
lies in its ability to freely investigate the data for patterns 
that may intrinsically exist between variables present in the 
data. Since no particular outcome is specified by the user, 
the model is free to model the natural structure of the avail-
able data. In this case, 570 prospectively collected patients 
with baseline, one year and two-year follow-up data were 
included in the study. Harnessing an algorithm known as 
hierarchical clustering, the authors sought to identify differ-
ent clusters of ASD patients to better classify patients based 
on a comprehensive set of input features (patient and surgical 
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Fig. 3  Implementation of a web-based risk calculator for ASD sur-
gery predictions. Patient-related information including demographics 
(top, left), spinopelvic parameters (top, right) and surgical planning 

(middle) can be input to run a simulation and predict rates of major 
complications (bottom, left) and HRQOL outcomes (bottom, right) 
for the patient
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characteristics, PRO data, and demographic information), 
rather than simply radiographic features which had been the 
gold standard up until that point. This analysis revealed three 
discrete ASD patient types (patient cohorts) based on their 
collective characteristic profiles: young patients with coro-
nal deformity, older patients with high incidence of prior 
spine surgery, and older patients with low incidence of spine 
surgery. Each of these clusters was unique and exhibited 
distinct complication and outcomes profiles. When cluster-
ing was conducted based on solely surgical characteristics, 
four unique cohorts of ASD patient types (surgical cohorts) 
were identified: patients with high number of levels fused 
and 3CO osteotomy use, patients with high number of levels 
fused and SPO usage, patients with no osteotomy or inter-
body fusion, and patients with the highest use of interbody 
fusion. The generation of three distinct patient cohorts and 
four distinct surgical cohorts allowed the authors to generate 
an efficiency grid based on the 12-sub-group intersection of 
the patient and surgery cohorts, to conduct a risk–benefit 
analysis. The purpose of the efficiency grid was to delineate 
mean 2-year PRO and major complication rates for each of 
the 12 subgroups, highlighting the hypothetical safety and 
potential outcomes (risk-to-benefit) following any of the four 
surgical approaches in each of the three homogenous patient 
cohorts. By comparing the risk-benefits of surgical inter-
ventions/approaches over homogenous patient groups using 
the efficiency grid, spine surgeons will be able to conduct 
more informed hypothesis testing rather than it necessarily 
being used for causal inference. For example, the efficiency 
grid showed across the nine different outcome variables that 
patients from the “old revision” cohort (elderly patients with 
higher incidence of prior surgery) undergoing surgery that 
included 3CO (“3CO” surgical cluster) face considerably 
higher risk of complications than patients treated without an 
osteotomy or interbody fusion (“No osteotomy/No interbody 
fusion” surgical cluster), however the “3CO” surgical clus-
ter patients in the “old revision” cohort experienced overall 
greater improvements in PROMs. This level of granularity 
and ability for direct comparisons across surgical interven-
tion and/or patient population once again emphasizes the 
immense potential of machine learning algorithms to indi-
vidualize treatment plans for patients based on their unique 
presentations and histories.

Proof of concept: novel applications 
of machine learning for ASD

Benchmarking to set performance standards

Now that the groundwork has been laid for developing 
predictive analytics in ASD surgery, it is important to 
consider more diverse applications of machine learning 

techniques to push the field further. The computational 
power encapsulated by these algorithms can provide 
remarkable insight into numerous facets of ASD surgery. 
One such application is the use of predictive models for 
establishing performance benchmarking in spine cent-
ers. Benchmarking is critical to the continual refinement 
of the ASD surgical treatment plan, as it allows institu-
tions to assess their ability to effectively treat a disease, 
and subsequently identify areas of improvement. Previ-
ously, benchmarking was conducted by assessing rates of 
various outcomes across many different sites and institu-
tions, and then determining an average rate across this 
extremely diverse cohort. This however is not an accurate 
assessment, as there are many nuanced factors that can 
contribute to the performance of an institution, and as 
such complication rates and outcomes can vary signifi-
cantly across centers. Some of these differences could 
relate to case volume and surgeon experience, patient 
complexity, as well as institutional support staff and oper-
ating room protocols, among many others. To remedy this 
heterogeneity, the ISSG conducted a pilot study using 
previously published predictive models for pseudarthro-
sis [51] and PFJ/PJK [49] rates at 2-year follow-up to 
determine site-specific rate predictions. Once individual 
rates of pseudarthrosis and PJF/PJK were predicted, 
the actual rates at each of these sites were compared to 
their site-specific predicted rates, rather than the overall 
average rate across all sites to assess their performance 
(Fig. 4) [61]. For pseudarthrosis, all of the sites used in 
the study exhibited actual rates (13.3–72.0%) that were 
greater than their predicted rates (8.3–56%), except for 
four centers which had the same actual and predicted rates 
(Fig. 4). Importantly, several sites that had higher actual 
rates of pseudarthrosis than the overall average, also had 
higher rates of predicted pseudarthrosis, indicating that 
different conditions such as patient demographic and/
or procedure type may be impacting rates of pseudar-
throsis. For PJF/PJK, the majority of sites had lower pre-
dicted rates (10.0–44.6%) compared to their actual rates 
(15.4–53.6%), with the exception of one site that had the 
same rates, and two sites with lower actual rates (Fig. 4). 
Notably, sites with actual rates below the overall aver-
age were once again still underperforming based on their 
site-specific predicted rates, and one site that had a higher 
actual rate than the average was actually performing bet-
ter than its predicted rate. This preliminary work demon-
strates the importance of creating customized predictions 
for sites based on their respective institutional practices, 
patients, and other variables for more accurate perfor-
mance benchmarking. It is important to understand that 
the predicted rates are not intended to validate or invali-
date the models, but rather give more accurate forecasting 
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of what PJK/PJF and pseudarthrosis rates should be based 
on site-specific and internally acquired data. The dispari-
ties seen between actual and predicted rates are minimal 
for most sites and can likely be explained by variance 
within our model. However, these differences do indicate 

a further need to study drivers of these complications and 
better understand their pathophysiology so surgeons can 
focus their efforts on prevention.

Fig. 4  Using predictive modeling for pseudarthrosis and PJF-PJK 
performance benchmarking in patients with minimum 2-year follow-
up. Actual rates for pseudarthrosis and PJF-PJK are compared to 
site-specific predicted rates. The green line indicates average overall 
complication rate across all sites. Even though sites may have rates 
higher than the overall average, it is important to consider their higher 

predicted rates as well. Several sites demonstrated actual rates below 
the overall average but were still shown to be underperforming based 
on their predicted rates, while a couple showed actual rates higher 
than the average but lower than their predicted rates indicating higher 
performance
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Population health studies

In addition to its performance benchmarking efforts, the 
ISSG has also explored the utility of applying predictive 
models for conducting ASD studies at the population level. 
The motivation behind this study was to better understand 
how surgical utilization for ASD could be better optimized 
given the enormous financial burden associated with ASD 
surgical management. The healthcare costs of first-world 
economies are accelerating at an unsustainable rate, and 
better-informed patient selection can help with resource 
allocation to maximize patient benefits while also relieving 
some of the associated direct costs of complex disease treat-
ment. To perform this study, the ISSG used previously estab-
lished predictive analytics for preoperatively determining 
rates of MCID and complication risk for patients to assess 
their feasibility for simulating population-level health data. 
A total of 1245 prospectively collected patients treated at 
17 different ASD centers were pooled for this analysis, and 

clinical outcomes of MCID, complication, and reoperation 
rates were predicted using gradient boosting classification. 
Patients were then stratified in increments of 10%, based 
on their predicted MCID and complication rates. Creat-
ing increments of 10% in both of our outcome variables 
allowed us to comprehensively profile the risk-to-benefit of 
surgery, and understand the financial implications at each 
of the thresholds. To determine a cohort of optimal surgical 
candidates, we considered the sub-group of patients with 
predicted MCID rates > 50% and complication rate < 20% 
as a hypothetical simulation, to model the population likely 
to benefit most from surgical correction (Fig. 5) [62]. These 
selection criteria corresponded to 33% of the patients in the 
prospective database being deemed viable candidates for 
surgery. When these proportions were extrapolated to pub-
lic health data from both the United States (US) and Spain, 
significant cost savings were observed. In the US, using 
$120,000 as the average hospital cost for ASD intervention, 
the application of our simulated patient criteria would have 

Fig. 5  Using a predictive model to simulate patient MCID and com-
plication rates. A total of 1245 patients were simulated using gradient 
boosting classification, to determine predicted MCID and complica-
tion rates. Incremental thresholds were then applied at 10% intervals, 
to identify sub-populations of patients meeting specific outcomes cri-

teria. The region highlighted by the red box represents patients with 
predicted MCID > 50%, and complication rate < 20%. This group cor-
responded to 33% of the original cohort and using these criteria, cost 
reduction information and decreased surgical utilization rates were 
extrapolated for ASD surgery in the United States and in Spain



1236 Spine Deformity (2021) 9:1223–1239

1 3

translated to overall hospital savings of $541 million in the 
year 2013. In Spain, a similar decrease in surgical utilization 
was observed, with surgery rate per 100,000 adults dropping 
from 1.64, to 0.54 based on year 2015 data. The enormous 
cost reduction observed in this study showed that accurate 
prognostic models can be used to guide clinical decision 
making by preoperatively identifying patients who would 
benefit most from surgery, prior to incurring the expense of 
their intervention. By comprehensively profiling incremental 
thresholds of both clinical benefit as well as surgical risk of 
complication, predictive models such as this can provide 
both patients and surgeons with tangible data when decid-
ing on a treatment plan, and whether that includes surgery 
or not. With the large number of ASD surgeries being con-
ducted around the world, better candidate selection may also 
reduce societal costs and maximize postoperative outcomes 
in patients, by limiting surgeries with minimal predicted 
clinical benefits and high complication rates.

Conclusions

Predictive models and the implementation of machine 
learning techniques to augment surgeon decision making 
have substantial potential to improve surgical outcomes 
for patients with ASD. While significant progress has been 
undertaken by spine surgeons, there remain several chal-
lenges and important obstacles that must be overcome 
before the wide-spread adoption of predictive analytics in 
spine practices. The most successful predictive models have 
been created in the context of a deep understanding of the 
problem being studied and the underlying data-generating 
process. As such, it will be imperative moving forward that 
surgeons across institutions and even across countries col-
laborate to generate large, comprehensive, and robust data-
bases such that machine learning techniques can be properly 
utilized. Additionally, there will be a need for consolidation 
of the various published models, such that surgeons can 
begin to integrate them into their practices. We hope to see 
the wide-spread availability and adoption of consolidated 
calculators and predictive models in the near future, as the 
ASD calculator developed by the senior authors is currently 
undergoing alpha testing at various ISSG/ESSG sites. While 
extremely powerful, great care must also be taken during 
model development and analytics must be meticulously built 
using the best practices of machine learning theory. Predic-
tive models only offer partial solutions and must continue to 
be complemented with rigorous hypothesis testing to truly 
understand the causal effects in surgery, with further pro-
spective validation for assessment of model performance. 
This task is certainly complex; however, the challenge 
ahead should not dissuade surgeons and researchers from 
continuing to generate predictive and explanatory models. 

The ability to leverage powerful computational techniques 
will propel spine surgeons confidently into the era of per-
sonalized medicine, allowing them to complement decades 
of clinical experience and practice with predictive models 
and insightful data to meaningfully enhance patient care.
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