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Abstract

Dynamics of Electron Relaxation Studied Using Time-Resolved Photoelectron
Spectroscopy in Liquid Microjets

by

Madeline Hyde Elkins

Doctor of Philosophy in Chemistry

University of California, Berkeley

Professor Daniel M. Neumark, Chair

The solvated electron, an isolated electron in polar solution, is a species of fundamental
interest to the physics of solvation and to the understanding of condensed phase reactions in
the presence of ionizing radiation. In radiation chemistry and biology, the solvated electron
acts as a powerful reductant and has been shown to act as a reagent in a wide range of
processes from atmospheric chemistry to radiation-induced DNA damage. As the “simplest”
quantum mechanical solute, the solvated electron serves as a fundamental probe of solute-
solvent interaction and thus has been used as a model system for studying solvation processes.

Here, time-resolved photoelectron spectroscopy is used to study the binding motifs and
solvation dynamics of solvated electrons in various polar solvents. This thesis is separated
into three parts: first, an introduction to the research and description of the apparatus,
second, results from experiments on the relaxation dynamics of the solvated electron after
photoexciation and after generation by charge-transfer-to-solvent and, third, preliminary
designs and proposed experiments for a liquid jet photoelectron spectrometer with attosecond
time resolution.
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Chapter 1

Introduction

1.1 Overview

The study of water is crucial to the understanding of life and its underlying chemistry. While
reactions that take place in a vacuum may be easier to study in absolute energetic detail, an
enormous amount of chemistry takes place in a bath of fluid, especially one of water. This
liquid environment fundamentally alters the chemistry taking place inside it. The nature of a
solvent can change the outcome of a reaction. It changes the energy of the various quantum
states. It can absorb or donate energy to the components dissolved in it. This family of
effects, solvation phenomena, shapes the nature of the solute in time regimes from years to
attoseconds and in energy regimes from terahertz to soft x-rays.

The first step in studying an exceedingly complex problem is to reduce its dimension-
ality. An electron, a subatomic particle with no known substructure, may be the simplest
solute imaginable. It has no known internal degrees of freedom nor does it have any discrete
quantum states in the absence of a confining potential. For this reason, the spectrum of the
electron is entirely determined by its environment, which makes it a perfect probe of the sol-
vent. The work presented here concerns the study of electrons in water and other solutions
as a model solute and of how their energy changes in real time.

The following sections of this chapter introduce the motivation and relevant background
information for the subsequent chapters. Chapter 2 discusses the experimental methods, and
Chapter 3 pertains to analysis of the time-resolved data. Chapters 4 through 6 discuss sol-
vated electron dynamics in various solutions on a femtosecond timescale (10−15s). The focus
changes in Chapter 7 to proposed experiments and preliminary design work for a liquid
jet, time-resolved photoelectron spectrometer with attosecond time resolution (10−18s). Fi-
nally, the appendices include designs for optical assemblies, data analysis code, and technical
drawings.
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1.2 Dynamics of Solvated Electrons

While dissolving an electron in water might seem complicated, so-called hydrated electrons
are produced in nature when water is exposed to ionizing radiation (from the sun for in-
stance) and subsequently last for microseconds. In fact, hydrated electrons have proven to
be a relatively ubiquitous species in radiation chemistry [1] and have been implicated in
biological processes such as the radiative damage of DNA[2].

The first scientific paper demonstrating the synthesis of an electron dissolved in a fluid,
or solvated electron, was published by W. Weyl in 1864[3], who thought he had made a novel
metallic compound similar to the ammonium amalgam by dissolving sodium and potassium
in ammonia; however, the brilliant color of alkali metals dissolved in gaseous ammonia was
certainly known to Sir Humphry Davy circa 1809[4]. That a free electron was responsible
for the conduction in these solutions was first proposed by Charles Kraus in 1908. The same
paper also happens to be the first instance of the cavity model of the solvated electron,
wherein he describes the electron as “surrounded by an envelope of solvent molecules”[5].
The structure of the solvated electron remains a hotly debated topic even one hundred and
two years later[6].

The first use of the term “solvated electron” is credited to George Gibson and William
Argo, also working at UC Berkeley, who demonstrated that the color seen by Weyl was in
fact due an electron trapped by locally oriented solvent molecules[7]. In water, hydrated
electrons were first identified by their absorption spectrum at 720 nm by Hart and Boag in
1962[8]. Their pulsed radiolysis work inspired a large body of similar studies concerning the
reactions of electrons in solution on microsecond timescales[9].

Since then, the solvated electron has been implicated in thousands of scientific articles
on subjects ranging from the photochemistry of DNA[10] to the well known Birch reduction
in synthetic organic chemistry[11]. In Part II, our aim is to study how the spectrum of the
solvated electron evolves in real time after generation by charge-transfer-to-solvent and after
optical excitation of the absorption band identified by Hart and Boag.

1.2.1 Charge-Transfer-to-Solvent Dynamics

An efficient and relatively general way of creating solvated electrons is via the charge-transfer-
to-solvent (CTTS) bands of halides dissolved in solution[12, 13]. Though these ions have no
bound excited states in the gas phase, in solution they have broad absorption bands in the
ultraviolet (UV) which allow for ejection of an electron into the surrounding solvent network
[14, 15]. Halides have two CTTS states, the 2P3/2 and 2P1/2 states, which are named for the
spin orbit states of the halogens generated by photodetachment of a halide. Unlike gas phase
photodetachment of iodide, these bands are below the threshold for detaching the electron to
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vacuum; instead, the transient state excited at this band is stabilized by the solvent network
yielding solvated electrons[16]. These CTTS bands lie in the UV and are separated by a
similar spin-orbit splitting as exhibited by the halogen in the gas phase. It is by the splitting
of these two peaks that Frank and Scheibe first inferred the that the bands they discovered
in iodide led to the production of electrons in 1928[14].

Transient absorption studies of CTTS processes in water[17–20] and methanol[21] form
the bulk of the prior work on the dynamics of CTTS. These experiments are complemented
by theory [22–24] and provide a detailed picture of the solvation dynamics. First, the CTTS
band rapidly evolves on a timescale of hundreds of femtoseconds leading to the ejection of
electrons. The electrons at this stage still remain in some proximity to the parent iodine atom.
After this point, the kinetics branch into those electrons which recombine with the parent
neutral and those which diffuse away, thereby escaping recombination. Both processes have
timescales of tens to hundreds of picosceconds but, because the pair diffusion rate is faster
than the recombination rate, some fraction of the electrons survive into the nanosecond and
longer time regime. The survival probability ranges from 30% in water to 70% in methanol.

1.2.2 The Excited State of the Solvated Electron

In the cavity picture of the solvated electron, the spectrum of the electron can be modeled
as a particle in a quasi-spherical well. This picture seems to be relatively robust, and even
more sophisticated quantum chemical models yield an “s-like” ground state and set of nearly
degenerate “p-like” excited states as the two bound, localized states of the solvated electron,
exactly as expected from the particle-in-a-box model. Beyond the p-state, the excited states
of the electron begin to couple to the diffuse conduction band of the solvent. These bands
lead to the characteristic absorption band in the near infrared (NIR) originally observed in
water in 1962.

The relaxation of the electron after excitation of the s → p band is a model case of
solvent mediated, electronically non-adiabatic dynamics in solution, and as such, much
theoretical[25–32] and experimental[33–37] effort has gone in to investigating the dynam-
ics subsequent to s→ p excitation. Much of the history of experimental work in this system
was done using transient absorption (TA). In water, early characterization of the relaxation
mechanism of the hydrated electron after photoexcitation was performed in pioneering work
in the Barbara Group [33]. These experiments were later performed in methanol by Silva
[34] and later Thaller [35]. They were able to measure three lifetimes (<100 fs, 200-400 fs,
and 1.1 ps) but were unable to conclusively assign to which processes each lifetime belonged.

Two mechanisms have been proposed: the “adiabatic” and “non-adiabatic” mechanisms[33].
In the adiabatic mechanism, the fastest observable lifetime in the TA data is assigned to re-
laxation on the p-state surface. The few hundred femtosecond lifetime is assigned to internal
conversion between the s and p states. The final lifetime is assigned to relaxation of the sol-
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vent on the ground state. In the “non-adiabatic” mechanism, the <100 femtosecond lifetime
corresponds to internal conversion and the ground state relaxes via a two step mechanism.
Identification of the relaxation mechanism hinges upon the assignment of the internal con-
version lifetime. In Chapters 4, 5, and 6, the relaxation of the excited state of the solvated
electron is studied in a variety of polar solvents with the goal of elucidating the nature of
this relaxation mechanism.

1.2.3 Microsolvation in Clusters and Extrapolation to the Bulk

Microsolvation studies in solvent cluster anions provide a complementary perspective to this
work. [38, 39] By observing the onset of “bulk-like” properties as a function of cluster size,
the study of gas phase clusters provides a tractable proxy for studying the bulk with signif-
icantly reduced degrees of freedom and the state specificity of a jet cooled molecular beam.
Further, these small systems require significantly reduced computational cost as compared
to the bulk, allowing for accurate theoretical modeling. Water, deuterium oxide, methanol,
acetonitrile, and tetrahydrofuran cluster anions, clusters of solvent molecules with an excess
electron, have all been used to predict bulk properties such as binding energies and solvation
timescales[40–43]. Further, clusters of water and methanol with an iodide anion have been
used as a model system for studying charge transfer dynamics in clusters and as a proxy for
studying charge-transfer-to-solvent in the bulk[44–46].

The first test of these extrapolation methods was a measurement of the vertical binding
energy of the solvated electron in various solvents. Figure 1.1 shows a plot of the binding
energy as a function of cluster size of the solvated electron in various solvent cluster anions
including: water, methanol, and acetonitrile[47–53]. Also shown are the measured binding
energies found by various groups using liquid jet photoelectron spectroscopy. In 2010, four
groups were able to show that the binding energy of the hydrated electron was in remark-
able agreement with predicted results from water cluster anions[47–51]. From water alone,
it would seem that extrapolation is a powerful and reliable tool for studying the bulk.

In methanol, the agreement between the extrapolated results and the bulk are not so
close: 2.4 eV from the extrapolation and 3.4 eV for the bulk[52, 53]. In acetonitrile, which
has two bulk binding motifs[54], there is good agreement between the extrapolated binding
energy for isomer II and the bulk binding energy of the dimer bound state; however, for the
solvated electron there is yet another ∼1 eV gap between the predicted and measured bind-
ing energy [52]. It seems clear that direct extrapolation from even vary large cluster isomers
has mixed success predicting bulk binding energies. A motivator for this work is to measure
solvation timescales in the bulk as a direct test of extrapolated values from gas-phase clusters.
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Figure 1.1: Solvent cluster anion data, extrapolations, and bulk VBE for three solvents. In
water and methanol, cluster anion data are shown for isomer I, which is generally accepted
as the cavity bound species. In acetonitrile, isomer I is assigned to the cavity bound state
and isomer II to a dimer bound anion.

1.3 Attosecond Dynamics in Liquid Jets

The development of chirped pulse amplification in conjunction with titanium doped sapphire
lasers opened the field of ultrafast chemistry[55]. As these techniques become more sophis-
ticated, it becomes possible to study the motions of electrons rather than simply nuclear
motion with attosecond resolution[56]. The frontier of ultrafast chemistry now lies at the
fastest extreme of achievable pulse durations, about one hundred attoseconds, and beyond
the easily achievable energy range of commercial ultrafast lasers using mixing crystals, about
six electron volts.

As the field of attosecond science develops, experiments with sub-femtosecond resolution
in the gas phase have become increasingly common[57]. Recently, it has become possible
to study electron dynamics in solid phase, for example, the evolution of the band gap in
silicon after carrier formation in the conduction band[58]. The study of electron dynamics
in the liquid phase remains an unexplored frontier. In Chapter 7, proposed experiments
and preliminary designs are presented with the aim of studying electronically non-adiabatic
dynamics mediated by a liquid solvent on a attosecond timescale
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1.4 Principles of Photoelectron Spectroscopy

All of the experiments presented here, in some fashion, make use of photoelectron spec-
troscopy (PES)[59, 60]; therefore, a description of this method must be provided before
proceeding. If a photon interacts with molecule or atom with energy, hν, greater than the
binding energy of an electron, eBE, that electron will be detached from the parent species.
By conservation of energy, the emitted photoelectron will leave with some amount of kinetic
energy equal to the difference between the photon energy and the binding energy, as given
by the energy balance:

eKE = hν − eBE (1.1)

As implied in the equation above, electrons photodetached from different quantum states
will be emitted with different kinetic energies. The photoelectron spectrum is the intensity
of detached electrons as a function of kinetic energy, or as appropriate binding energy, for
that species.

The intensity of the spectrum at a particular energy is related to the photodetachment
cross section via the transition rate, which is given by Fermi’s golden rule. This states that
rate of transition from an initial state, i, to a final state, f , is proportional to the square of
the expectation value of the transition dipole moment, µ, connecting the two states scaled
by the density of final states.

Γf←i ∝ |〈Ψf |µ̂|Ψi〉|2ρ(Ef ) (1.2)

In the Born-Oppenheimer approximation, the electronic and nuclear coordinates are as-
sumed to be separable. This is a reasonable approximation if the nuclear motion is “slow”
relative to the electronic motion. The initial and final state wave functions can then be ap-
proximated as products of the electronic wave function, which depends on the electronic and
nuclear coordinates, φ(ri, Rα), and the nuclear wave function, which depends only on the
nuclear coordinates, χ(Rα): Ψ = φ(ri, Rα)χ(Rα). Substituting in the new equation for the
wave function and simplifying yields the relation below:

Γf←i ∝ |〈φf (ri, Rα)|µ̂|φi(ri, Rα)〉2〈χf (Rα)|χi(Rα)〉|2ρ(Ef ) (1.3)

The relation |〈φf |µ̂|φi〉|2 contains the orbital selection rules for the transition, and the
relation |〈χf |χi〉|2 is the Frank-Condon factor. The Frank-Condon factor scales the intensity
of the transition such that initial and final states with similar nuclear wave functions have a
high transition rate and therefore a high intensity. Conversely, a transition with no overlap in
the nuclear wave functions is not allowed, even if there is sufficient energy to access the state.
More conceptually, the Frank-Condon factor can be thought of as a geometric consideration.
If the geometry of the final state resembles that of the initial state, the transition is likely
to occur.
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Figure 1.2: Time resolved photoelectron spectroscopy: With a first pulse, the system is
perturbed from its initial state. The perturbed state can then evolve with time from t’ to
t”, and at a variable delay ∆t, an electron is detached with the a second laser pulse. A
PES for the two delays is shown vertically. The intensity of the transition is proportional to
the Frank-Condon factor connecting the prepared state and the manifold of photodetached
states.

The impact of the Frank-Condon factor on the photoelectron spectrum is illustrated in
graphical form in Fig 1.2. The transition between the initial state and the final state can be
represented by a vertical line connecting the two states at the same location on a common
nuclear coordinate. If a set of nuclear wave functions is superimposed upon the potential en-
ergy diagram, for example, the simple harmonic oscillator wave functions, we see that there
exist coordinates at which the amplitude of the wave function is high in both the initial
and final state and some where there is no overlap at all. These amplitudes are reflected
in the spectrum shown vertically in the diagram. In solution, features in the photoelectron
spectrum are significantly broadened, due in part to the wide range of accessible solvent
configurations. Because of the width of these distributions, the quantity of interest for much
of the work presented here is the vertical binding energy (VBE) characterized by the peak
of the binding energy distribution. The VBE can also be understood as the point of maxi-
mum Frank-Condon overlap and is characteristic of the spectrum regardless of photon energy.
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1.5 Time-Resolved Photoelectron Spectroscopy

With ultrafast laser pulses, it is possible to monitor how photoelectron spectra change in
time via a pump-probe experiment. In these experiments, a first pulse excites the species
of interest and, after some delay, a second pulse is then used to generate a photoelectron
spectrum. The photoelectron spectrum as a function of delay between the two pulses is a
map of how the populations in different quantum states evolve with time.

As a toy system[61], assume a three state model where an initial state, 1, is optically
excited to a second state, 2. State 2 is then probed by a photon which couples 2 to state,
3. Finally, assume no transition is allowed directly between 1 and 3. This provides a decent
model for any pump-probe spectroscopy with a single intermediate state. The dynamics
of this simple system can be understood using second order time-dependent perturbation
theory. The time-dependent wave function can be expanded in the fashion below.

af←i = δi,f +
1

i~

∫ t

0

dt′〈f |H ′pump|i〉+
1

~2

∫ t

0

∫ t′

0

dt′dt′′〈f |H ′(t′)pumpH ′(t′′)probe|i〉 (1.4)

The first term is zero since the initial and final states are different and the second is also
zero since there is no allowed transition from state 1 to state 3. By resolution of the identity,
the third term can be written:

af←i =
1

~2

∑
n

∫ t

0

∫ t′

0

dt′dt′′〈f |H ′(t′)probe|n〉〈n|H ′(t′′)pump|i〉. (1.5)

The expression above is a sum over states that couple the initial state to the final state.
Since there is only one intermediate in our toy system, we can drop the sum and consider
only the one intermediate. Next, by making the Born-Oppenheimer Approximation and in-
serting H ′ = ~µ · ~ε for the perturbation, we can rewrite the expression as follows:

af←i ∝
∫ t

0

∫ t′

0

dt′dt′′〈φf |~µ · ~εprobe|φn〉〈χf |e−iH
′′(t′′−t′′)|χn〉〈φn|~µ · ~εpump|φi〉〈χn|χi〉. (1.6)

Finally, the transition rate is related to the square of the time-dependent wave function.
As in the last section, the transition rate is subject to the Frank-Condon factors coupling
each pair of states. As a futher complication, if the intermediate state is allowed to evolve in
time, the transition rate then becomes dependant on the time evolving Frank-Condon fac-
tors. Since the transition dipole operator contains the amplitude of the electric field coupling
the states, the transition probability is linear in the intensity of each driving field.
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1.6 Summary of Systems Studied

1.6.1 Charge-Transfer-to-Solvent Dynamics in Methanol

In Chapter 5, the charge-transfer-to-solvent dynamics in methanol are studied using TR-
PES. The nascent solvated electron undergoes a two step solvation process involving rapid
evolution of the CTTS state and a solvation shift of the hot ground state population. Once
equilibrated with solution, the electrons may then diffuse away from the parent iodine atom
or undergo geminate recombination to form iodide. >50% of electrons escape this recombi-
nation step and live well past the observation window.

1.6.2 Excited State Relaxation Dynamics in Water, Deuterated
Water, and Methanol

In Chapter 4, the relaxation mechanism of the hydrated electron is studied using TRPES.
The lifetime of the excited state of the electron in water is found to be 75± 20 fs. This life-
time is in agreement with results from TA, solvent cluster anions, and the “non-adiabatic”
mechanism. Finally, the first measurement of the VBE of the excited state of the hydrated
electron is reported, 2.5 eV. In Chapter 5, the dynamics of the excited state of the solvated
electron in methanol is investigated. Significantly longer excited state lifetimes are measured
in the alcohols; however, the measured dynamics present a kinetic mechanism that is con-
sistent with results in water.

Finally, in Chapter 6, the effect of isotopic substitution on the relaxation mechanism is
studied. The internal conversion lifetime of the solvated electron in deuterium oxide is found
to slow by a factor of 1.3± 0.1. The ground state solvation time is unchanged. This provides
further evidence for our assignment of the non-adiabatic mechanism.
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Chapter 2

Experimental Methods

2.1 Overview

The designs for the liquid-jet photoelectron spectrometer used for these experiments is pre-
sented in the thesis of Alexander T. Shreve [1]. The apparatus was assembled per Dr. Shreve’s
designs after his graduation in December of 2012; however, a number of changes to the orig-
inal designs were made during the commissioning process. As such, a full description of the
instrument in its current form is warranted. A full description of the principles of jets and
the practical implementation of the liquid source is described in detail in both Alexander T.
Shreve’s thesis and the thesis of Terry A. Yen [2] and will not be repeated here.

2.2 Liquid Microjets

Photoelectron spectroscopy (PES) is typically a high vacuum technique[3, 4]. The most basic
description of a PES experiment is that a photon goes in and an electron comes out carrying
with it information about species from which it came. If we want to access that informa-
tion, the electron must not be “disturbed” on its way to the detector. If the photoelectron
encountered, a background gas molecule on the way to the detector, that collision would
change the measured kinetic energy of the electron. It is important, therefore, that we know
what the average distance is that an electron can travel without undergoing collisions. This
distance is the “mean free path” of the electron, and for a 1 eV electron at atmospheric
pressure, that distance is less than 5 µm. Since a 5 µm flight length is much too short for
practical purposes, it is necessary to remove as much excess gas from the chamber as possible.

With turbomolecular pumps and vacuum chambers, it poses little difficulty to reach pres-
sures low enough to study gas phase species; however, when using a liquid source with a high
vapor pressure, gas molecules evaporate from the liquid surface. This dense vapor layer sig-
nificantly reduces the electron mean free path. The mean free path of an electron traveling
through water vapor at its equilibrium vapor pressure is only 11 µm. The amount of evap-
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Figure 2.1: Left: Schematic cross section of the liquid jet (I), vapor layer (II), and skim-
mer(III). Right: Photograph of the liquid jet in the chamber.

orated gas can be reduced greatly by simply limiting the surface area for evaporation. For
a sufficiently thin jet of liquid flowing in a vacuum, gas molecules evaporate “ballistically”.
Which is to say, liquid evaporates radially from the surface and does not condense back onto
the surface of the jet. In this geometry, the gas density falls off as the inverse of the distance
away from the jet, r0/r[5]. In order to make the mean free path longer, one need only make
the jet diameter, ro, small and the path length through the vapor as short as possible.

Practically, a small jet diameter is achieved by pushing a liquid at high backing pressure
(∼100 atm) through a 20 µm inner diameter fused silica capillary. A full description of the
jet design is provided elsewhere[1, 2]. Briefly, the capillary is held by a small PEEK tube
mounted in a 1/16th inch Swagelock fitting. The Swagelock fitting is in turn attached to an
in-line filter assembly with a 5 µm pore size. This filter helps limit clogging of the liquid jet
by particulate contamination.

The high backing pressure for the jet assembly is provided by a 500 mL syringe pump
(Teledyne Isco). The pump is capable of producing up to 200 atm of backing pressure.
Though the pump can be operated in a constant pressure mode, typically the backing pres-
sure is continuously modified to provide a constant liquid flow velocity of between 0.25 and
0.5 mL/min. This corresponds to a jet flow velocity of 10-25 m/s. At these flow velocities
and with a one kilohertz experimental repetition rate, the sample of liquid interrogated by
the lasers is renewed with every shot.
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Figure 2.2: Liquid Jet Photoelectron Spectrometer in cross-section as of November 2015.

2.3 Photoelectron Spectrometer

The apparatus consists of a vacuum chamber containing the liquid jet and a magnetic bottle
time-of-flight photoelectron spectrometer. The entire apparatus can be broken down into
two sections: the trap chamber, which contains the liquid jet, and the detector chamber
which contains the drift tube, solenoid, and detector. These two sections are separated by a
skimmer with a 900 µm opening, which allows for differential pumping of the two regions.
A full picture of the liquid jet apparatus is shown in Figure 2.2.

2.3.1 The Trap Chamber

In the trap chamber, the liquid of interest is pumped into vacuum at a backing pressure
of approximately 100 atm through a 20 µm fused silica capillary. The jet assembly can be
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Figure 2.3: Main chamber of liquid microjet photoelectron spectrometer.

moved in three axes via a micrometer feedthrough on a bellows. The liquid is crossed with
a sequence of laser pulses at the interaction point generating photoelectrons. For normal
operation, the jet is placed 1 mm from a 900 µm skimmer. This is well inside the vapor layer
created by the jet. The short distance between the jet and the skimmer limits the total path
length of the ejected electrons through the vapor.

The photodetached electrons are then steered toward the detector by the rare earth mag-
nets of the magnetic bottle, described in section 2.5. The magnetizable metal cone focuses
the magnetic field of the magnets to a fine point which can be positioned by a three axis
translation stage, described in more detail in section 2.5.1.

The evaporating liquid from the jet creates a large virtual leak inside the chamber. When
running high vapor pressure liquids, cryogenic pumping is a very effective means of achieving
low trap pressure. A seven liter liquid nitrogen dewar is kept continuously full while running.
Though the dewar can be filled by hand, a secondary dewar with an additional 12 liters can
be attached to the dewar which allows for 24 hr supply of liquid nitrogen. Below the liquid
jet, a liquid nitrogen cooled trap catches the spent liquid and provides further cryogenic
pumping. Despite the efficiency of cryogenic pumping, it takes time for the dewars to cool;
therefore, a turbo molecular pump on this region is also used to speed up pump down times.
Ultimate chamber pressure in this region is typically ∼ 10−4 Torr.

2.3.2 The Detector Chamber

The detector chamber consists of the flight tube, µ metal shielding, magnetic bottle solenoid,
microchannel plate detector, and phosphor screen. The magnetic bottle technique necessi-
tates two sources of magnetic fields: a high field generated by the rare earth magnets in
the trap region and a low field generated by a solenoid in the detector[6]. The flight tube is
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Figure 2.4: Detector Chamber, showing the flight tube with its E shapped cross-section,
from the tip of the skimmer left to the detector assembly right.

wrapped by a wire copper wire, which creates the low field. The flight tube is also shielded
from stray magnetic fields by a µ metal tube wrapped around the solenoid. At the end of
the flight tube is a microchannel plate detector.

The detector chamber has somewhat strange geometry. If the coil were kept under vac-
uum, gas would be trapped in the coil, which would act as a leak. In order to both bring the
start of the coil close to the interaction region and keep the coil at atmosphere, the detector
chamber is shaped like a “E” in cross section. The coil for the solenoid rests inside the arms
of the E at atmospheric pressure, see Figure 2.4. To allow the coil to be removable, the wire
is wrapped around a plastic tube and epoxied in place.

Unlike prior versions of this apparatus[1, 7, 8], the detector region is vented with the trap
when the experiment is shut down. The chamber is pumped by three turbomolecular pumps
with a combined pumping speed of 1400 L/s. The 450 L/s magnetically levitated turbo has
been removed to simplify the interlock system and was replaced by a 150 L/s turbo. No
significant change to the ultimate pressure in the detector was observed.

Finally, data are recorded as the capacitively coupled current off of the phosphor screen
as a function of time. This analogue signal is collected on an oscilloscope, converted to a
digital signal, and saved on the data acquisition computer. A full description of the updated
data acquisition code will appear in the upcoming thesis of Holly L. Williams. The phosphor
screen allows for alignment of the magnets only. Images are not recorded or used for data
collection purposes.
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Figure 2.5: Detector Circuit Schematic. The dotted line separates components that are in
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2.3.2.1 Detector Circuit

The wiring diagram for the electron detector is based on the circuit from the thesis of Alexan-
dra Weaver[9]. A microchannel plate (MCP) is essentially an electron multiplier[10]. When
an electron hits the wall of one of the many channels, an electron cascade is initiated, even-
tually resulting in a gain of 104 electrons/plate. Multiple plates in sequence can be used
to substantially increase the total gain. Two are used in the current detector design. The
electrons are then accelerated to a phosphor screen on a glass plate. The electrons contain
enough energy to excite the phosphor and create an image. While in other experiments this
image may be used to provide angular information about the PE spectrum, the image from
the screen in this experiment is used only to align the bottle. Photoelectron spectra are
generated by recording the current off of the phosphor as a function of time. No obvious
improvements were observed by capacitively coupling on the back MCP versus the phosphor
screen.

The plates must be held at a bias voltage both to accelerate the electrons to the detector
and to replenish electrons accelerated to the detector. The bias voltage is about 1 kV per plate
and 3.25 kV for the phosphor. One MΩ resistors separate the high voltage supplies from the
plates to prevent electronic ring in the time of flight spectrum due to impedance mismatch
between the high impedance plates and relatively low impedance wire[11]. A grounded nickel
mesh grid is placed in front of the detector to prevent the electric field from the plates from
affecting the flight of the photoelectrons.

2.3.3 Increased Uptime and Interlock System

Various improvements have been made to allow for near continuous experimental uptime.
The 800 milliliter trap can hold up to 48 hours of solution at typical flow rates. Also, an
automatic filler for the liquid nitrogen dewar allows for cryogenic pumping for approximately
24 hours without refilling. The interlock system has been updated to assure a safe shut down
of the instrument in the event of jet freezing, power outage, or other emergency. Finally, the
detector pressures are live fed to a monitoring system, so that the chamber pressure can be
monitored remotely via the internet.

The interlock wiring system are based on the original turbomolecular pump interlock
diagram from the thesis of Alexandra Weaver[9]. The updated diagram is pictured in Figure
2.6. The interlocks are tripped by a turbo pump failure, high detector foreline pressure, high
detector pressure, and building power outage. In the event of a trip, any electronics plugged
into the interlock power strip, such as the detector and the syringe pump, will turn off imme-
diately. On a 10 second delay, the foreline valves will close, the solenoid vent valves will open,
and all four turbos will be shut down. The secondary vent valves must be opened manually
to vent the chamber, so after an interlock trip the chamber will remain at approximately
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10−3 Torr.

In the event of a power outage, the ion gauge controller will turn off, and the interlock
system will trip. The interlock system is plugged into an uninterruptible power supply (UPS),
so in the event of building power ripples or surges, the apparatus will continue to operate. In
the event of a black out longer than ten seconds, the interlock system will start instrument
shutdown, and eventually, the UPS will run out of power.

The detector pressures are fed to the Watchdog monitoring system via a 2.5 mm audio
jack. The analog output from the Granville-Phillips 307 Gauge controller (containing the
detector gauges) outputs a 0-10 V potential proportional to the logarithm of the measured
pressure. That 10 V output is fed through a voltage divider to the monitoring system, which
rescales the potential from 0 - 10 on the online page. The actual pressure is related to the
displayed value by the relation below.

P = 10−(11.5−V ) (2.1)

2.4 Time of Flight and Energy Resolution

Photoelectron spectra are generated from the time of flight (TOF) distribution of the photo-
electrons on the microchannel plate relative to an external trigger. The Tektronix oscilloscope
is triggered by the one kilohertz repetition rate of the amplifier pump laser of the femtosec-
ond system, which is set such that the oscilloscope is triggered shortly ahead of the laser
interaction time. The oscilloscope is capable of two nanosecond time bins which are recorded
out to two microseconds after the interaction time. The amplitude of the capacitively cou-
pled current off of the phosphor is recorded as voltage as a function of time by the oscilloscope.

Conversion of the raw TOF spectra to electron kinetic energy is quite simple. If the
length of the flight tube and the delay between the trigger and interaction time are known,
the electron kinetic energy is just the square of the length divided by the square of the time
of flight times the mass of an electron divided by two, Equation (2.2). Since typical electron
kinetic energies in this experiment are many orders of magnitude faster than the jet flow
velocity, a conversion to center of mass coordinates is not necessary, as is used in the Weaver
thesis[9]. The length of the flight tube, `, and the time offset, to, are the only calibration
factors.

eKE =
1

2
mev

2
e =

1

2
me

`2

(t− to)2
(2.2)

In principle, both calibration factors are well known before calibration. The length of the
flight tube is 66 cm, and without another rebuild of the instrument, it should not change
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significantly between calibrations. When the laser arrives at the jet, a significant amount of
the laser light is scattered in all directions, some of which goes directly down the flight tube.
These scattered photons create a ring on the detector. Since the speed of light in a vacuum
is always about a foot per nanosecond and the flight length is about two feet, the ring on
the detector is always two nanoseconds after to. Since both calibration factors are known,
regular calibration is used as a check that the experiment is working and that the laws of
physics are not being locally violated.

In energy space, the resolution decreases non-linearly with increasing electron kinetic
energy. Since t ∝ eKE−1/2, as defined in Equation (2.2), whereas ∆eKE

eKE
= 2∆t

t
, the energy

resolution scales with kinetic energy to the three halves, ∆eKE ∝ eKE3/2; therefore, slow
electrons are measured with much greater energy resolution than fast electrons. In principle,
the resolution of the instrument is given by the time resolution of the oscilloscope. However,
in practice, a number of factors can effect the width of the time of flight distribution. For
example, the width of the ultrafast, ultraviolet pulses in energy often exceeds the instru-
mental resolution for the slowest electrons. As an estimate of the best, instrumental TOF
resolution, a Xenon photodissociation line at a relatively fast arrival time has an 8 ns full
width at half maximum. This is also the full width half maximum of a single dark count.
Assuming an 8 ns time of flight resolution, the energy space resolution at 600 ns TOF is 80
meV and at 1000 ns is 20 meV.

The non-linear scaling of energy with time also manifests in the amplitudes of the pho-
toelectron signal. The peak intensities from TOF to eKE space are related by the Jacobian
transformation[9].

I(eKE) ∝ i(t)eKE−3/2 (2.3)

Because the intensity of the dark counts on the detector is uniform across all time of
flight bins, the amplitude of the background noise is amplified at low eKE by the Jacobian.
Further, if the baseline is not, on average, zero for the entirety of the photoelectron spectrum,
a sloping background can appear in the spectra. This issue is averted by leveling the baseline
in TOF in the data processing program prior to Jacobian scaling.

2.5 Magnetic Bottle Technique

The liquid jet photoelectron spectroscopy apparatus underwent a significant rebuild in the
Fall of 2012. Central to the design of the new apparatus was the addition of a magnetic bottle.
First described by Kruit and Reid[6] and as implemented previously in the Neumark group
[12, 13], the magnetic bottle makes the use of an inhomogeneous magnetic field to direct up
to 50% of generated photoelectrons to the detector. This was a significant increase in collec-
tion efficiency over the original apparatus, which had a collection efficiency of about 0.09%[1].
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Figure 2.7: Schematic showing the helical trajectory of an electron in the field of the magnetic
bottle.

In order to bend the electrons to the detector, a strong magnetic field of ∼1.1 Tesla is
generated near the interaction region using a stack of rare earth magnets. A second weak
field is generated by a coil of wire wrapped around the flight tube. This creates a uniform
10 Gauss magnetic field along the time of flight axis. The combination of these two sources
create a magnetic field shaped like a bottle with the mouth at the interaction region and the
bottom of the bottle at the detector.

Without symmetry considerations, generated photoelectrons are emitted in all directions
from the interaction point. Since the force on a charged particle in a magnetic field is the
cross product of the velocity and the magnetic field, ~F = q~v × ~B[14], any electrons moving
in the same direction as the magnetic field will be unaffected; however, any electrons that
are moving at some angle relative to the magnetic field will be bent perpendicularly to the
field lines and begin to spiral around the time of flight axis. As the magnitude of the mag-
netic field gets smaller on the way to the detector, the spiral becomes larger and slower and,
to conserve energy, kinetic energy on the TOF axis increases. Because of this variation in
field, electrons are bent to the detector. Of the electrons born in the hemisphere nearest the
detector, all are eventually collected on the detector even those moving perpendicular to the
time of light axis, 50% of generated photoelectrons.

It is important to consider to what extent the strong field effects the time of flight
distribution (and thus the resolution) of the photoelectrons. In order to do this, we must
take a closer look at the mechanism by which the electrons are bent toward the detector. By
setting the Lorentz force equal to the mass times the centripetal acceleration, one arrives at
the angular frequency of the spiral, ω = qBi/me, and the cyclotron radius, ri = vsinθi/wi,
where q and me are the charge and mass of the electron. By multiplying the two results, the
angular momentum is

Li =
m2
ev

2sin2θi
qBi

. (2.4)
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If the variation of the field in which electron moves changes negligibly over the course of
a rotation, (i.e. the electron spirals much faster than it moves along the time of flight axis),
then the angular movement can be considered independently of the transverse movement
and the quantity above is conserved. Under this assumption, the ratio of the initial to the
final angle and radius is given by

ri
rf

=
sinθf
sinθi

=
(Bf

Bi

)1/2

. (2.5)

By this relation, if the initial field is greater than the final field, the angle of the electron
relative to the time of flight axis must become smaller and the radius of rotation must become
larger. This results in a bending of off-axis electrons to the detector and a magnification of
the electron spot size on the phosphor screen, which we will return to later[6].

It should also be apparent that the larger that Bi is relative to Bf , the better the assump-
tion that the rotational angular momentum is conserved will be. So-called “non-adiabatic”
effects will occur when this assumption does not hold and will result in broadening of the
TOF distribution. While the effective time of flight considering non-adiabatic effects is not
quite a pencil-and-paper problem, numerical simulation using similar fields for a 1 eV elec-
tron yields a fundamental limit of ∆t

t
= 0.56% for an isotropic distribution and 0.17% and

0.89% for parallel and perpendicular type transitions respectively[6]. In practice, again look-
ing at photoionization of Xenon, no significant change in the time of flight resolution was
observed with the new instrument.

Since the liquid jet is about 20 µm in diameter, we can assume that the initial cloud of
photoelectrons is approximately this size. Using Equation (2.5) and the 1.1 T and 10 G field
strengths for our bottle, the expected magnification of the photoelectron cloud is about a
factor of 30, a spot size of 0.6 mm on the detector. Since this spot size is on the same order
as the size of the skimmer, alignment of the steering magnets is crucial.

2.5.1 Bottle Operating Notes

The solenoid in the magnetic bottle is 26” long and consists of 14 gauge copper wire wrapped
at 10 turns per inch. The field inside the solenoid can be found using the equation below:

B = µnl. (2.6)

A Kepco high current power supply is used to supply a current of 1.5 Amps and a voltage
drop of 1.5 Volts. This maintains a predicted magnetic field of ∼10 Gauss. Data are collected
from a chevron stack microchannel plate (MCP) imaging system (Beam Imaging Solutions,
BOS-25-IDA-CH-MS). The operating voltage drop across both plates is 2.15 kV yeilding 8
mV of dark counts a full width at half maximum of 8 ns. The detector did have a “burn-in”
period. Over the course of the first year, the operating voltage was raised from 2.00 kV to
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2.15 kV. The phosphor screen is operated at a voltage of 3.25 kV. In the current detector
circuit, the phosphor screen is used both for alignment of the bottle and as an anode from
which the capcitively coupled current is measured.

Alignment of the magnetic bottle greatly effects the signal intensity on the detector. The
final magnification of the electron cloud from the magnetic bottle is about 400 µm, a factor
of twenty, which is very near the size of the 900 µm skimmer. The position of the rare-earth
magnets is controlled by a set of picomotor actuators on a 3-axis translation stage. The
picomotors are peizo driven and have a minimum step size of 30 nm. The magnet is typically
moved in 30 µm steps until the signal, as viewed on an oscilloscope, is highest. The bottle
can also be aligned by looking at the image created by the photoelectrons on the phosphor
screen. Typically the bias voltage is turned up about 200 V. Then, the stages can be moved
until the spot is brightest and smallest. Poor alignment manifests as a dim asymmetric spot
on the phosphor.

2.6 Calibration

Calibration of the instrument is performed by three photon photoionization of Xenon atoms.
Xenon is pumped into the chamber through a 100 µm gas inlet near the skimmer. Using the
second-harmonic sum-frequency signal (SH-SFS) from the TOPAS, we are able to generate
2-5 µJoules of 238-255 nm light, which is used to ionize the Xenon to its 2P1/2 and 2P3/2 state
per the relation below. Using three photons of UV, this gives photoelectron kinetic energies
of 1-3 eV.

Xe
hν−→ Xe+

2P1/2,
2P3/2

+ e− (2.7)

The calibration scheme used for the project has changed somewhat since last described[1,
7, 8]. Originally, Xe and Ar were multiphoton ionized with a single laser wavelength yielding
a four point fit. More recently, the tunable UV output fromSH-SFS of the TOPAS has been
used to detach Xe alone at 4 to 6 wavelengths creating an 8-12 point fit. This change was
motivated by several reasons. First, the tunable UV power was low before the addition of
the new femtosecond system, so usable wavelengths were the 266 nm third harmonic of the
ultrafast laser or 248.6 nm, a [1+2] resonant photodissociation. Second, the three photon
photodetachment cross section for Xenon is much larger than the four photon cross section
of Argon.

As with the liquid jet, the Xenon atoms have negligible velocity in the lab frame; therefore,
we consider the lab frame velocity to be the photodetachment velocity and neglect to change
to center of mass coordinates. The expected velocity of the photelectrons at a known laser
wavelength and binding energy is given by the kinetic energy using the equation below. The
factor of three is due to the number of photons in the ionization process.
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vknown =

√
2

me

(3hν − eBE) (2.8)

This must also be equal to the length of the flight tube divided by the time of flight
relative to the trigger time, to, per Equation (2.2). By setting the two formulae for velocity
equal to each other and rearranging, one arrives at the following:

t =
`√

2
me

(3hνi − eBE)
+ to (2.9)

By plotting 1/v versus time of flight for all laser wavelengths, a straight line can be fit
to the calibration points. The slope of that line is the flight tube length, `, and the in-
tercept is time offset due to the delay between the trigger and the time of interaction, to.
As was mentioned by A. T. Shreve in his thesis[1], the wavelength from the TOPAS and
the femtosecond system may change based on the alignment. The wavelenth used for νi is
measured on a spectrometer. The spectrometer is calibrated on the mercury emission lines
with a mercury lamp. The calibrated wavelength is good to the nearest tenth of a nanometer.

The Xenon inlet has changed significantly since the commissioning of the new instrument.
A quarter inch stainless steal tube is brought into the bottom of the trap region on an
UltraTorr feed through. This is connected to a 1/16” stainless steal pipe connected to an
effusive jet nozzle with a 100 µm orifice with the same general design as the liquid jet. Typical
pressure in the Trap region while the Xenon jet is running is 10−4 Torr. The alignment of
the jet nozzle is quite sensitive and must be checked regularly.

2.7 Streaming Potentials

When an electrolyte flows through a tube, electrokinetic charging of the liquid occurs. These
streaming currents are generated by charge separation at the liquid-capillary interface. On
the glass surface, ions are adsorbed onto the glass subject to the chemical interaction of the
ion with the surface, which nucleates an electrical double layer. The current generated is due
to the radial variation in flow velocity inside the tube. At the surface of the tube, the liquid
flow velocity is slow, whereas in the center of the tube the flow velocity is high. The result is
a steady stream of charged ions near the interface flowing past the double layer, which gives
rise to a net charge flow within the jet[15–18].

The magnitude and sign of potential driven by the streaming current can vary wildly
based on the liquid, ion concentration, flow velocity, and diameter of the jet[15]. Typically
streaming currents can be reduced by running at low backing pressure, with relatively high
salt concentrations, and with very thin jets[19–21]. Even by taking these precautions, the
effect of the streaming potential generated by the liquid jets has a measurable impact on the
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Figure 2.8: Schematic showing the interaction region for a streaming potential measurement.
The distance, ∆x, between the liquid jet and the interaction point between the laser and
the calibration gas is systematically varied and a photoelectron spectrum is taken at each
distance.

electron kinetic energy and must be accounted for[7, 22, 23].

Measurement of the microjet streaming potential is a part of a normal calibration proce-
dure. Using the Xenon inlet described in the previous section, it is possible to take Xenon pho-
toionization data in the field of the liquid jet. At a single jet position between the Xenon/laser
interaction region, generated photoelectron will slow down or speed up in the field generated
by the jet, depending upon the sign of the streaming potential. The change in the kinetic
energy of the photoelectrons as a function of jet distance, ∆x, is of the form below. This
particular functional form is an approximation of the potential due to an infinite line of
charge, here, the jet[22, 23].

eKEmeas = eKEfield−free −
LΦ

L+ ∆x
(2.10)

In this relation, L is the distance between the laser and the skimmer, typically 1 mm, and
is considered to be a known quantity. The streaming potential, Φ, is determined from a fit of
the function above to a plot of the measured Xe 2P3/2 kinetic energy versus jet position. The
field free kinetic energy (i.e. with the jet off) is measured during calibration but is used as a
fit parameter to check the quality of the fit. A streaming potential measurement is typically
taken after the completion of data collection due to difficulties getting the jet to stop and
restart. For the experiments presented here, streaming potentials were largely constant of
the course of the day; however, live measurement of the streaming potential during data
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collection would be a major experimental improvement.

2.8 Summary of Changes to Shreve’s Drawings

Several changes were made to the vacuum chamber during construction. First, the differen-
tial pumping sheath (Fig. B17 p. 106, [1]) was delivered with clearance holes rather than
taps on the 10” CF flange. Because of this error, the detector chamber cannot be removed
without also removing the sheath and resetting both CF flanges.

Next, the original designs have two different mounting schemes for the grid for the elec-
tron detector. During construction, we elected to not use the Kimball-Physics groove grab-
ber system in Fig.s B24-B26[1] but, rather, the “alternate” mounting system shown in Fig.
B41[1]. The grid support plate is separated from the detector by insulating spacers and hard
grounded to the chamber through the stainless steel screw which attaches it to the detector
flange.

The 4.5” CF tee, which houses the “ice breaker”, in the original design has also been
removed. The enlarged opening for the liquid nitrogen trap allows for a larger solid angle of
jet to reach to cold surface of the trap, which has had the effect of greatly reducing the num-
ber of jets that freeze up from the bottom of the chamber. The entire ice breaking assembly
(part 43) has been removed to making cleaning simpler.

Finally, the largest change to the chamber has been the complete overhaul of the magnet
alignment hardware. The flexible drive shafts called for in the original design to turn the
alignment screws on the 3-axis translation stage were over their max bend specification and
would twist together when the rotary feedthrough was turned. In total, parts 21, 33, 34,
37, 38, and 40 in Figure B.4[1] have all been removed. The new magnet alignment system
consists of three picomotor actuators used in place of micrometers in a larger 3-axis stage
assembly. Power for the motors is supplied through a four BNC port 2 3/4” CF flange, which
replaces the multiplexer (part 21). The motors are controlled through a LabView program
on the data acquisition computer.

2.9 Practical Considerations of Ultrafast

Spectroscopy

In 2010, the Liquid Photoelectron Spectroscopy project was revamped as the Time-Resolved
Liquid Photoelectron Spectroscopy project through the addition of an ultrafast laser. The
original ultrafast laser was a Clark-MXR CPA-1000, model year 1998. As one of the first
commercial ultrafast systems, this model was once quite revolutionary; however, due to the
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stability requirements necessary for time-resolved measurements on liquids, this laser sys-
tem proved to be quite useless for measuring anything other than a streaming potential. In
Spring 2012, a new laser system, a Spectra-Physics Spitfire, was gratefully stolen from the
Leone Group and replaced the original Clark System. The Spitfire amplifier combined with
a Tsunami oscillator regularly create 2.1 mJ pulses at a kilohertz repitition rate with sub 75
fs pulse duration.

A pump-probe experiment requires at minimum two laser pulses and some way of delay-
ing one relative to the other. Splitting laser the beam is trivial. A kind of mirror, aptly called
a beam-splitter, is placed in the beam which partially reflects a fraction of the beam and
transmits the rest. Creating an optical delay is also not particularly difficult. The speed of
light is about a foot per nanosecond or, alternatively, 3.3 femtoseconds per micron. Tunable
delays between two ultrafast pulses can be generated by making one pulse travel a longer
distance than the other. Typically, this is done by putting one beam on a motorized stage
and leaving the other fixed. Our stage is one nanosecond long; therefore, the longest time
measurable with this stage is one nanosecond. Then, in this particular experiment, both
beams are recombined colinearly with a second beam splitter are run colinearly to the spec-
trometer. Of course, other higher-order flavors of pump-probe spectroscopy can be done with
more complicated pulse trains and non-colinear geometries, which are not discussed here.

2.9.1 Generating a Femtosecond Pulse

The ultrafast pulses for this experiment are generated via a four stage process. Ultrafast
pulses are generated in the oscillator through an optical phenomenon called mode-locking.
The low power pulses are then temporally stretched. After which the pulses are amplified and
then re-compressed. Stretching reduces the peak power of the pulse during the amplification
stage. This allows for a much greater amplification without burning the gain medium or other
optical components inside the amplifier. The process is called Chirped Pulse Amplification
(CPA). Further reading and more complete coverage of ultrafast fundamentals is provided
in the texts of Rulliere[24] and Boyd[25].

An ultrafast oscillator is a mode-locked laser, meaning that the longitudinal modes of the
cavity are in phase. Conceptually, one can think about a sum of standing waves in the optical
cavity, where each wave is an allowed resonator mode with a slightly different frequency. If
the waves are all in phase, they constructively interfere on some characteristic frequency cre-
ating a pulse train. The width of this pulse train is governed by the number and bandwidth
of modes in phase in the cavity. In an ultrafast oscillator, this effect is induced by bumping
an optical element within the cavity. This creates a local intensity maximum which bounces
between the end mirrors. For this reason, the repetition rate of passively mode locked ultra-
fast oscillator is always twice the cavity length divided by the speed of light.
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Figure 2.9: Chirped Pulse Amplification: A low-power high repetition rate femtosecond pulse
is first temporally steched, then amplified, then compressed.

In a Kerr lens mode locked oscillator, the local intensity maximum created in the cavity is
amplified on every pass. In a Kerr Lens active medium, such as Ti:Sapph, the lasing medium
acts as a lens. The higher the power of the driving field, the tighter the induced focus. This
focusing raises the energy density in the medium and drives up the Einstein B coefficient.
In this manner, even with a continuous wave pump laser, pulsed operation is amplified over
continuous operation. The result is nanoJoule, 100 megaHertz pulses with femtosecond pulse
duration.

The pulse from the oscillator is “chirped” to stretch it before amplification. Then, the
low power beam is used as a “seed” for a secondary gain medium. A temporally, chirped
pulse has a variation in the optical frequency of the pulse as a function of time. Chirp can
be induced such that bluer wavelengths arrive earlier than redder wavelengths or vice versa.
Spatial chirp can also occur. In the case of spatial chirp, part of the transverse mode of the
laser is a different color than the rest; for example, the top of the laser spot might be bluer
than the bottom. This phenomena is generally avoided.

In the stretcher, the pulse is stretched in time to a duration of about 100 picoseconds.
This is achieved by making the blue edge of the frequency spectrum travel a longer path
through the stretcher relative to the red. While stretchers can be made with prisms, reflective
gratings, or even transmission gratings, the stretcher in the Spitfire makes use of a reflection
grating. Rather than using many gratings, the beam is reflected back onto the same grating
four times in order to reduce cost and save space. This involves folding the beam between the
grating, a parabolic mirror, and a zero-degree incidence mirror. The focus of the parabolic
mirror is located at the face of the 0◦ mirror. This helps reduce any spatial chirp of the beam
due to the wavefront tilt induced by angling the beam up over the grating.

The stretched beam is then directed into the path of a second gain medium. The Spitfire
has a two stage amplification system which comprises of a regenerative amplifier (regen) and
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a two-pass “ring” amplifier. Without the seed, the regenerative amplifier is a laser in and
of itself; therefore, with wide Pockels cell timing and without the seed, the regen cavity will
lase. The stretched beam from the oscillator acts as a “seed”. When placed in the lasing
cavity of the regen, the seed beam stimulates the cavity to lase with the same characteristics
itself. In this manner, with every pass in the regen, the seed gets amplified with little loss in
spectral bandwidth.

The optical cavity of the regen is formed by two end mirrors with a Ti:Sapph crys-
tal in the middle. Both amplifier arms are pumped by the same Nd:YLF laser (Photonics
Industries DM-30), which is split using a wave plate and a polarizer. The power on each
of the various lines can be adjusted by changing the angle of the wave plate. Cavity seed-
ing and dumping is accomplished by two Pockels cells, a wave plate, and a thin film polarizer.

The Pockels cells act like optical switches. Depending on the voltage and the alignment
of the cell, the cell can act like a half wave plate, a quarter wave plate, or a window. Pulses
enter and exit the regen with vertical polarization, and they lase with horizontal polarization.
When the first pockels cell is fired, vertically polarized pulses are rotated to horizontal and
allowed into the cavity. When the second pockels cell is fired horizontal pulses are rotated
to vertical and are picked off by the polarizer. The time delay between the pockels cell firing
dictates the number of passes in the cavity. This delay is chosen such pulses are picked just
after the maximum of the gain curve.

The second stage amplifier is substantially simpler. The beam from the amplifier is routed
through a two pass loop-d-loop through a third Ti:Sapph crystal. On each pass through the
crystal, the intensity increases. The crystal is pumped by the vertically polarized portion
of the green pump beam from the entrance polarizer. From here, the beam is expanded (to
prevent burning of the optical components) and the polarization is rotated back to horizontal
on a periscope (for convenience).

Similar to the stretcher, the compressor also consists of four passes on a single grating;
however, rather than tilting the beam up and down, two 90◦ retro reflectors are used to fold
the beam back onto the grating. One retro reflector is placed on a stage so that the induced
chirp can be tuned. The angle of the grating in the compressor should have the same angle
as in the stretcher. This angle can be fined tuned using a FROG to achieve the best possible
compression.

2.9.2 Ultrafast Pulse Characterization

There are countless ways in which an ultrafast pulse can be distorted or destroyed. Residual
chirp in the pulse will change the zero overlap time as a function of wavelength yielding
diagonals in TRPES traces. A long pulse length reduces the time resolution of the experiment.
The central wavelength of the output beam can be changed by the alignment and change
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Figure 2.10: Three beam geometries for pulse characterization. Top: second harmonic gener-
ation autocorrelation in which the SHG intensity is monitored as a function of the distance
in path length between one arm of the interferometer and another. Middle: Single shot auto-
correlation in which delay in the interferometer need not be adjusted. Bottom: SHG FROG
in which the frequency spectrum of the pulse is measured as a function of optical delay.

the wavelength of the photodetachment pulse, which makes the electrons look more or less
tightly bound. Therefore, it is very important to have an accurate understanding of the
characteristics of the pulse. There are two ways in which we do this: FROG and cross-
correlation. While cross-correlation only allows for the measurement of the intensity envelope
of the pulse with time, FROG allows significantly more detailed pulse characterization. In
a cross-correlation, a mixing process such as sum-frequency generation for two differently
colored beams is performed, usually in a BBO. The third color generated from the crystal is
placed on a photodiode, and one color is optically delayed relative to the other before being
recombined colinearly. The resultant intensity as a function of time is a convolution of the
intensity trace of one pulse relative to the other. The gaussian width of the cross-correlation
is related to the width of both pulses by the relation:

σ2
xcorr = σ2

1 + σ2
2. (2.11)

If both beams are the same color, this process is called an autocorrelation, and the gaus-
sian width of the pulse is the width of the autocorrelation divided by the square root of two.
The gaussian width and the full width at half maximum (FWHM) of the pulse are strictly
different: FWHM = 2

√
2ln(2)σxcorr.

Frequency-resolved optical gating (FROG) is a variant on the setup above except the
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beams are recombined non-colinearly. The mixed frequency is generated bisecting the angle
of the two beams and is imaged on a spectrometer as a function of delay. The change in the
spectrum as a function of delay allows for retrieval of residual chirp, reconstruction of the
wavelength and time dependent phase, and of course the temporal duration of the pulse.

The width of the ultrafast pulse governs the time resolution of the instrument. The cross-
correlation at the chamber is a measure of the instrument response function. This instrument
response function is in turn convoluted with any dynamics that might be observed in the
experiment. If the decay dynamics occur on the same time scale as the width of the response
function, it may be difficult to extract an accurate lifetime. A good Gaussian width for the
800 nm + 266 nm cross-correlation outside of the chamber is 70 fs.
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Chapter 3

Analysis of Time-Resolved Data

Portions of this chapter published as Elkins, M. H., Williams, H. W., Neumark, D. M.,
Dynamics of Electron Solvation in Methanol: Excited State Relaxation and Generation by
Charge Transfer to Solvent, Journal of Chemical Physics, 142, 234501, (2015). Reproduced
with permission.

The following chapter details the methods by which raw data files are post-processed
before analysis and the global fitting routines used to analyze data in Chapters 4 through 7.
Post-processing of the raw data files includes: background subtraction, baseline correction,
rebinning, and conversion from time of flight to eKE space. The time-resolved data analysis
section details: an estimate of a reasonable number of kinetic components using singular
value decomposition, the implementation of global lifetime analysis used in Chapters 5 to
7, and a global fitting routine that allows for spectral shifts used to analyze the two pulse
methanol data in Chapter 5. All code referred to in this section are included in Appendix D.

3.1 Post-processing of Time-Resolved Data

The raw data files from the data acquisition program are saved in two forms: the “com-
binedsums” file and as a set of files at individual optical delays. The combined sums file
contains summed signal intensities over all laser shots as a function of time of flight and
optical delay (stage position). The current implementation of the data acquisition code calls
for the entire set of stage positions to be cycled through before a background scan is taken,
which equates to a couple minutes of real time. Since it may be necessary in some cases to
remove individual scans, the data for each optical delay are saved in the individual delay files.

The post-processing code is shown in Appendix D. This code makes use of the combined-
sums file output from the data analysis code and the “config table” which contains the stage
positions. There are typically two ways in which background spectra are subtracted: either
with and without the pump beam or by subtraction of the the individual one color spectra. In
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the first line of code, it is necessary to specify how many background scans were taken. The
header of the code also contains the last used set of calibration constants, see Section 2.6,
which must be entered manually. The values “tau”, “IRFFWHM”, and “fig”, defined in Sec-
tion 3.3.3, contain initial values for the global fitting code, which can be changed as necessary.

Most often the spectral features that we are interested in measuring are those that change
with delay between the various individual laser pulses. However, each individual laser may
generate photoelectron signal. These “one-color” photoelectron spectra do not change with
delay and are most often subtracted from the photoelectron spectrum. Even at photon en-
ergies less than 100 nanoJoules per pulse, very intense one-color signal may generated from
two and higher photon processes. The first step in the post-processing code is to subtract
these background spectra.

The background spectra are saved in the final columns of the combined sums file, as if
they were the last stage positions. The code takes the specified number of background scans,
adds them together, and then creates a matrix the length of the number of delays in the
config table and subtracts this matrix from the rest of the data matrix.

After background subtraction, the baseline must be leveled. The oscilloscope constantly
updates where the zero volt level is defined. For very low voltage measurements, this contin-
ually varying voltage offset is a large source of baseline fluctuation and prevents the use of
a static “discrimination” level within the data acquisition software. It has been the practice
to set the baseline level negative enough such that the PE signal is never clipped negatively
by the scope. In the post-processing phase, a zero-slope line is fit to the baseline, and the
fitted intercept is then subtracted from the total PE signal.

In the code, this is implemented by a user prompt, which ask the user which delay should
be used for baseline leveling. This should be a delay in which very little signal is expected,
usually a very negative or very positive delay depending on the system. The data at that
delay are then plotted, and the user is prompted with the option to exclude some time of
flight range. This allows the baseline to be releveled even if there is still some data in that
particular delay.

Next, the data are converted to eKE using the appropriate Jacobian transformation, see
Section 2.4. Finally, the photoelectron spectrum is rebinned to 10 ns bins. The maximum
resolution, as determined by the width of our dark counts, is 8 ns; however, fit errors on our
800 meV wide photoelectron spectra may be as large as 100 meV, which is up to 30 ns,
depending on the energy lane. The effect here is to both adjacent-average smooth the data
and reduce the size of the data matrix for global fitting of the time-resolved data.
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3.2 Singular Value Decomposition

Singular value decomposition (SVD) is a powerful tool for analyzing large data sets[1, 2].
True integration of this technique into the data analysis has not yet been fully developed. It
is relevant to this thesis only as a way of defining what “a minimal basis of kinetic compo-
nents” means in the next section on global lifetime analysis. The simplest implementation
of SVD is as an estimation of how many distinct parts of the dataset are changing.

SVD is a type of matrix decomposition of the form below. If Data is an m by n matrix,
U is an n by n matrix of basis vectors in the row space of Data, and V is an m by m matrix
in the column space of Data. If Data is energy versus time, as in all data presented here,
then U is an orthogonal basis in energy and V is an orthogonal basis in time. S is the m
by n matrix of singular values. S is diagonal but not normal, so the singular values are not
strictly eigenvalues. Instead, they can be thought of as amplitudes of the various components.

Data = [U ][S][V ]∗ (3.1)

There are as many values in S as there are dimensions in m or n (which ever is smaller);
however, the magnitude of the singular values rapidly decreases going down the diagonal.
The dimensionality of the problem can be reduced by discarding the small singular values,
which are interpreted as noise. This is a common technique for noise reduction in digital
signal processing. In most instances, it is quite obvious when amplitudes of the singular
values drop off. In excited state data in the various solvents, only three singular values are
significantly non-zero: one constant time part, one rapidly varying, and one slowly varying.
When the difference spectra are analyzed, the constant time portion (the ground state) is
no longer present, and the dimensionality is further reduced to just two.

SVD is a spectral decomposition method by itself. Analysis of the basis vectors in U
and V give insight into the various spectral and temporal components without making any
assumptions about the nature of the data set. The generality of the method is its strength
but also its fault. An orthogonal basis in time or energy may not the basis that gives the
most chemical insight. As a chemist, it is necessary to decide if the kinetics should be fit by
exponentials, or the spectral components by Gaussians, or the entire data set by a kinetic
mechanism.

3.3 Global Lifetime Analysis

Global lifetime analysis (GLA) is used extensively in this work to separate spectral contri-
butions with differing dynamics but which have significant spectral overlap. This method
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allows for simultaneous fitting of the entire data set rather than integrating the intensity
in specific energy lanes. GLA is predicated on two assumptions: first, that the spectral and
temporal components of the spectra are separable and, second, that the dynamics can be
accurately modeled by sums of exponentials. [3, 4]. If both assumptions are valid, the data
can be represented by sums of exponentials scaled by a constant which depends on energy
called the decay associated spectrum (DAS). The assumption of seperability breaks down in
the case of spectra that shift on the same time scale as they decay, which makes the DAS
markedly more difficult to analyze[5]. A general description of GLA, the generation of DAS,
and the relation of the DAS to the species associated spectra (SAS) is presented using the
three-pulse methanol data as an example[6].

3.3.1 General Ideas and Assumptions

First, it is assumed that each spectral component is separable into two parts: one which
depends only on energy, Sj(eKE), and the other which depends only on pump-probe delay,
Sj(∆t). Physically, this means that the spectra do not shift on the same timescale over which
they change in intensity. This idea is expressed mathematically below, where sigma is the
relative photodetachment cross section, :

S(eKE,∆t) =
n∑
j=1

σrSj(eKE)Sj(∆t) (3.2)

Second, it is assumed that the data obeys exponential kinetics. The intensity of the fea-
tures as a function of time then behave as sums of exponentials (Ex: [A(t)] = Ae−k1t−Be−k2t).
Based on this assumption, the data can be represented as sums of mono-exponentials (con-
voluted with the instrument response function, L(z −∆t)) with coefficients that depend on
energy. The coefficients, DASτi(eKE), are the decay associated spectra (DAS).

S(eKE,∆t) =
m∑
i=1

DASτi(eKE)[ez/τi · L(z −∆t)](∆t) (3.3)

The DAS are quite different from the Sj(eKE)’s, the fixed delay spectra of the species of
interest. The DAS merely gives the scale of the coefficient in front of a particular exponential
in the sum at a particular energy.

Finally, given these assumptions, one can globally fit the data to equation (3.3) using a
nonlinear least squares fitting routine. The optimized parameters are the rate constants, the
amplitudes DASi(eKE), time zero, the width of the cross correlation and a static offset. Care
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must be taken to assure that the data are fit with a minimum number of kinetic components.

3.3.2 Kinetic Analysis and Species Associated Spectra

Notice that at this point no kinetic mechanism has been assumed. While many systems
can be quite complicated, the DAS for each component must be consistent with any kinetic
model that is put forward. To generate Sj(eKE) from the DAS, one must first assume a

kinetic mechanism, for instance, I
τ1−→ II

τ2−→ III with initial condition I + II + III = 0,
shown below.

SI(∆t) = I0e
−k1t (3.4)

SII(∆t) =
I0k1

k1 − k2

[e−k2t − e−k1t] (3.5)

SIII(∆t) =
I0

k1 − k2

[k2e
−k1t − k1e

−k2t] (3.6)

The kinetic equations describing each state are then substituted for Si(∆t) and eqn. (3.2)
is set equal to eqn. (3.3). The DAS can then be solved for as a function of Sj(eKE). The
result is below.

DASτ1 = SI(eKE)− k1

k1 − k2

σr,IISII(eKE) +
k2

k1 − k2

σr,IIISIII(eKE) (3.7)

DASτ2 =
k1

k1 − k2

σr,IISII(eKE)− k1

k1 − k2

σr,IIISIII(eKE) (3.8)

Note that the intensity of each DAS has the same sign as the coefficient in front of the
exponential in the corresponding kinetic equation. The sign of each part in the sum deter-
mines the sign of the shape of the DAS. Since the decay associated spectra are known from
the fit, a known spectrum for SIII can be used to calculate SI and SII .

3.3.3 The GLA Code in Several Steps:

The copy of the code included in Appendix D is a general Global Lifetime Analysis treatment
which allows for kinetic components going in both the positive and negative decay directions.
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This particular feature may be necessary in the case that there are dynamics from the probe
coming before the pump, the pump before the probe, or when the pump and probe beam
are the same color, a degenerate experiment. The current implementation of the code is an
adaptation of the work from Adam Chatterly’s thesis [7].

The super structure of the code consists of the main function file, “DegenGlobalFit”,
and the fitting function files. The inner fitting function file, “GeneratePES”, contains the
convolution of a single kinetic rate component with the instrument response function. This
is called by the outer fitting function, “GenerateTRPES”, which takes DAS for one kinetic
component from the inner file and creates a matrix with as many kinetic components as
specified to fit the entire time-resolved spectrum. The main function file calls the nonlin-
ear least squares fitting routine in Matlab, specifies the function file, and formats the output.

The inputs to the code are: tau, IRFFWHM, delays, eKE, TRPES, and fig. Tau is a
vector of initial guess for the lifetimes of the kinetic components. If the value is negative, it
is treated as a decay in the negative time (probe first) direction. Any number of positive and
negative lifetimes can be input. IRFFWHM is a guess at the full width at half maximum of
the instrument response function (IRF). Delays and eKE are the delays and energies that
the data were taken at. TRPES is the matrix to be fit.

The outputs are: DAS, taus, decays, fit, residuals, t0, FWHM, and y0. Taus are the final
lifetimes after convergence of the fit. FWHM is the final width of the response function.
y0 and t0 are a scaling factor and the fit zero delay point, respectively. DAS are the decay
associated spectra found during the fit. The decays contain the delay dependent intensity of
each of the spectral components. Finally, the fit TRPES matrix and the residuals are also
made available after fitting.

Lines 47 to 51 create a matrix of initial values for the fitter. These are the variables that
will eventually be optimized in the fit. The x0 matrix is as many bins wide as the number
of lifetimes and as long as the number of energy bins plus four. The first four rows of the x0
matrix are the lifetimes, t0, y0, and the Gaussian width of the IRF. The remaining rows are
the initial guess for the DAS, which are usually all initialized to the same value, y0.

Lines 55 to 65 can be uncommented to specify bounds on the fit parameters. Lines 71
and 72 are used as a weighting factor in the various dimensions. The helps account for the
fact that the energy scaling is non-linear by weighting the low eKE region less than the high
eKE (by the difference between the adjacent energy lanes). Finally, the weight matrix is mul-
tiplied by some order of magnitude in order to scale the residuals in the fit by a large enough
number that the Matlab can handle. This has the side effect of increasing or decreasing the
fit tolerance.

Lines 74 to 81 call Matlab’s native nonlinear least squares fitting function, lsqnonlin.
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Line 79 specifies that at each iteration the function outputs be generated. This allows for
live monitoring of the progress of the fit but also substantially slows down the fitting routine.
This functionality can be disabled by commenting out this line and line 173 to 188, which
create the plot that updates at each iteration. Line 77 displays fit details in the Matlab
command line at every iteration. This line also slows down the code and can be commented
out as necessary.

Once the fit has completed, lines 85 to 93 pick out the fit variables to output. Lines 95
to 171 just plot the data.

Finally, in the last section of code, the inner fitting function, GeneratePES, first takes
a single lifetime and creates kinetic trace. This trace is a exponential convoluted with a
Gaussian. The function for the kinetics is then scaled by a constant, DAS, for every energy
lane. The output of this matrix is length of eKE by length of delays matrix with a single
exponential decay. This is then turned into a sum of exponential decays by the outer fitting
function, GenerateTRPES.

3.3.4 Error Analysis:

In order to report an error bound, we aimed to develop a confidence interval for the globally
fitted lifetimes, considering the impact of the other fit parameters. The method used here is
referred to as Support Plane Analysis, but more generally it can be thought of as an F-test.
In this analysis, the quality of a fit is judged by the F-statistic, which determines the values
of the chi-squared distribution that are above an acceptable value for a given level of confi-
dence (95% here). The values of each variable for which chi-squared is below that generated
by the F-statistic yield a confidence interval, which can then be used as error bounds.

To conduct an F-test for a two rate constant global fit, the chi-squared for the best
fit (χ2

min) is first calculated. A vector of test lifetimes for each rate is then generated. For
example, if the best fit lifetime is 140 fs, a vector of 100 values between 30 fs and 300 fs
is generated. A least squares fit is conducted at each test value and the chi-squared value
computed. For a two rate constant global fit, this is an n by n matrix of test chi-squared
values. The value of the F-statistic is calculated using the equation below, where v1 is the
number of fitted parameters and v2 is the number of degrees of freedom, χ. The degree of
confidence, p, is a number between 0 and 1. Common values are 0.95 for 2σ and 0.32 for σ.

χ2
x

χ2
min

= 1 +
v1

v2

Finv(p|v1, v2) (3.9)
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Figure 3.1: Test Chi-squared matrix for the three pulse data. The circle is the limit of the
95% confidence interval calculated from support plane analysis.

The equation above returns a number greater than one. The plane defined by χ2 = χ2
x

intersects the matrix of test chi-squared values at the limits of the confidence interval. Figure
5.10 shows a contour plot of the test chi-squared matrix for the three pulse methanol solvated
electron data. The loop inscribed is the limit of the 95% confidence interval. This method is
generalizable to any number of lifetimes. For an arbitrary number of lifetimes, the rank of
the tensor of test values is equal to the number of lifetimes and is always one rank greater
than the confidence interval.

Confidence Interval Code Implementation

The confidence interval code is nested set of for-loops that refit the dataset at an array of
initial values. The relevant output from the fits is a comparison of the chi-squared values for
each fit. This code is again a reworking of Adam Chatterly’s code[7]. Significant improve-
ments to the code have been made by parallelizing the loops such that the parallel computing
capabilities of Matlab and a computational machine can be used to both tighten convergence
conditions and speed up the code.

Lines 8 to 11 create a space of test lifetimes. The vector of values for each lifetime should
be centered around the optimum value and contain enough width such that it samples past
the confidence interval. Line 17 generates a value for chi-squared at the optimum set of fit
parameters; this becomes the minimum for the test chi matrix. Lines 21 to 27 loop through
the test lifetimes and fit the data to a functional form where the lifetimes are not adjustable
fit parameters, defined by “DegenGlobalFitFixed”.
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When a parfor-loop is called in Matlab, Matlab should automatically start a parallel pool
with the default number of workers, 12. Parallelizing the loop takes a significant amount of
time, so for small matrices, less than 10 by 10, it may be less efficient to run a parallel
for-loop. Variables can not be defined inside of a parallel loop; therefore, the limits on the
inner loop must be defined outside of the loop.

The fitting function inside the for-loop is a modified version of the global lifetime analysis
code shown in the previous section. The changes to the fixed lifetime version of the code
include: removing all lines of code that plot figures, commenting out the outfun and iter
options in lsqnonlin, and removing the lifetimes from the matrix of optimized variables.

Finally, lines 36 and 37 count the number of variables used in the fit, and lines 32-33 and
40-43 plot the χ/χmin matrix with a loop drawn at the specified confidence interval.

3.4 Shifting Global Fit:

3.4.1 General Ideas

While no chemistry must be strictly assumed for a GLA type analysis, in a second global
fitting model we make some assumptions about the spectral landscape of the problem to
gain a better understanding of the nature of spectral shifts. First, Gaussian line shapes
have been assumed for all spectral features. This general line shape is seen in all previ-
ously published photoelectron spectra on solvated electrons and therefore seems reasonable
for our model. The centers, xi, and widths, wi, of the Gaussians are allowed to shift with
the same exponential time constant, kc,i, which is a fit parameter in the model. In addition,
each component is allowed to decay with kd,i. The general functional form of the fits is below.

S(eKE, t) =
n∑
i=1

Ai

wi
√

2π
e
−2

λ−xi
wi

2
∫ ∞
−∞

e−kd,izL(z − t)dz (3.10)

wi(t) = wi,∞ + (wi,0 − wi,∞)e−(t−t0)kc,i (3.11)

xi(t) = xi,∞ + (xi,0 − xi,∞)e−(t−t0)kc,i (3.12)

3.4.2 Shifting Fit Code

The implementation of the code is a variation on the GLA code with a different set of input
variables and a new fitting function. The new input variables are: the initial and final peak
centers, the initial and final peak widths, the thermalization and decay lifetimes, and the
variables IRFFWHM, delays, eKE, and TRPES as defined in the GLA section. The fitting
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function is in one part, “GeneratePESshift”, rather than two, but is otherwise similar. An
arbitrary number of decaying and shifting features can be included; however, a full set of
initial values must be called or the function will crash. A full set includes: one thermalization
lifetime, one decay lifetime, and initial and final peak centers and widths.

The fit parameters in the x-matrix are many fewer than in the GLA code. Rather than
having the same length as the number of energy bins plus four, there are nine rows of initial
values corresponding to the set of initial values described above plus the zero pump-probe
delay time, t0, and an initial amplitude, y0. Lines 81 to 87 call the lsqnonlin fitting function
with the same options as in the GLA code. Lines 92 through 100 format the optimized vari-
ables so that the function will output them. The rest of the code plots the fit results.
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Abstract

The relaxation dynamics of the photoexcited hydrated electron have been subject to conflict-
ing interpretations. Here we report time resolved photoelectron spectra of hydrated electrons
in a liquid microjet with the aim of clarifying ambiguities from previous experiments. A se-
quence of three ultrashort laser pulses (∼100 femtosecond duration) successively created
hydrated electrons by charge-transfer-to-solvent excitation of dissolved anions, electronically
excited the electrons via the s→ p transition, and then ejected them into vacuum. Two dis-
tinct transient signals were observed. One was assigned to the initially excited p-state with
a lifetime of ∼75 fs and the other, with a lifetime of ∼400 fs, was attributed to s−state elec-
trons just after internal conversion in a nonequilibrated solvent environment. These results
support the nonadiabatic relaxation model.

One Sentence Summary

Time-resolved photoelectron spectroscopy in liquid jets provides new insight into the relax-
ation dynamics of the hydrated electron, nature’s simplest quantum solute.
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4.1 Main Text

The hydrated electron e−aq is a species of fundamental interest in the chemistry of water. It
has been implicated in phenomena ranging from aerosol nucleation to radiation damage in
DNA [1]. As the simplest quantum solute, with only a single electronic degree of freedom,
it has been the focus of many experimental and theoretical studies over the years [2–4].
Nonetheless, many of its key attributes remain controversial. For example, the standard pic-
ture [5] of an electron residing in a cavity of radius < 2.4Å has been repeatedly questioned
[6]. Another unresolved issue concerns the relaxation mechanism of e−aq subsequent to elec-
tronic excitation. This mechanism, which represents a subtle interplay between solute-solvent
interactions and electronically non-adiabatic dynamics, is of critical importance in hydrated
electron chemistry and radiation biology, given that excited states of e−aq are considerably
more reactive than its ground state [7]. The relaxation dynamics of e−aq upon excitation have
been studied in bulk water using transient absorption (TA) [8–10] and resonance Raman
spectroscopy [11]. Complementary studies have also been carried out in size-selected water
cluster anions using time-resolved photoelectron spectroscopy (TRPES) [12]. In this work,
we connect these very disparate experimental techniques, using TRPES of hydrated electrons
in liquid water microjets to resolve key questions regarding the relaxation mechanism of e−aq.

The hydrated electron has a characteristic electronic spectrum peaking at 720 nm that is
attributed to excitation from its ground s-state to a manifold of excited p-states within the
solvent cavity [13]. The proposed relaxation mechanism following s→ p excitation is shown
in Fig. 4.1. It comprises solvent relaxation in the p-state, p → s internal conversion, and
solvent relaxation in the s-state. These three processes are characterized by time constants
τP , τIC , and τS. In TA experiments by Barbara and coworkers [8], the s→ p transition was
excited with a femtosecond pump pulse, and the resulting dynamics were followed by the
absorption of a broadband femtosecond probe pulse. Three time scales of 50 to 80 fs, 200 to
400 fs, and 1.1 ps were identified and have been largely reproduced by other laboratories
[9, 10]. However, the assignment of these lifetimes to particular physical phenomena has been
a matter of some debate. Two basic models (Fig. 4.1) are proposed: the “adiabatic” model
and the “nonadiabatic” model [2]. The adiabatic model assigns the rapid timescale (50 to
80 fs) to τP , the intermediate time scale to τIC , and the slow timescale to τS. Alternatively,
the “nonadiabatic” model assigns the fastest observable time scale to τIC and the slower two
to τS. From TA alone, one cannot easily distinguish between the two models, and differing
theoretical treatments have favored both models [14, 15].

TRPES of anionic water clusters (H2O)−n , provides a different perspective on hydrated
electron relaxation dynamics [16–19]. In these experiments, the excess electron is electron-
ically excited with a femtosecond pump pulse and then photodetached with a femtosecond
probe pulse. The resulting time-dependent photoelectron spectra show a transient feature
clearly associated with the cluster excited state and directly yield τIC at each cluster size.
These experiments show that τIC decreases from 190 fs to 60 fs with increasing cluster size
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Figure 4.1: Proposed relaxation mechanism of the electronically excited hydrated electron.
Initial p-state solvent relaxation is followed by IC and then s-state solvent relaxation. Adia-
batic (left) and non-adiabatic (right) models differ primarily in τIC .

up to 200 water molecules. Extrapolating this trend to the bulk (n→∞) limit implies τIC =
60 fs for e−aq. This trend suggests that the fastest time constant seen in the TA experiments
corresponds to τIC , consistent with the non-adiabatic relaxation model (Fig. 4.1).

The validity of this conclusion depends on whether water cluster anions are in fact gas
phase analogues of e−aq, a subject of considerable discussion [2, 20, 21]. Recent experiments
on liquid water microjets have tested this correspondence directly by using photoelectron
spectroscopy to measure the vertical detachment energy (VDE) of hydrated electrons in liq-
uid jets [22–26]. The value obtained, 3.3 to 3.5 eV, agrees well with the extrapolated VDE
obtained from photoelectron spectra of water cluster anions [18, 27, 28], and raises the ques-
tion of whether the cluster dynamics will also extrapolate to an observable bulk quantity. In
this paper, we report TRPES experiments on liquid water jets that directly yield the p-state
lifetime of e−aq, resolving which of the two models in Fig. 4.1 is more appropriate. Our results
provide the missing link between the time-resolved water cluster anion experiments and the
TA work on bulk hydrated electrons.

The principle of the experiment, in which three femtosecond laser pulses interact with a
liquid water jet, is outlined in Fig. 4.2 and in Eq. 4.1.

A−(aq)
hν1,∆t12−→ A(aq) + e−(aq)(s)

hν2,∆t23−→ e−(aq)(p)
hν3−→ e−(vac) (4.1)

The first pulse, hν1, is centered at 239 nm and generates hydrated electrons via charge
transfer to solvent (CTTS) excitation of a precursor anion; results are reported here for a 100
mM solution of I−, but identical results were obtained using Fe(CN)4−

6 . The time (∆t12)
between hν1 and the pump pulse, hν2 (800 nm, 1.55 eV, 85 fs), is held at 200 ps to en-
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Figure 4.2: Energy diagram of experiment. Three femtosecond laser pulses interact with the
liquid jet.

sure a population of equilibrated, ground state hydrated electrons [29]. The pump pulse lies
within the s→ p absorption band and excites an electron to the p-state manifold. The probe
pulse, hν3 (266 nm, 4.65 eV, 125 fs), then detaches the electron to vacuum. The resulting
photoelectron kinetic energy (eKE) distribution is measured as a function of ∆t23. Because
TRPES measures the energy of populated states relative to vacuum, electrons ejected from
the p-state will have higher eKE than those ejected from the s-state, which enables us to
distinguish between them. The experimental set-up comprises a liquid jet source described
elsewhere [25, 30], a 1 kHz femtosecond laser system, and a magnetic bottle electron spec-
trometer [26, 31].

Shown in Fig. 4.3 are TRPE spectra using two background subtraction schemes. The eKE
scale is corrected for the liquid jet streaming potential as described previously.[30, 32] The
photoelectron spectrum is shown in Fig. 4.3A, with the individual one-color contributions
from hν1 and hν3 subtracted from the three-pulse spectra. Each ultraviolet beam causes a
delay-invariant two-photon signal from detachment of the precursor anion, which we treat
as background. A short-lived transient feature above 2.0 eV and a broad, intense feature
centered at 1.2 eV are shown in Fig. 4.3A. The latter corresponds to a VDE (=hν3-1.2 eV)
of 3.45 eV and is readily assigned to detachment of the s-state of e−aq based on previous
work. [23–26] Recent experiments [33, 34] suggest that the escape depth in liquid water for
photoelectrons in this eKE range (1-3 eV) is at least 5 nm, which is approximately a factor
of 20 larger than the cavity radius of e−aq. These results imply the detached electrons seen
here are not predominantly sampled from the jet surface.
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Figure 4.3: Time resolved photoelectron spectra. The plots show three-pulse spectra from
which (A) the contribution from each one color spectrum has been subtracted and (B) the
(hν1 + hν3) two-color spectrum has been subtracted. (C) Spectra from (B) at early times,
showing curve at 230 fs subtracted.

The result of subtracting the (hν1 + hν3) two-pulse spectrum from the three-pulse spec-
trum at each delay time is shown in Fig. 4.3B at each delay time. These difference spectra
show how the photoelectron signal changes with the addition of the pump pulse, hν2. Here,
positive signal is induced by hν2, while negative-going signal represents depletion by hν2. The
depleted signal overlaps the ground state feature in Fig 3A. The positive signal in Fig. 4.3B
exhibits a shoulder from 2.3 to 2.6 eV at the earliest delays that disappears within 100 fs. By
230 fs (green trace), the signal has evolved into a smaller transient feature peaking around
1.7 eV that continues to decay and shift toward lower eKE on a significantly longer timescale.
The early-time behavior of the shoulder at high eKE can be more readily discerned by sub-
tracting the curve at 230 fs from those at earlier times. The result, shown in Fig. 4.3C, is a
peak centered around 2.5 eV.

To gain further insight into these dynamics, integrated signal is shown in Fig. 4.4 as
a function of delay over three energy intervals indicated in Fig. 4.3A. Data are shown as
points, and the solid lines are fitting functions. These regions are well fit by a simple sequen-
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Figure 4.4: Integrated intensity as a function of delay over three eKE intervals. Colors are
the same as in Fig. 4.3A.

tial three-step mechanism (I
τ1−→ II

τ2−→ III) with time constants τ1 = 75 ± 20 fs and τ2 =
410 ± 40 fs. In Fig. 4.4, the blue curve is associated with I in the mechanism, red with II,
and green with III. The fitting functions for each step in the mechanism are a convolution of
the measured pump-probe cross-correlation (115 fs) with the kinetic rate equation for each
step (supplementary text).

The blue curve in Fig. 4.4 corresponds to eKEs separated from the ground state feature
by hν2 and is assigned to the initially excited p-state. The green curve indicates that the
ground state is initially depleted by the pump pulse but that its population recovers as the
p-state relaxes. The existence of an intermediate state II is inferred from the observation
that ground state recovery is noticeably slower than decay of the blue curve. With reference
to Fig. 4.1, state II can be assigned either to p-state signal subsequent to solvent relaxation
in the excited state, or to s-state signal just after IC, in which the electron is surrounded
by a non-equilibrium distribution of solvent molecules. This assignment determines whether
the decay of the blue signal in Fig. 4.4 corresponds to relaxation within the p-state or to
internal conversion to the s-state.

The latter assignment is supported by several factors. First, as shown in Fig. 4.3A., the
energy interval corresponding to feature II falls on the high eKE edge of the ground state
spectrum but clearly lies within the eKE range of the ground state, just where one would
expect to see a contribution from vibrationally hot s-state signal. A close examination of
Fig. 4.3B suggests that for ∆t12 <230 fs, the pump-induced signal shifts toward lower eKE
as it loses intensity, as one might expect for signal associated with solvent relaxation on the
ground state.
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Moreover, assigning the red signal to the relaxed p-state signal would indicate an energy
shift of around -0.8 eV within the p-state subsequent to photoexcitation, as seen from the
difference between the blue and red energy windows and the data in Fig. 4.3B. Quantum-
classical molecular dynamics simulations of hydrated electron pump-probe signal using vari-
ous electron-water pseudopotentials do not support such a large energy shift [6, 14]; instead,
they find the p-state energy remains nearly constant while the s-state energy exhibits large
fluctuations. It thus appears more reasonable to assign the decay of the blue signal I to
IC, and the decay (recovery) of the red (green) signal to solvent relaxation on the s-state
subsequent to IC. This assignment then yields τ1 = τIC = 75 ± 20 fs, while τ2 = τs = 410 ±
40 fs represents the time constant for solvent relaxation subsequent to internal conversion.

Our value of 75 ± 20 fs for τIC supports the non-adiabatic relaxation mechanism shown in
Fig. 4.1, apparently resolving the ambiguity from the TA experiments (which yielded similar
time constants). Moreover, this value is remarkably consistent with the extrapolated τIC of
60 fs obtained from size-selected water cluster anions, suggesting that both the relaxation
dynamics and the VDEs for water cluster anions can be extrapolated to bulk values. The
data as interpreted here also yield a measurement of the VDE for the p-state of the hydrated
electron, 2.2 ± 0.2 eV, taking the center of the eKE distribution in Fig. 4.3C to be 2.5 eV.

We next consider whether our results show any evidence for p-state relaxation. Our more
recent work on water cluster anions showed the p-state photoelectron signal shifting to lower
eKE on the same time scale as IC, implying that these the two processes occur in parallel[18].
Similar dynamics are suggested here by Fig. 4.3C, which shows the early-time signal shift-
ing toward lower eKE as it disappears. However, this p-state signal overlaps the hot s-state
signal, which is shifting in the same direction, so the trend in Fig. 4.3C should be viewed
with caution. We do not see evidence for the slowest time constant (1.1 ps) seen in the TA
experiments, possibly because relatively few data points were taken at long time delays.

The experiments presented here open up the possibility of tracking solvated electron dy-
namics in methanol and other solvents, in which similar mechanistic issues have been raised
from TA experiments [35]. Also, with differing excitation schemes [36] it should be possible
to probe the relaxation dynamics of pre-hydrated and conduction band electrons in liquid
water jets. These electrons are more highly excited and delocalized than the p-state elec-
trons probed here, and their energetics and dynamics have been investigated but are less
well-characterized [37–39]. Hence, TRPES in liquid jets offers considerable potential for un-
raveling electron dynamics in water and other solvents.
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4.3 Supplemental Material

Materials and Methods

As depicted in the equation below, hydrated electrons are generated via charge transfer to
solvent excitation (CTTS) of a precursor anion in solution with hν1, then excited with hν2,
and detached to vacuum with hν3.

A−(aq)
hν1,∆t12−→ A(aq) + e−(aq)(s)

hν2,∆t23−→ e−(aq)(p)
hν3−→ e−(vac) (4.2)

Precursor anions are introduced by dissolving potassium iodide (EMD, ≥99% purity) or
potassium hexacyanoferrate (Sigma, ≥99.5% purity) in deionized and filtered water (18MΩ
resistivity Milli-Q, Millipore). The concentration of the solution (100mM) is optimized to
minimize streaming potentials. Solutions are introduced to vacuum by applying a high back-
ing pressure (115 atm) to the liquid behind a 20 µm ID fused silica capillary. The flow rate is
fixed at 0.25 mL/min resulting in a jet velocity of 13 m/s. The jet maintains a laminar flow
region for 1 - 4 mm before breaking up in to droplets. Excess solution is collected in a liq-
uid nitrogen cooled trap allowing for running pressures of 1x10−4 Torr in the liquid jet region.

Femtosecond pulses are generated from a Spectra Physics Spitfire amplifier (2.2 W, 75
fs, 1 kHz). The CTTS excitation pulse (hν1, 239 nm, ∼175 nJ) is generated from the second
harmonic of the sum-frequency signal output from a Light Conversion TOPAS. The excita-
tion pulse (hν2, 800 nm, 85 fs, ∼300 nJ) is recovered from the output of the third harmonic
generator used to create the detachment pulse (hν3, 266 nm, 125 fs, ∼150 nJ). A 200 ps delay
is maintained between hν1 and hν2. The delay between hν2 and hν3 is varied to generate
time resolved photoelectron spectra. Power dependence of the TR signal on each beam was
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Figure 4.5: (a) Syringe pump, (b) Three-axis translation stage, (c) Microjet assembly, (d)
Cryotrap, (e) Liquid nitrogen dewar, (f) Magnets, (g) Three-axis translation stage, (h) Post
and platform, (i) Picomotor electrical feed-through, (j) Calibration gas inlet, (k) Skimmer
and differential pumping sheath, (l) Flight tube, (m)Detector, (n) Solenoid, (o) Magnetic
shielding, (p) Camera, (I) liquid jet region (II) detector region

found to be linear in the experimental regime. The temporal widths reported in the text are
the average single pulse durations at the chamber, i.e. the full width at half maximum of the
cross-correlation divided by

√
2.

A schematic diagram of the experimental setup is provided in Fig. 4.5. Electrons are
sampled through a 500 µm skimmer located 1 mm from the jet. This allows for an operat-
ing pressure of 1.5x10−6 Torr in the detector region. The collection efficiency of generated
photoelectrons has been greatly improved since our last publication via the implementation
of a magnetic bottle. A strong magnet (1 T, Nd) near the interaction region generates an
inhomogeneous magnetic field, which guides electrons into the flight tube, where a solenoid
generates a uniform, 50 Gauss, magnetic field. In principle, 50% of generated photoelectrons
are collected and impact the chevron stack, microchannel plate (MCP) detector.

The time of arrival distribution of ejected photoelectrons at the MCP is collected on an
oscilloscope, and PE spectra are taken at various pump probe delays. To account for any
effect from jet fluctuation, background spectra are interleaved and subsequently subtracted.
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This background signal from both ultraviolet beams is caused by two-photon detachment
of iodide in the microjet and is consistent with results reported elsewhere. The background
subtraction is performed in one of two ways: either by subtraction of the (hν1+hν3) two-color
spectrum or by subtracting each hν1 and hν3 spectrum separately. The subtracted spectra
are then averaged and converted to eKE using the appropriate Jacobian transformation
(t−3). While individually subtracting the one-color contributions clearly shows the ground
state and draws a parallel to earlier work in water cluster anions, the subtraction method in
Fig. 4.3B more clearly shows the timescales on which the photoelectron spectra change, and
as such, both spectra are included.

While potassium iodide was used as the primary solvated electron source in these data,
spectra using potassium hexacyanoferrate were taken as a check for precursor effects on
the dynamics. No difference in the dynamics was found. Both hν1 and hν3 are resonant
with the CTTS band in hexacyanoferrate; therefore, photodetachment of electrons from the
precursor is competitive with the solvated electron signal, which lowers the signal to noise
in these spectra. Liquid jet streaming potentials are measured by three-photon ionization
of xenon in the presence of the charged jet, and calibration spectra are generated from this
same method but in the absence of the jet field. This method is described in more detail
elsewhere(28). The TRPE spectra in the text are included with an appropriate correction
for the streaming potential for that day (typically 0.175 eV).

Supplementary Text

Fitting functions for TR Spectra

The integrated intensity of the time resolved spectra over the three regions of interest in
the text are fit by a simple three-step sequential kinetic model (I

τ1−→ II
τ2−→ III ). The

solutions to the differential equations for intensity as a function of time are provided below.
H(t) is the Heaviside step function centered at the origin. The leading constants for each
step are allowed to float to account for difference intensity in each lane due to the width
of the integration lane and the relevant photodetachment cross section for each state. The
additive constant in C sets the initial value above zero.

A = A0e
− t
τ1 ∗H(t) B =

B0

τ1( 1
τ1
− 1

τ2
)
[e
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τ2 − e−
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τ1 ] (4.3)
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− e
− t
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τ2

]
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These kinetic equations are then convoluted with the Gaussian instrumental response
function below following the method described in Pederson and Zewail(40). The width of
the response function (σ) is generated from the measured cross correlation. The Gaussian
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also allows for a shift on the time axis (t0) to account for any mistake in our assignment of
the zero delay time.

L =
1√
2πσ
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2

2σ2 (4.5)

The results of this convolution for each A, B, and C are given below:
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The measured cross correlation width for each day of data is treated as a known quan-
tity. Only the scaling factors, both lifetimes, and the zero delay time are fit parameters
(A0, B0, C0, C1, τ1, τ2, & t0 ).
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Chapter 5

Dynamics of Electron Solvation in
Methanol: Excited State Relaxation
and Generation by
Charge-Transfer-to-Solvent

Originally published as Elkins, M. H., Williams, H. W., Neumark, D. M., Dynamics of
Electron Solvation in Methanol: Excited State Relaxation and Generation by Charge Transfer
to Solvent, Journal of Chemical Physics, 142, 234501, (2015). Reproduced with permission.

Abstract

The charge-transfer-to-solvent dynamics (CTTS) and excited state relaxation mechanism of
the solvated electron in methanol are studied by time-resolved photoelectron spectroscopy on
a liquid methanol microjet by means of two-pulse and three-pulse experiments. In the two-
pulse experiment, CTTS excitation is followed by a probe photoejection pulse. The resulting
time-evolving photoelectron spectrum reveals multiple time scales characteristic of relaxation
and geminate recombination of the initially generated electron which are consistent with prior
results from transient absorption. In the three-pulse experiment, the relaxation dynamics of
the solvated electron following electronic excitation are measured. The internal conversion
lifetime of the excited electron is found to be 130 ± 40 fs, in agreement with extrapolated
results from clusters and the non-adiabatic relaxation mechanism.

5.1 Introduction

The solvated electron, an isolated electron in polar solution, is a species of fundamental inter-
est to the physics of solvation and to the understanding of condensed phase reactions in the
presence of ionizing radiation.[1] The solvated electron is the simplest quantum solute and
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is thus a fundamental model system for understanding solute-solvent interactions. As such,
it has been the target of much experimental[2–4] and theoretical[5, 6] study in the context
of solvation. Nonetheless, many aspects of solvated electron dynamics remain unresolved,
even in water and methanol, which have been studied extensively. Recently, it has become
possible to couple liquid microjets to photoelectron spectroscopy [7, 8] and to measure the
photoelectron spectrum (PES) of excess electrons in high vapor pressure solvents.[9] In par-
ticular, by performing time-resolved photoelectron spectroscopy (TRPES) on electrons in
liquid water jets, key dynamical issues associated with solvated electrons can be addressed
that could not be explored directly by other means.[10–13] Here, this technique is used to
investigate the dynamics of solvated electrons in methanol subsequent to (a) their formation
by charge-transfer-to-solvent (CTTS) excitation and (b) electronic excitation of the s → p
transition.

The absorption spectra of solvated electrons in water[14] and methanol[15] exhibit a sin-
gle broad peak in the near-infrared, 720 nm in water and 630 nm in methanol, associated
with a transition from the ground “s-like” state to a quasi-degenerate manifold of “p-like”
states.[16] Much of the experimental work on the solvated electron in the two solvents has
used this band as a probe of its solvation dynamics, primarily via transient absorption (TA)
[17–23] and resonance Raman spectroscopy.[24, 25] In TA experiments, solvated electrons
are typically generated by ionization of the solvent or by photodetachment from a precursor
anion. Subsequent evolution of the s→ p band probes the time it takes the photogenerated
electron to equilibrate and, depending on the experiment, the relaxation dynamics of the
electron from its excited p-state.

Time-resolved experiments on solvated electrons generated by excitation of a precursor
anion in solution, such as an atomic halide ion, have been particularly useful for elucidat-
ing the dynamics of these species.[2, 26] Gas phase halides have no bound excited states,
but in solution these anions have broad charge-transfer-to-solvent (CTTS) bands in the
ultraviolet[27, 28] corresponding to short lived excited states that rapidly decay to solvated
electrons.[29] In contrast to photoionization or radiolysis of pure solvents, solvated electrons
created by this method are generated well below the water conduction band, which can sim-
plify the observed dynamics by limiting the excess energy of the ejected electron.[30] In TA
experiments on water[22, 31–33] and methanol[34] aimed at understanding electron solvation
subsequent to CTTS excitation, a UV femtosecond laser pulse generates electrons via CTTS
excitation, and the subsequent recombination and solvation dynamics of these electrons are
interrogated by a second broadband femtosecond pulse that probes the s → p absorption
band. These experiments have stimulated theoretical efforts aimed at understanding the un-
derlying dynamics.[35–37]

In complementary three-pulse TA experiments, solvated electrons are generated by CTTS
excitation in the UV and allowed to equilibrate. The s → p transition is then excited by a
near infrared (NIR) pulse, and the resulting dynamics are probed by TA with a broadband
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pulse. These so-called pump-repump-probe measurements were first carried out by Barbara
and co-workers[20] in water and, more recently, by Barbara[38] and Thaller et al[39] in
methanol. These measurements yield multiple time scales associated with relaxation of the
electronically excited electrons. Two competing models describe the p-state relaxation, the
“adiabatic” and “non-adiabatic” models, which differ according to whether the fastest time
scale seen in TA experiments is assigned to p-state relaxation or p→ s internal conversion.[20]
Identifying the most appropriate model has been the subject of considerable debate despite
a large body of theoretical work on solvated electrons in water[6, 40, 41] and methanol.[42–46]

Experimentally, distinguishing between these two mechanisms requires a direct measure-
ment of the p-state lifetime. Extracting this value from TA experiments is not straightfor-
ward, but it can be readily obtained from time-resolved photoelectron spectroscopy. [47, 48]
In our laboratory, experiments on size-selected (H2O)−n and (CH3OH)−n anion clusters using
TRPES yielded p-state lifetimes as a function of cluster size that extrapolated to bulk values
of 60 and 150 fs for water and methanol, respectively.[49–51] These results support the non-
adiabatic model for both solvents, but one can question the validity of such extrapolations
to elucidate bulk phenomena.

Since 2010, several laboratories have carried out photoelectron spectroscopy experiments
on electrons in liquid jets of water and other solvents in order to explicitly “bridge the gap”
between the cluster and bulk liquid regimes. These experiments have yielded the vertical
binding energy of electrons in water, methanol, and acetonitrile.[9, 11, 13, 52–55] Time-
resolved PES experiments have been carried out in liquid water jets via the two-pulse and
three-pulse schemes outlined by Eqs. (5.1) and (5.2), respectively, in which the second (or
third) laser pulse ejects photogenerated electrons from aqueous solution to vacuum and their
kinetic energy distribution is measured.

I−(aq)
hν1−→ I∗CTTS

∆t12−→ e−(aq)
hν2−→ e−(vac) (5.1)

I−(aq)
hν1,∆t12−→ I(aq) + e−(aq)(s)

hν2,∆t23−→ e−(aq)(p)
hν3−→ e−(vac) (5.2)

Two-pulse TRPES experiments in water provide complementary information to two-pulse
TA experiments.[10, 11] Recent three-pulse TRPES experiments on hydrated electrons in liq-
uid water jets yielded an excited state lifetime of 75 ± 20 fs, which is in agreement with the
cluster extrapolation and provides further evidence for the non-adiabatic model of hydrated
electron relaxation.[12]

Here, we carry out two-pulse and three-pulse TRPES experiments on methanol liquid
jets based on Eqs. (1) and (2). Solvated electrons in methanol formed by CTTS excitation
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undergo a multistep mechanism consisting of a 550 ± 110 fs decay attributed to decay
of the relaxed CTTS state, an 8 ± 3 picosecond thermalization of a “hot” population of
electrons, and a partial decay of the ground state electron signal on a time scale of 41
± 7 picoseconds. The excited state solvated electron, as examined from the three-pulse
experiment, is shown to undergo internal conversion to the ground state with a 130 ± 40
fs lifetime. The ground state then re-equilibrates with a lifetime of 800 ± 300 fs. The fast
internal conversion lifetime is consistent with the non-adiabatic mechanism along with prior
results in water and extrapolated results from methanol cluster anions.

5.2 Methods

The experimental apparatus for carrying out time-resolved photoelectron spectroscopy of
liquid jets is shown schematically in Figure 5.1. The design of the liquid jet source is in the
style developed by Faubel[56] and is unchanged from our previous work.[53] Iodide is intro-
duced to solution by dissolving potassium iodide (100 mM, EMD, ≥99% purity) in methanol
(Fischer, Optima 0.2 µm filtered). This solution is then injected into vacuum at high backing
pressure (80 atm) through a fused silica capillary (20 µm orifice diameter). The flow rate for
all methanol experiments is held at 0.33 mL/min.

The jet is crossed with a sequence of two or three laser pulses following either Eq. (1) or
(2). In the two pulse experiment, the CTTS band of the iodide anion is excited with hν1 (238
nm, 5.2 eV), and the generated electrons are detached with hν2 (266 nm, 4.67 eV, 125 fs). To
generate a time-resolved spectrum, ∆t12, the delay between hν1 and hν2, is systematically
varied in order to monitor the ensuing dynamics. In the three pulse experiments, electrons
are generated with hν1 (238 nm, 5.2 eV), excited with hν2 (800 nm, 1.54 eV, 75 fs), and
interrogated with hν3 (266 nm, 4.67 eV, 125 fs). ∆t12, is held fixed at 200 ps so that only
fully equilibrated electrons are excited.[22] ∆t23 is varied, and a photoelectron spectrum is
taken at each delay.

Photodetached electrons are sampled through a 500 µm skimmer to a second differen-
tially pumped region containing a microchannel plate (MCP) detector. Typical operating
pressures in the interaction and detection regions of our vacuum chamber are 3.7x10−4 Torr
and 1.6x10−6 Torr, respectively. Photoelectrons are energy analyzed by time-of-flight in a
magnetic bottle,[57] which offers greatly improved collection efficiency over a field-free time-
of-flight analyzer. A 1.1 T steering magnet (B in Fig. 5.1) and 10 G solenoidal field within the
flight tube direct the trajectories of the ejected photoelectrons toward the detector, allow-
ing in principle for ∼50% of generated photoelectrons to be collected. Photoelectron flight
times are measured by recording the capacitively coupled current off of the phosphor screen
as a function of time. This raw photoelectron time of flight spectrum is then converted
to electron kinetic energy (eKE) and scaled by the appropriate Jacobian transformation.
For ejected photoelectrons in the kinetic energy range expected for this experiment, 1-3
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Figure 5.1: Main chamber of liquid microjet photoelectron spectrometer. The liquid jet (A)
is crossed with a sequence of laser pulses (red arrow) that generate photoelectrons. Electrons
are steered by a 1.1 T magnet (B) through a 500 µm skimmer (C) and then drift through
the 10 Gauss solenoid (D) toward the detector (E).

eV, the electron escape depth from the surface of the microjet is a few nanometers[58–60].
Calibration and measurement of the streaming potential associated with the microjet are
based on the method developed by Suzuki[10] and are as described in our previous paper.[53]

A Spectra Physics Spitfire laser system comprising a Ti:Sapphire oscillator and regenera-
tive amplifier (2.2 W, <75 fs) is used to generate all ultrafast pulses. Half of the fundamental
is used to pump a Light Conversion TOPAS, and the 238 nm CTTS excitation pulse is gen-
erated by frequency-doubling the sum frequency of the signal (1175 nm) and NIR pump
(800 nm). The 266 nm detachment pulse is generated from the tripled fundamental. Due
to bandwidth losses from generating the UV pulses, the pulse duration of the UV beams
is lengthened relative to the 800 nm fundamental. The temporal resolution in the three-
pulse experiments, 115 fs as defined by the near IR/UV cross correlation (hν2 and hν3),
is therefore much shorter than in the two-pulse experiments, 220 fs, which is determined
by the cross-correlation of the two UV beams. These values are given as the average single
pulse duration, defined as the full width half maximum of the cross correlation divided by

√
2.

Data are analyzed via two methods: by simple integration of the total signal in speci-
fied energy lanes, and by a global fit assuming no spectral line shape but exponential time
dynamics. This global fitting method,[61, 62] often referred to as global lifetime analysis
(GLA), allows for simultaneous fitting of the entire time resolved data set which may help
separate spectral contributions from overlapping features. GLA is predicated on two assump-
tions. First, it is assumed that the data consists of a sum of spectral components, each of
which is separable into two parts: the spectrum of the component, Sj(eKE), which depends
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only on kinetic energy, and the kinetics, Si(∆t), which depends only on pump-probe delay.
This is expressed mathematically in Eq. (5.3) with each component in the sum scaled by the
relative photodetachment cross section, σr, and where the sum is indexed by the number of
spectral components j. Second, the kinetics are assumed to take the form of sums of mono-
exponentials (ex. S(∆t) = Ae−k1t − Be−k2t). If both assumptions are true, the data can be
represented as a sum of exponentials scaled by a constant which depends on energy, called
the decay associated spectrum (DAS) [62], and indexed by the time constants τi = 1/ki, Eq.
(5.4).

S(eKE,∆t) =
n∑
j=1

σr,jSj(eKE)Sj(∆t) (5.3)

S(eKE,∆t) =
m∑
i=1

DASτi(eKE)[ez/τi · L(z −∆t)](∆t) (5.4)

Physically, assuming energy and time are separable implies that the components do not
shift on the same scale of time that they change in intensity. If this assumption is incorrect,
more kinetic components than are physical will be necessary to fit the data. Analysis of the
data using a method that allows for spectral shifts is detailed in the supplemental material.

To generate a fit, the spectral and temporal dimensions of background subtracted, time
resolved photoelectron spectra are fit simultaneously by assuming a minimal number of ki-
netic rate constants, such that the three dimensional data (energy, delay, and intensity)
is fit to Equation (3b) with residuals on the order of our signal to noise. The amplitude,
DASτi(eKE), of each exponential in each energy lane is allowed to float but the rate con-
stants, the width of the instrument response function L(∆t), and the zero delay time are held
as a single set of fit parameters for the entire data set. The DAS are quite different from the
Si(eKE)’s, the delay independent spectra of the species of interest. The DAS merely gives
the scale of the coefficient in front of a particular exponential in the sum at a particular
energy. The shape of each DAS can be used to predict a kinetic model which can then be
used to reconstruct the Sj(eKE)’s.

5.3 Results

5.3.1 Two-Pulse Experiment

Time resolved photoelectron spectra using a 238 nm pump and 266 nm probe pulse were
recorded at pump-probe delays up to 800 ps. Spectra following the background subtraction
scheme (hν1 +hν2)−hν1−hν2 are presented in Figure 5.2. Figs. 5.2a and 5.2b show the pho-
toelectron (PE) spectra over all measured delays and over short delays, respectively. Slices
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Figure 5.2: TRPE spectra of methanol subsequent to CTTS excitation over two energy
ranges: -1 ps to 800 ps (a) and from -1 ps to 20 ps (b). Selected spectra at various delays (c).

through Fig. 5.2a at selected delay times are shown in Fig. 5.2c. Near t0, the PE spectrum
is nearly 2 eV wide, as exemplified in the spectrum at 0.3 ps in Fig. 5.2c. The data show a
clear decay in the eKE range of 2.5 - 3.0 eV on a time scale of hundreds of femtoseconds.
After this fast decay, the PE spectra are singly peaked near 1.2 eV at all delays. The PE
spectrum then shifts and narrows on a few picosecond timescale. Spectral evolution appears
to be complete by approximately 20 ps, after which the remaining signal decays to a steady
intensity on a timescale of tens of picoseconds. The equilibrated vertical binding energy
(VBE), as characterized by the peak of the binding energy spectrum beyond 20 ps, is found
to be 3.4 eV (hν2 − eKEmax), which is in good agreement with values reported previously
for the ground state solvated electron in methanol.[54, 55]

Figure 5.3 shows plots of the integrated photoelectron intensity over the entire range
of measured delays (Fig. 5.3a) and at delays less than 20 ps (Fig. 5.3b). The black curves
in Figs. 5.3a and 5.3b show the integrated intensity across all electron energies, while the
blue and red curves are integrated over the eKE ranges of 2.5 - 3.0 eV and 0.5 - 1.0 eV,
respectively. The black curve is well fit with a triexponential decay with lifetimes of 480 ±
40 fs, 45 ± 3 ps, and ∼ 4 ns, with the last decay continuing well past the fitted region. We
do not find a more sophisticated functional form to be necessary to fit this data. The blue
curve rises with the cross-correlation and decays bi-exponentially with decay constants of
480 ± 40 fs and 7.4 ± 0.5 ps. The red curves, representing the low eKE edge of the observed
signal, are fit with a cross-correlation limited rise time convoluted with an 8 ± 1 ps rise and
a 45 ± 3 ps decay. Within our time resolution, nearly 80% of the population between 0.5 -
1.0 eV appears at zero pump-probe delay. The rest is generated from the 7 - 8 ps component.
Hence, the fast (blue) signal appears to decay to the slower (red) signal on a time-scale of 7
- 8 ps.
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Figure 5.3: Integrated intensity at long pump-probe delays (a) and shorter pump-probe
delays (b) for the total photoelectron intensity and band extrema.

The presence of overlapping features can lead to errors in lifetimes extracted from lane in-
tegration due to contamination by neighboring spectral components. Global lifetime analysis,
as described in the previous section, can be used to extract accurate lifetimes of overlapped
spectral features with differing temporal characteristics. The raw two-pulse data, fit and
residuals are shown in Figures 5.4a-c. The data are fit using Eq. (5.4) with time constants of
550 ± 110 fs, 8 ± 3 ps, and 41 ± 7 ps, along with a ∼4 ns component that survives past the
fitted region. The nanosecond lifetime is much longer than our window of measured delays
and thus has significant error. The decay associated spectrum (DASki ) for each kinetic
component calculated from the fits is shown in Fig. 5.4d. A positive going DAS is associated
with a feature that decays and a negative going DAS is associated with a feature which
rises. Vertical lines in the residuals are caused by noise in the delay space caused by poorer
sampling in this dimension.

The three time constants extracted from GLA are in reasonable agreement with lifetimes
extracted from lane integration. The DAS of the nanosecond component and the 41 ps decay,
which are very similar to one another, reproduce the ground state solvated electron spec-
trum. The 41 ps and 4 ns time constants from GLA match the long-time decay of the total
signal, i.e. the black curve in Fig. 5.3. The DAS of each of the two faster kinetic components
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shows some decay of a weakly bound (high eKE) feature and a corresponding rise of ground
state signal. This trend suggests an exchange of population between the two portions of the
spectrum on this timescale. DAS8ps does not deplete the total integral, as the integrated
intensity of the DAS is zero within error, but has only a small negative going peak and
therefore largely contributes to the fast decay of the total integral by depleting the weakly
bound population of photoelectrons.

Because of the assumed separability between spectral and temporal components inher-
ent to GLA, if there is a spectral shift on a similar timescale to the decay of a particular
component, GLA gives a somewhat limited picture of the dynamics associated with that
component. As a better treatment of the shifting feature, we can use the data from GLA to
propose a model that explicitly allows for a shift in one or more features. In the supplemen-
tal information[63], we consider the data to comprise of two components, each of which is
allowed to shift. We demonstrate that the data is adequately fit by a model with a weakly
bound feature that decays without spectral evolution and a second strongly bound feature
that shifts on an 8 ps timescale. This analysis is in accord with the model presented in the
main text.

5.3.2 Three-Pulse Experiments

The three-pulse experiments follow the excitation scheme in Eq. (5.2). Electrons are gen-
erated via CTTS, photoexcited after a 200 ps delay to allow for equilibration, and finally
detached to vacuum. The photoelectron spectra at various delays between hν2 and hν3 are
plotted in Figs. 5.5a and 5.5b using two background subtraction schemes, as employed in
previous work.[12] The two UV photons, hν1 and hν3, each contribute a static two-photon
photodetachment signal from iodide, which we treat as background. Fig. 5.5a shows results
following the background subtraction method (hν1 + hν2 + hν3)− hν1− hν3. The data show
a large feature near 1.2 eV eKE and a feature at higher eKE, highlighted in blue, which
appears near t0 and decays shortly thereafter. The feature at 1.2 eV is depleted as the tran-
sient feature in the blue lane appears and then recovers on a longer timescale to its initial
intensity. The VBE, defined as previously, of the feature at 1.2 eV eKE is 3.4 eV and is
readily identified as the ground state of solvated electrons in methanol from prior work and
the results in Section IIIA.[52, 54, 55]

A second background subtraction method, shown in Fig. 5.5b, more clearly illustrates
the evolution of the PE spectra on the high eKE shoulder of the ground state. When
the spectrum without the pump pulse, hν2, is subtracted from the three color spectrum,
(hν1 + hν2 + hν3)− (hν1 + hν3), the pump-induced transient appears as positive-going and
the depleted initial state as negative-going. These difference spectra more clearly demon-
strate how the signal changes in the presence of hν2. As shown in Fig. 5.5b, the high energy
shoulder of the positive-going signal, 3.0 - 3.3 eV eKE, decays on a ∼100 fs timescale, and
the lower eKE portion of the positive going transient, 2.0 - 2.3 eV, decays on a significantly
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Figure 5.4: TRPE spectra for the two color experiment following the subtraction method
(hν1 + hν2)− hν1− hν2: CTTS solvation data (a), four component GLA fit (b), fit residuals
magnified x6 (c), and DAS (d).

longer time scale of several hundred fs, during which time it also appears to shift toward
lower eKE. The signal in this energy range is designated in red and is indicated in Fig. 5.5a.

Plots of the integrated intensity of the signal as a function of time in the regions of in-
terest highlighted in Figure 5.5a are shown in Figure 5.5c. Integrated intensity in the blue
energy lane appears within the cross correlation of the laser and decays on a time scale of
125 ± 50 fs. Above 3.0 eV eKE, the choice of integration region does not alter the lifetime of
the blue lane; it thus appears this feature does not shift and that there is little overlap with
any longer lived features in this integration lane. Integration between 2.0 eV and 2.3 eV eKE
yields a lifetime of 690 ± 100 fs; however, this lifetime varies between ∼850 fs and ∼550 fs
for 0.1 eV lanes between 1.9 and 2.4 eV. This variation may be due to spectral shifting in
this region and significant spectral contamination of the integration region due to overlap
of the features in the region. Integration of the ground state spectrum is made difficult to
fit by noise at low eKE in our spectra; however, depletion and recovery of the ground state
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Figure 5.5: TRPE spectra following two background subtraction methods (a). (hν1 + hν2 +
hν3)− hν1 − hν3, and (b). (hν1 + hν2 + hν3)− (hν1 + hν3). 5 (c) shows integrated intensity
vs. time in two regions of interest.

near zero pump-probe delay is clearly visible in Figs. 5.5a and 5.5b.

In order to better separate the spectral contributions from each of the three features,
GLA is used to globally fit the entire data set. The raw data, fit, and residuals are pictured
in Figures 5.6a, 5.6b, and 5.6c respectively. The two kinetic parameters as generated from
the fit are 130 ± 40 fs and 800 ± 300 fs, which reproduce both lifetimes from lane integration
to within error bounds. Decay associated spectra are generated for both kinetic components
and are pictured in Figure 5.6d. DAS130fs shows two positive going peaks: one centered at
2.7 eV and one at 1.2 eV. DAS800fs has a positive component at 2.1 eV and a negative
component at 1.2 eV that approximately mirrors the 130 fs component.

Analysis of the shape of each DAS can provide significant insight into the kinetics of the
data being fit. A DAS with positive- and negative- going components suggests an exchange of
population from the positive-going feature to the negative-going on the associated timescale.
In this case, photoelectron intensity in the region of the red lane, from Fig. 5.5a, exchanges
with the ground state on an 800 fs timescale. Interpretation of the two positive-going peaks
in DAS130 is less obvious. The first peak is in the region of the blue lane and the second in
the region of the red lane. In order to relate the DAS to the underlying dynamics, relations
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Figure 5.6: GLA fit of the three color experiment showing positive going features in green
to red and negative in dark blue: data (a), fit (b), residuals (c), DAS (d).

between the DAS and the static kinetic energy distributions Sj(eKE) can be derived by
setting Eq. 5.3a equal to Eq. 5.3b and invoking an explicit kinetic model to generate the ex-
pressions for the integrated rate equations, Si(∆t). The simplest case for this is a three step
sequential kinetic mechanism (I

τ1−→ II
τ2−→ III). With the initial condition I+II+III = 0,

SIII(∆t) for this mechanism is:

SIII(∆t) =
A0

τ1 − τ2

[τ1e
−t/τ1 − τ2e

−t/τ2 ]. (5.5)

Assuming I
τ1−→ II

τ2−→ III kinetics, expressions relating the DASτ1 to the spectral
components Sj(eKE) are given by Eqs. 5.5a and 5.5b:

DASτ1 = SI(eKE)− τ2

τ2 − τ1

σr,IISII(eKE) +
τ1

τ2 − τ1

σr,IIISIII(eKE) (5.6)

DASτ2 =
τ2

τ2 − τ1

σr,IISII(eKE)− τ2

τ2 − τ1

σr,IIISIII(eKE) (5.7)
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Figure 5.7: Spectra associated with Features I, II and III generated from analysis of the
DAS and the known ground state, DASτ1(eKE), and DASτ2(eKE).

We see that DASτ2 has a positive-going component corresponding to SII and a negative-
going component SIII . DASτ1 has positive-going components SI and SIII but negative-
component SII . By simply solving for SI and SII using DASτ1 , DASτ2 , and the known SIII ,
spectra for Features I and II are generated. These spectra are shown in Figure 5.7. Feature
I peaks at 2.6 eV eKE and has a full width at half maximum of 1.0 eV. Feature II peaks at
2.0 eV and comprises the high energy tail of the main peak in Fig. 5.5a.

Comparing the extracted spectra for Features I and II in Fig. 5.7 with the integration lanes
in Fig. 5.5a, we see that the spectra in Fig. 5.7 encompass the integration lanes in Fig. 5.5a.
The portion of the extracted spectrum of Feature I which is not spectrally contaminated, i.e.
which does not overlap Feature II, is the integration lane for the blue lane. In the absence of
a spectrally pure integration lane, the region of highest intensity of the spectrum of Feature
II corresponds to the red integration lane. Hence, the energy lanes in Fig. 5.5a, though
considerably narrower than the spectral components in Fig. 5.7, pick up the same dynamics
as the extracted spectra from global analysis. GLA is thus an equivalent but more complete
representation of the underlying dynamics.
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5.4 Discussion

5.4.1 CTTS Dynamics

The two-pulse TRPES experiments probe solvation dynamics of the electrons generated by
CTTS excitation. The overall picture of these dynamics is believed to comprise several steps:
[2, 36, 37] (i) decay of the optically accessible CTTS state to a “contact pair”, in which the
I atom and electron are confined within the same solvent shell, (ii) evolution of the contact
pair to an equilibrium configuration with the surrounding solvent molecules, and (iii) diffu-
sion of the free solvated electron away from the iodine to form a solvent separated electron,
which competes with geminate recombination to re-form the I− anion. Based on previous
work, we divide the dynamics into two parts: ejection and cavity formation dynamics in the
short time regime, < 20 ps (steps i and ii), and recombination dynamics in the long time
regime, > 20 ps (step iii).

While Vilchiz et al.[34] previously studied the CTTS dynamics of iodide in methanol with
TA, their work focused on equilibration of the solvated electron and geminate recombination
dynamics. Our results probe these steps along with earlier time dynamics. TRPES has been
used to study the CTTS process from iodide in water,[10, 11, 13] which provides a strong
point of comparison to our results. Also of interest to this discussion are TA experiments of
solvated electrons in neat methanol generated by photoionization of the solvent molecule [39,
64, 65]. Although the photoionization scheme in these experiments generate electrons with
substantially greater initial energy than in CTTS experiments, they do provide a reference
point for solvation times.

5.4.1.1 Short time dynamics

The total photoelectron signal (black curve, Fig. 5.2) and the signal in the high eKE energy
lane spanning 2.5-3.0 eV (blue curve, Fig. 5.2) rise within the laser pulse cross correlation
time and exhibit fast decay constants of 480 ± 40 fs. GLA yields a DAS spanning 2.0-3.0
eV that decays in 550 ± 110 fs (Fig. 5.4d). It is reasonable to conclude that these fast time
constants reflect the same process, which results in rapid depletion of photoelectron signal
at high eKE but relatively little rise at low eKE.

Previously published TRPES studies in water microjets identify a 190 - 210 fs lifetime
associated with the decay of a weakly bound hydrated electron population[10, 11, 13]. This
lifetime is both similar in magnitude and approximate energy range to our 550 fs lifetime in
methanol; therefore, we expect these Features to be directly comparable between solvents.
Early time CTTS dynamics in water have been studied in a number of laboratories. Fast
dynamics on the order of 200 fs are observed in TA, in the form of a rise time in the hy-
drated electron absorption [22, 33]. In methanol, a rise time for TA data is also reported
to be present but a lifetime for the rise is not provided.[34] In time resolved fluorescence
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monitoring the decay of the iodine fluorescence signal in water, a two-step relaxation of 60
fs and 100 - 400 fs is reported.[66] Finally, using time-resolved x-ray absorption to probe the
2s-5p absorption in aqueous iodine subsequent to CTTS excitation, Galler and co-workers[66]
observe a rise time of 80 fs for the neutral iodine absorption but no subsequent decay over
a time scale of several hundred femtoseconds.

In water, the few-hundred fs timescale has been variously attributed to the decay of the re-
laxed CTTS state,[67] trapping of an iodide electron contact pair state from the CTTS state,
and recombination of the electron with the iodide. In TRPES in water, Tang et al[10, 13]
assigned their observed ∼200 fs timescale to the decay of the CTTS state, which branches to
both form the contact pair and recombine with the parent iodine. Lubcke et al.[11] attributed
this feature exclusively to a fast recombination of the “hot” electron with the geminate iodine
but allowed the possibility of a fast evolution of the photoelectron cross section. However,
the absence of a ∼200 fs decay in the iodine transient absorption data[66] provides rather
convincing evidence that there is no recombination on this timescale. Therefore, assuming
that the fast dynamics seen in methanol have the same origin, we conclude that the ap-
parent decrease in the integrated photoelectron intensity is due to a rapid change in the
photodetachment cross section due to evolution of the CTTS state to a solvated electron
configuration.

The second lifetime extracted from the data, 6 - 8 ps, is seen as the longer decay com-
ponent of the blue curve in Fig. 5.2b and the rise time of the red curve in the same panel.
Based on the eKE ranges of the two curves, 2.5-3.0 eV and 0.5-1.0 eV, these dynamics ap-
pear to reflect exchange between the population on the weakly bound edge of the ground
state spectrum with the equilibrated ground state, i.e. relaxation of the solvated electron.
A similar 8 ± 3 ps timescale is observed in GLA corresponding to a DAS with decaying
population centered at 2.0 eV and rising at 0.9 eV. No picosecond decay of the total signal
(black curve, Fig. 5.2) is observed; supporting the assignment of these dynamics to solvent
relaxation and not population decay.

The lifetimes for the ground state relaxation generated from lane integration and GLA,
6.0 ± 1.5 ps and 8 ± 3 ps respectively, are in reasonable agreement despite the presence of
spectral shifting. There is a clear shifting behavior in the few picosecond regime as shown in
Fig. 5.2b, and the residuals from GLA are highest in this region. As noted previously, shifting
behavior is not well treated by GLA, and we expect significant error bounds in this lifetime.
A second fitting routine which allows for spectral shifts is discussed in the supplemental
material and agrees well with the few picosecond timescale from GLA and lane integration.

In methanol, similar timescales to our 8 ps thermalization have been reported for decay of
the “hot” ground state electron from TA following methanol photoionization.[39, 64, 65] After
CTTS excitation, Vilchiz et al.[34] found the spectral evolution of the solvated electron to be
complete within 20 ps, in overall accord with our results. In water, Lubcke et al.[11] found
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an approximately one picosecond shift of the “hot” electron population and a corresponding
sub-picosecond decay which they attributed to a fast recombination of the “hot” electron
with the geminate iodine. Also in water, Tang et al.[10] identified a 1.3 ps timescale which
they associated with an exchange between two intermediate solvation states centered at 200
meV and 20 meV above the ground state. The general trend for these solvation times show
methanol and ethanol relaxing 3-4 times slower than water. An 8 ps solvation time for the
solvated electron in methanol is therefore quite reasonable in light of prior results.

5.4.1.2 Long Time Dynamics

After ∼20 ps, the population between 0.5 and 1.0 eV eKE (red curve in Fig. 5.3a) decays on
a 41 ps timescale to a stable intensity for the rest of the window of measured pump-probe
delays. The DAS for the nanosecond and 41 ± 7 ps kinetic components each reproduce the
relaxed ground state. Both kinetic components are also seen in the decay of the total pho-
toelectron signal, the black curve in Fig. 5.3a. Therefore, we can conclude that the 41 ps
component represents a uniform depletion of the ground state photoelectron population.

In methanol, Vilchiz et al.[34] have approached the recombination problem from a number
of avenues of increasing sophistication. They conclude that the total decay of the absorp-
tion signal is best fit with the numerical model allowing for an attractive potential between
pairs rather than using a sum of exponentials; however, we found their simpler “competing
kinetics” model to be adequate.[22] In this model, the longtime behavior is represented by a
branched mechanism balancing diffusive pair dissociation, kd, and non-adiabatic (geminate)
recombination with the parent, kn. Though both the iodine-electron solvent-separated pair
and the free solvated electron have the same spectrum, the geminate recombination rate can
be estimated from the surviving fraction of electrons, kd/(kd + kn). Assuming this kinetic
model and that both species have equivalent photodetachment cross sections, the fraction of
electrons that survive geminate recombination is 0.71, from which we calculate kd = 1/(57ps)
and kn = 1/(146ps). Vilchiz et. al. find the fractional survival of electrons using the com-
peting kinetics model to be 0.7. The 41 ps lifetime from our DAS analysis is equivalent to
1/(kd + kn). Using their exponential components to calculate a comparable rate constant
yields 35 ps, which is in reasonable agreement with our reported lifetime of 41 ± 7 ps.

In water, a similar time constant was measured in TRPES experiments monitoring the
CTTS excitation from iodide. Both Suzuki and coworkers[10, 13] and Lubcke et al.[11] mea-
sured a ∼20 ps decay of the total photoelectron signal. Lubcke assigned this process to
geminate recombination. Suzuki and coworkers calculate a pair diffusion lifetime of 84 ps
and a recombination lifetime of 28 ps. Further, their study indicated that the decay affects
a population of electrons very near the ground state binding energy, in agreement with our
findings in methanol.
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Figure 5.8: Summary of charge-transfer-to-solvent dynamics from I− to methanol after 238
nm excitation. The dynamics include: a fast evolution of the photodetachment cross section,
thermalization of the electron, and competitive diffusion and recombination of the relaxed
electron.

A summary of the solvation scheme is presented in Figure 5.8. After CTTS excitation,
electrons are formed in a range of configurations in relative proximity to the geminate iodide.
The earliest process measurable with our time resolution is the 550 ± 110 fs decay of a
weakly bound population. This decay is likely due to decay of the relaxed CTTS state to a
solvated electron configuration and is accompanied by a decrease in the photodetachment
cross section. The solvated electron spectrum then shifts toward the equilibrated spectrum
on an 8 ± 3 picosecond timescale as excess energy is redistributed into the solvent modes.
Dynamics after this point do not affect the binding energy spectrum and consist solely of
a decrease in the solvated electron population to a stable long term value. The lifetime
of the decay of the total population is 41 ± 7 ps. 71% of generated solvated electrons
survive geminate recombination, and thus presumably become free solvated electrons. The
geminate recombination lifetime, assuming branched exponential kinetics, is 146 ps and the
pair diffusion lifetime, 57 ps.

5.4.2 Excited State Dynamics

The relaxation mechanism of the solvated electron after excitation to its p-state is expected
to comprise three steps, as summarized in Figure 5.9: relaxation on the excited state, τP ,
internal conversion to the ground state, τIC , and solvent relaxation on the ground state,
τS. Prior work on this system has been conducted by a number of groups using TA in
methanol.[38, 39] From these experiments, three lifetimes were extracted ∼100fs, ∼700fs,
and 5-6 ps, but conclusive assignment of these lifetimes to a particular physical process has
been a matter of some debate.[6] The relaxation process is expected to follow one of two
proposed mechanisms[20]. In the adiabatic mechanism, τP is expected to occur on a ∼100 fs
timescale, τIC occurs on a ∼700 fs timescale, and τS on a few picosecond timescale. In the
non-adiabatic mechanism, τIC occurs on a ∼100 fs timescale, and the longer time constants
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Figure 5.9: Schematic relaxation mechanism for the solvated electron subsequent to elec-
tronic excitation.

involve solvent relaxation after internal conversion.

As was the case with water, the two mechanisms can be distinguished by pinning down
the internal conversion lifetime. From the perspective of the work presented here, resolving
this issue depends on the assignment of Features I and II in the three-pulse experiments in
Fig. 5.7. If Feature I is the unrelaxed p-state and II is the relaxed p-state, then the mech-
anism is best described as adiabatic, but if Feature II is best assigned to the ground state,
then the relaxation mechanism is non-adiabatic. We note that features analogous to I and II
were seen in our three-pulse experiments on water liquid jets; the latter assignment in favor
of the non-adiabatic mechanism was made there.[12]

Similar arguments are invoked herein. Features I and II in Fig. 5.7 overlap but their
maxima differ by 0.6 eV. Comparison of the red energy lane in Fig. 5.5a and Feature II in
Fig. 5.7 shows that the 800 fs relaxation affects a population on the hot edge of the ground
state feature as would be expected from s-state relaxation. As mentioned in reference to Fig.
5.5b, the pump-induced signal, shown in the curves from 200 - 600 fs, does appear to be
shifting toward lower electron kinetic energy. Such a shift could also explain the relatively
large error bars on the 800 fs lifetime extracted from GLA. A shift is suggestive of electrons
in a non-equilibrated solvent environment, as would be expected for s-state electrons just
after internal conversion. Conversely, electrons in the blue lane do not appear to shift, as
evidenced by the independence of the fitted lifetime from integration lane; therefore, it is not
likely the result of a shift on the excited state. Finally, if 800 fs was the internal conversion
time, we would expect to observe some ground state solvation on a longer timescale; however,
we find no evidence for a 5-6 ps lifetime within our 10 ps observation window. Therefore, it is
logical to assign Feature I to the p-state and its lifetime to internal conversion. The internal
conversion lifetime of the solvated electron is then 130 ± 40 fs, as extracted from GLA. The
spectrum of Feature I as shown in Fig. 5.7 is centered at 2.57 eV eKE, yielding a vertical
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binding energy of 2.1 eV for the p-state. The lifetime of the “hot” s-state, Feature II, is 800 fs.

Our value of 130 fs for the internal conversion lifetime and 800 fs for the ground state
relaxation lifetime are in good agreement with the reported values of 105 ± 25 fs and 670 ±
100 fs by Thaller et. al.[39] They narrowed the assignment of the 670 fs relaxation to either
the internal conversion lifetime or ground state relaxation. Silva et al.[38] also performed TA
studies of the equilibrated solvated electron in methanol. They report an internal conversion
lifetime of ∼300fs; however, this discrepancy may be due to the limitations of their 300 fs
time resolution, which would have made the first time constant unresolvable.

The values and assignments reported here are also in good agreement with extrapolated
results from solvent cluster anions (157 ± 25 and 760 ± 25 fs)[50]. It is interesting to note
that the extrapolated results from clusters produce reasonable lifetimes considering the ex-
trapolated ground state binding energy of 2.6 eV[68] is well off the measured value of 3.38
eV[54] in the bulk. It has been speculated that the phase of these methanol clusters may
more closely resemble solids than liquids[69]. In light of the difference from the predicted
binding energy, the correspondence between the extrapolated lifetime and the bulk measure-
ment requires future consideration.

We next turn to a comparison of the results here to those measured in water. The solvated
electron in water was shown by TRPES to sequentially undergo internal conversion and
relaxation on the ground state on 75 ± 25 and 410 ± 100 fs timescales respectively[12].
Methanol shows identical excited state dynamics to water, albeit at a slower rate by nearly
a factor of two for both solvents. Our results are in qualitative agreement with the results
of Borgis et. al.[70] who predict non-adiabatic transition times of < 160fs depending on the
model. The 150 fs internal conversion time in methanol predicted by Zharikov and Fischer[45]
also agrees well with our reported value, as it similarly does in water.

5.5 Conclusion

In the two pulse experiment, the solvated electron generated from CTTS excitation in
methanol undergoes similar dynamics to the hydrated electron. The earliest dynamics in-
clude contact pair formation followed by ultrafast depletion of a weakly bound electron
population centered at 2.4 eV eKE with a lifetime of 550 ± 110 fs, which we attribute to
rapid evolution and decay of the CTTS state. The photoelectron spectrum then shifts on an
8 ± 3 ps timescale to the ground state solvated electron spectrum. Two exponential decays
are necessary to fit the data: an ultrafast decay of 550 ± 110 fs, which exclusively depletes
the weakly bound population and which we assign to decay of the CTTS state to a solvated
electron accompanied by rapid decrease in the photodetachment cross section, and a longer
41 ±7 ps time constant which depletes the ground state population. Solvated electrons sur-
vive well past the measured delays. Approximately 70% of the ground state signal survives
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the 41 ps recombination step. Using the surviving electron fraction and the 41 ps decay, we
find a 57 ps pair diffusion lifetime and 146 ps geminate recombination lifetime.

From the three pulse experiments, relaxation of the excited p-state electron in methanol is
attributed to the non-adiabatic mechanism. Global lifetime analysis yields spectra associated
with the p-state and hot s-state of the solvated electrons, yielding internal conversion and
ground state relaxation timescales of 130 ± 40 fs and 800 ± 300 fs respectively. This inter-
pretation is in accord with measurements in water. The lifetimes of both solvation processes
are shown to be in agreement with results from TA, and the internal conversion lifetime
agrees with extrapolated results from methanol cluster anions.
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[11] A. Lübcke, F. Buchner, N. Heine, I. V. Hertel, and T. Schultz, Phys. Chem. Chem.
Phys. 12, 14629 (2010).

[12] M. H. Elkins, H. L. Williams, A. T. Shreve, and D. M. Neumark, Science 342, 1496
(2013).

[13] K. Suzuki, Y. Ohmori, and E. Ratel, Plant Cell Physiol. 52, 1697 (2011).

[14] E. J. Hart and J. W. Boag, J. Am. Chem. Soc. 84, 4090 (1962).

[15] F.-Y. Jou and G. R. Freeman, J. Phys. Chem. 81, 909 (1977).

[16] J. Schnitker, K. Motakabbir, P. J. Rossky, and R. A. Friesner, Phys. Rev. Lett. 60, 456
(1988).

[17] A. Migus, Y. Gauduel, J. L. Martin, and A. Antonetti, Phys. Rev. Lett. 58, 1559
(1987).

[18] X. Shi, F. Long, H. Lu, and K. Eisenthal, J. Phys. Chem. 99, 6917 (1995).

[19] Y. Kimura, J. C. Alfano, P. K. Walhout, and P. F. Barbara, J. Phys. Chem. 98, 3450
(1994).

[20] K. Yokoyama, C. Silva, D. H. Son, P. K. Walhout, and P. F. Barbara, J. Phys. Chem.
A 102, 6957 (1998).

[21] A. Hertwig, H. Hippler, A. N. Unterreiner, and P. Vohringer, Berichte Der Bunsen-
Gesellschaft-Physical Chemistry Chemical Physics 102, 805 (1998).

[22] J. A. Kloepfer, V. H. Vilchiz, V. A. Lenchenkov, A. C. Germaine, and S. E. Bradforth,
J. Chem. Phys. 113, 6288 (2000).

[23] A. Thaller, R. Laenen, and A. Laubereau, Chem. Phys. Lett. 398, 459 (2004).

[24] M. J. Tauber and R. A. Mathies, J. Am. Chem. Soc. 125, 1394 (2003).

[25] C. M. Stuart, M. J. Tauber, and R. A. Mathies, J. Phys. Chem. A 111, 8390 (2007).

[26] F. H. Long, X. L. Shi, H. Lu, and K. Eisenthal, J. Phys. Chem. 98, 7252 (1994).



CHAPTER 5: Dynamics of Electron Solvation in Methanol 81

[27] J. Frank and G. Scheibe, Zeitschrift Fur Physikalische Chemie A 139, 22 (1928).

[28] M. J. Blandamer and M. F. Fox, Chem. Rev. 70, 59 (1970).

[29] J. Jortner, M. Ottolenghi, and G. Stein, J. Phys. Chem. 68, 247 (1964).

[30] V. H. Vilchiz, J. A. Kloepfer, A. C. Germaine, V. A. Lenchenkov, and S. E. Bradforth,
J. Phys. Chem. A 105, 1711 (2001).

[31] J. A. Kloepfer, V. H. Vilchiz, V. A. Lenchenkov, X. Y. Chen, and S. E. Bradforth, J.
Chem. Phys. 117, 766 (2002).

[32] J. A. Kloepfer, V. H. Vilchiz, V. A. Lenchenkov, and S. E. Bradforth, Chem. Phys.
Lett. 298, 120 (1998).

[33] H. Iglev, A. Trifonov, A. Thaller, I. Buchvarov, T. Fiebig, and A. Laubereau, Chem.
Phys. Lett. 403, 198 (2005).

[34] V. H. Vilchiz, X. Chen, J. A. Kloepfer, and S. E. Bradforth, Radiat. Phys. Chem. 72,
159 (2005).

[35] W.-S. Sheu and P. J. Rossky, J. Phys. Chem. 100, 1295 (1996).

[36] A. Staib and D. Borgis, J. Chem. Phys. 104, 9027 (1996).

[37] S. E. Bradforth and P. Jungwirth, J. Phys. Chem. A 106, 1286 (2002).

[38] C. Silva, P. K. Walhout, P. J. Reid, and P. F. Barbara, J. Phys. Chem. A 102, 5701
(1998).

[39] A. Thaller, R. Laenen, and A. Laubereau, J. Chem. Phys. 124, 024515 (2006).

[40] B. J. Schwartz and P. J. Rossky, J. Chem. Phys. 101, 6902 (1994).

[41] B. J. Schwartz and P. J. Rossky, J. Chem. Phys. 101, 6917 (1994).

[42] K. Fueki, D. F. Feng, and L. Kevan, Chem. Phys. Lett. 10, 504 (1971).
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T. Suzuki, Phys. Rev. Lett. 112, 187603 (2014).

[61] I. H. M. van Stokkum, D. S. Larsen, and R. van Grondelle, Biochim. Biophys. Acta
1657, 82 (2004).

[62] J. R. Knutson, D. G. Walbridge, and L. Brand, Biochemistry (Mosc.) 21, 4671 (1982).

[63] See Supplemental Materials .

[64] P. K. Walhout, J. C. Alfano, Y. Kimura, C. Silva, P. J. Reid, and P. F. Barbara, Chem.
Phys. Lett. 232, 135 (1995).

[65] C. Pepin, T. Goulet, D. Houde, and J. P. Jay-Gerin, J. Phys. Chem. 98, 7009 (1994).

[66] A. Galler, (Private Communication, 2015).

[67] F. Messina, O. Bräm, A. Cannizzo, and M. Chergui, Nat Commun 4, 2119 (2013).

[68] A. Kammrath, J. R. R. Verlet, G. B. Griffin, and D. M. Neumark, J. Chem. Phys. 125,
171102 (2006).

[69] R. M. Forck, I. Dauster, U. Buck, and T. Zeuch, J. Phys. Chem. A 115, 6068 (2011).

[70] D. Borgis, P. J. Rossky, and L. Turi, J. Chem. Phys. 125, 064501 (2006).



CHAPTER 5: Dynamics of Electron Solvation in Methanol 83

5.7 Supplemental Material

5.7.1 Global Lifetime Analysis Implementation

General Ideas and Assumptions

First assume that each spectral component is separable into two parts: one which depends
only on energy and the other which depends only on pump-probe delay. Physically, this means
that the spectra do not shift on the same timescale over which they change in intensity. This
idea is expressed mathematically below, where sigma is the relative photodetachment cross
section:

S(eKE,∆t) =
n∑
j=1

σrSj(eKE)Sj(∆t) (5.8)

Second, assume that the data obeys exponential kinetics. The intensity of the features as
a function of time then behave as sums of exponentials. Ex: [A(t)] = Ae−k1t−Be−k2t. Based
on this assumption, the data can be represented as sums of mono-exponentials (convoluted
with the instrument response function) with coefficients that depend on energy.

S(eKE,∆t) =
m∑
i=1

DASτi(eKE)[ez/τi · L(z −∆t)](∆t) (5.9)

The coefficients of each exponential for each component are referred to as the Decay
Associated Spectrum (DAS). These are quite different from the Sj(eKE)’s, the fixed delay
spectra of the species of interest. The DAS merely gives the scale of the coefficient in front
of a particular exponential in the sum at a particular energy.

3rd given these two assumptions, globally fit the data to eqation (5.9) using a nonlinear
least squares fitting routine. The optimized parameters are the rate constants, the amplitudes
DASi(eKE), time zero, the width of the cross correlation and a static offset. Care must be
taken to assure that the data is fit with a minimum number of kinetic components.

Kinetic Analysis

Notice that at this point no kinetic mechanism has been assumed. While many systems
can be quite complicated, the DAS for each component must be consistent with any kinetic
model that is put forward. To generate Sj(eKE) from the DAS, one must first assume a

kinetic mechanism, for instance, I
τ1−→ II

τ2−→ III with initial condition I + II + III = 0
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as is presented in the main text.

SI(∆t) = I0e
−k1t (5.10)

SII(∆t) =
I0k1

k1 − k2

[e−k2t − e−k1t] (5.11)

SIII(∆t) =
I0

k1 − k2

[k2e
−k1t − k1e

−k2t] (5.12)

The kinetic equations describing each state are then substituted for Si(∆t) and eqn. (5.8)
is set equal to eqn. (5.9). Next, the DAS are solved for as a function of Sj(eKE). The result
for the three component rate is below.

DASτ1 = SI(eKE)− k1

k1 − k2

σr,IISII(eKE) +
k2

k1 − k2

σr,IIISIII(eKE) (5.13)

DASτ2 =
k1

k1 − k2

σr,IISII(eKE)− k1

k1 − k2

σr,IIISIII(eKE) (5.14)

Note that the shape of each DAS has the same sign as the coefficient in front of the ex-
ponential in the corresponding kinetic equation. The sign of each part in the sum determines
the sign of the shape of the DAS. DASk2 has a negative going part that looks like SIII and
a positive going part that looks like SII . Similarly, DASk1 has two positive going regions
and one negative. The negative part is small k1 is faster than k2. Since the decay associated
spectra are known from the fit, a known spectrum for SIII can be used to calculate SI .

Error Analysis:

In order to report an error bound, we aimed to develop a confidence interval for the fitted
lifetimes considering the impact of the other fit parameters. The method used here is referred
to as Support Plane Analysis, but more generally it can be thought of as an F-test. In this
analysis, the quality of a fit is judged by the F-statistic, which determines the values of the
chi-squared distribution that are above an acceptable value for a given level of confidence
(95% in this paper). The values of each variable for which chi squared is below that generated
by the F-statistic yield a confidence interval which can then be used as error bounds.
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Figure 5.10: Test Chi-squared matrix for the three pulse data. The circle is the limit of the
95% confidence interval calculated from support plane analysis.

To conduct an F-test for a two rate constant global fit, the chi-squared for the best
fit (χ2

min) is first calculated. A vector of test lifetimes for each rate is then generated. For
example, if the best fit lifetime is 140 fs, a vector of 100 values between 30 fs and 300 fs
is generated. A least squares fit is conducted at each test value and the chi-squared value
computed. For a two rate constant global fit, this is a matrix of test chi-squared values. The
value of the F-statistic is calculated using the equation below where v1 is the number of
fitted parameters and v2 is the number of degrees of freedom, χ. The degree of confidence,
p, is a number between 0 and 1. Common values are 0.95 for 2σ and 0.32 for σ.

χ2
x

χ2
min

= 1 +
v1

v2

Finv(p|v1, v2) (5.15)

The equation above returns a number greater than one. The plane defined by χ2 = χ2
x

intersects the matrix of test chi-squared values at the limits of the confidence interval. The
figure below shows a contour plot of the test chi-squared matrix for the three pulse data. The
loop inscribed is the limit of the 95% confidence interval. This method is generalizable to
any number of lifetimes. For an arbitrary number of lifetimes, the rank of the tensor of test
values is equal to the number of lifetimes and is always one rank greater than the confidence
interval.
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5.7.2 Shifting Global Fit:

General Ideas

While no chemistry must be strictly assumed for a GLA type analysis, in a second global
fitting model we make some assumptions about the spectral landscape of the problem to
gain a better understanding of the nature of spectral shifts. First, Gaussian line shapes
have been assumed for all spectral features. This general line shape is seen in all previ-
ously published photoelectron spectra on solvated electrons and therefore seems reasonable
for our model. The centers, xi, and widths, wi, of the Gaussians are allowed to shift with
the same exponential time constant, kc,i, which is a fit parameter in the model. In addition,
each component is allowed to decay with kd,i. The general functional form of the fits is below.

S(eKE, t) =
n∑
i=1

Ai

wi
√

2π
e
−2

λ−xi
wi

2
∫ ∞
−∞

e−kd,izL(z − t)dz (5.16)

wi(t) = wi,∞ + (wi,0 − wi,∞)e−(t−t0)kc,i (5.17)

xi(t) = xi,∞ + (xi,0 − xi,∞)e−(t−t0)kc,i (5.18)

Results from two color experiment

In order to better understand how shifting contributes to the dynamics, the data are fit
using a model that explicitly allows for shifting of the various spectral features of interest.
The spectrum in this time range is assumed to be composed of two shifting Gaussians, one
weakly bound and one strongly bound, e−wb and e−sb. Both e−wb and e−sb are allowed to shift
and narrow with time constants tc,sb and tc,wb according to equations (5.10) and (5.13). The
weakly bound population, e−wb is allowed to decay with time constant td,wb. The fraction of
the population of e−wb that populates the ground state is a fit parameter. The strongly bound
population, e−sb, is populated at zero time and by e−wb and decays on time td,sb. Fits using
a model that allows for three spectral features showed no significant improvement over the
two state model; further, no single state model with multi-exponential shift parameters fully
captures the dynamics above 2.5 eV eKE.

Despite imposing no constraint on e−wb, td,wb was found to be 570 fs, and is many orders
of magnitude shorter than tc,wb, 600 ps. Therefore, it is unnecessary for e−wb to shift. The
spectrum of e−wb is centered at 2.4 eV, which is consistent with the shortest time constant
derived from GLA. The thermalization of the nascent electron population is instead entirely
taken up by e−sb, which is found to shift 0.3 eV to the equilibrated ground state spectrum on
a ∼8 ps timescale. Though the lifetime of e−wb found to be 570 fs, e−sb persists past the fitted
region.
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Figure 5.11: Global fit to the two pulse data allowing for spectral shifts: data (a), fit output
(b), and residuals (magnified x5) (c).

Comparison to GLA

The bulk of the residuals in the fit are caused by a poor fit to the low electron kinetic energy
portion of the spectrum, < 1 eV. The assumption of a spectral shape for this fit leads to
horizontal bars in the residuals but relatively little other structure. This is due to the fact
that the fit errors from the assumed kinetics are smaller than the error caused by assuming
strictly Gaussian line shape. The magnitude of the error is no more than a factor of two worse
than GLA. This fitting method best picks up the picosecond dynamics on the ground state
due to solvation shift. While this particular fitting method is more physically motivated, in
the absence of a better line shape, its utility is somewhat limited. The reported lifetime for
the spectral shift is 8 ps from this method in comparison to 8 ps from GLA and 7.4ps from
lane integration. Within our ability to fit the data, all fitting methods perform similarly well.
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Chapter 6

Isotope Effect of the Internal
Conversion Lifetime of Photoexcited
Solvated Electrons in Water and
Deuterium Oxide

M. H. Elkins, H. L. Williams, and D. M. Neumark. In preperation.

The excited state relaxation dynamics of the solvated electron in water and deuterium
oxide are investigated using time-resolved photoelectron spectroscopy in a liquid microjet.
The time-evolving photoelectron spectra shows evidence for an isotope effect of 1.3 ± 0.2
in the internal conversion lifetime of the hydrated electron following deuteration. Both H2O
and D2O exhibit fast internal conversion lifetimes of <100 fs followed by a ∼400 fs lifetime
characteristic of solvent relaxation on the ground state. These lifetimes are in agreement
with prior work in transient absorption and the non-adiabatic mechanism.

6.1 Introduction

Hydrated electrons, free-electrons in water, were first identified in 1962 by their absorption
spectrum at 720 nm by Hart and Boag[1]. Since then, electrons solvated in water and other
solvents have been implicated in fields as far reaching as the photochemistry of DNA[2–4]
to the nature of the coulomb explosion following the addition of sodium metal to water[5].
Because the solvated electron lacks internal degrees of freedom, it can be thought of as a
model solute for studying solvation phenomena. Here, the electron is used both as a probe of
solvation dynamics and the solute itself to study a fundamental process, solvent relaxation
after electronic excitation of the solute. Specifically, the effect of isotopic substitution on the
excited state dynamics of the hydrated electron is investigated using time-resolved photo-
electron spectroscopy (TRPES) on liquid jets of H2O and D2O.
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The spectrum of the solvated electron in water and deuterium oxide consists of an “s-
like” ground state and a quasi-degenerate manifold of “p-like” excited states. The absorption
band connecting these two bound states gives rise to the spectrum measured by Hart and
Boag[1]. A wealth of prior experiments on the hydrated electron have used the evolution of
this same band to study the ultrafast relaxation dynamics of the electron after generation
by charge-transfer-to-solvent excitation[6–9] and subsequent to electronic excitation to the
p-state[10–16].

In prior work, transient absorption (TA) has been to study the relaxation dynamics of
the electron after p-state excitation[10–13, 15, 16]. In these experiments, three lifetimes were
measured: <100 fs, 300-400 fs, and 1.1 ps. Similar results were also obtained in D2O and
yielded an isotope effect for the fast lifetime of 1.1 to 1.5[11, 15, 16]. Despite prior theoretical
and experimental work on the subject, the assignment of these lifetimes is still contested[17].

Two general relaxation mechanisms have been proposed, the “adiabatic” and “non-
adiabatic” mechanisms[11, 17]. In the adiabatic mechanism, the fastest lifetime is assigned
to solvent relaxation on the excited state, τp. The 300-400 fs lifetime is assigned to internal
conversion (IC) from the excited state to the ground state, τIC , and the 1.1 ps lifetime cor-
responds to solvent relaxation on the ground state, τs. In the “non-adiabatic” mechanism,
the fastest lifetime is assigned to internal conversion, and both longer lifetimes are assigned
to relaxation on the ground state.

Results from experiments using gas-phase solvent cluster anions provide additional in-
sight into the relaxation dynamics of the solvated electron in the bulk[18, 19]. In anionic
cluster experiments in water and D2O, clusters of solvent molecules with an excess electron
of increasing cluster size up to 200 are generated and studied using TRPES[20–27]. These
experiments show a clear separation between the s and p states, allowing for conclusive iden-
tification of the internal conversion lifetime. In the cluster anion experiments, the IC lifetime
was measured as a function of cluster size and then extrapolated to a bulk value of 63 fs
in water and 160 fs in D2O. This method has been repeated tested in our lab and others
using measurements in liquid jets. Though extrapolation from clusters accurately predicts
the IC lifetimes of water[28] and methanol[29] and the vertical binding energy (VBE) of
water[30–34], the extrapolated solvated electron binding energy in methanol and acetonitrile
are notably not well predicted. Experiments on solvated electrons in the liquid jets provide
an important connection to this gas phase work.

Identification of the relaxation mechanism hinges on the assignment of the IC lifetime,
which can be greatly aided by a measurement of the effect of isotopic substitution on the
relaxation dynamics. An isotope effect was predicted in the internal conversion rate from
theoretical work by Schwartz et. al.; however, the lack of an experimental isotope effect
in the 300-400 fs lifetime in TA, which Schwartz et. al. assigned as the IC lifetime, was
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conspicuous[35]. Further, an isotope effect is found in the internal conversion lifetime in wa-
ter and deuterium oxide cluster anions[21, 25]. A TRPES measurement of the relaxation
dynamics of the solvated electron in D2O would provide further insight and conclusive evi-
dence as to the nature of the relaxation mechanism.

Here, solvated electrons in water and deuterated water are generated by charge-transfer-
to-solvent (CTTS) excitation with a first photon[9]. The nascent photoelectrons are allowed
to equilibrate with the solution, and after a 200 ps delay, a second photon excites the s→ p
absorption band of the solvated electron. At a variable delay, a third photon detaches the
excess electron to vacuum, and the ensuing dynamics are monitored by measuring the bind-
ing energy of the electron as a function of delay ∆τ23. The excitation scheme is summarized
in Eq. 6.1.

I−(aq)
hν1,∆t12−→ I(aq) + e−(aq)(s)

hν2,∆t23−→ e−(aq)(p)
hν3−→ e−(vac) (6.1)

The relaxation dynamics of solvated electrons in water and deuterated water upon s→ p
excitation are monitored using TRPES in a liquid microjet. Electrons in both solvents are
found to relax non-adiabatically with internal conversion lifetime of 69 ± 11 fs for water and
96 ± 9 fs for deuterated water, a factor of 1.3 ± 0.2 longer. The excited state lifetime for
water is in excellent agreement with both the cluster extrapolation and prior work from our
group on water. Using TRPES, we present first measurement of the binding energy of the
excited state of the solvated electron in D2O. As in water, the excited state lifetime for D2O
is in agreement with results from transient absorption. Associated spectra are presented for
solvated electrons in both solvents yielding excited state binding energies of ∼2.1 eV.

6.2 Methods

The liquid microjet photoelectron spectrometer used for these experiments has been de-
scribed previously[29]. Briefly, a solution of potassium iodide (100mM, Fischer) in water (18
MΩ, Millipore) or deuterium oxide (99.98% Cambridge Isotope Laboratories) is injected at
high backing pressure, 80-130 atm, through a 20 µm fused silica capillary in to vacuum. The
flow rate is held at 0.33 mL/min for both water and heavy water, resulting in a jet velocity
of ∼13 m/s. The liquid is then crossed with a series of femtosecond laser pulses following
the excitation scheme in Eq. 6.1.

The final photon detaches the excess electron to vacuum, which is then sampled through
a 900 µm skimmer. Photoelectrons are generated in these experiments with 1-3 eV of kinetic
energy and have an escape depth of a few nanometers[36–38]. The photodetached electrons
are energy-analyzed with a magnetic bottle consisting of a 1.1 Tesla SmCo magnet and a 10
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Gauss solenoid. This technique allows for, in principle, a 50% collection efficiency of gener-
ated photoelectrons[30, 39].

The photoelectron signal is collected on a chevron stack of microchannel plates. Data is
recorded in the form of the capacitively coupled current off of the detector as a function of
time between the laser interaction with the jet and arrival at the detector. This time-of-flight
is converted to electron kinetic energy (eKE), and the photoelectron intensity is scaled with
the appropriate Jacobian transformation (t−3). Calibration of the instrument and measure-
ment of the streaming potential are as described in our previous paper[40].

Ultrafast pulses are generated from the 800 nm output from a commercial ultrafast sys-
tem (Spectra Physics Spitfire, 2.2W, <75 fs). Approximately half the output is directed
into an OPA (Light Conversion TOPAS). The second harmonic of the sum of the signal
and pump is used to generate the tunable ultraviolet wavelength used for CTTS excitation
(240nm, hν1). The rest of the output from the femtosecond system is either used directly to
form hν2 (800 nm) or tripled to form the probe (266 nm, hν3). Improvements to the optical
layout since our previous work have allowed for a shorter cross-correlation at the chamber,
65 fs (Gaussian width) measured in the chamber.

The data analysis methods used here are described more fully in our previous paper[28].
Two methods are implemented. First, using global lifetime analysis (GLA), the entire time
resolved data is iteratively fit using a minimal set of exponential kinetic components [41, 42].
Second, the integrated intensity in several regions of interest are fit as a function of delay to an
exponential decay convoluted with the instrument response function, which is approximated
by a Gaussian. GLA is implemented in order to help separate spectral contributions from
overlapping features. Two sets of spectra extracted from global fitting are presented: first,
the decay associated spectrum/spectra (DAS) for each kinetic component and, second, a
reconstructed spectrum for the feature of interest. The DAS is the amplitude for each kinetic
component as a function of kinetic energy and is an output from the fit. The extracted spectra
are calculated from the DAS using a particular kinetic model.

6.3 Results

Following the excitation scheme in Eq. 6.1, a UV pulse at 240 nm, hν1, is used to generate
solvated electrons, and after a 200 ps delay, the electrons are excited with 800nm, hν2, and
detached to vacuum with 266 nm hν3. Data were recorded at pump-probe delays, ∆τ23, from
-1 ps to 10 ps. The TRPE spectrum as a function of ∆τ23 for D2O is shown in Figure 6.1A
and for H2O is shown in Fig. fig:isotopefig1B. Both hν1 and hν3 contribute static, single color
photoelectron intensity which is treated as background. Rather than subtracting the signal
from each beam individually, the spectra in Fig. 6.1A and 6.1B show the spectra with and
without hν2, (hν1+hν2+hν3)−(hν1+hν3). These difference spectra show how the presence of
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Figure 6.1: Time Resolved data for H2O and D2O following the subtraction method (hν1 +
hν2+hν3)−(hν1+hν3). Three regions of interest are labeled. Red indicates increased intensity
with hν2 and blue indicates decreased intensity.

hν2 changes the spectrum. Features that are populated by excitation pulse are shown in red,
features that are depleted are shown in blue, and green represents regions that are unchanged.

Each spectrum shows three main features numbered I to III from highest kinetic energy,
I, to lowest kinetic energy, III. Region III, centered at 1.2V, is depleted at near ∆τ23 = 0 and
recovers on a several hundred femtosecond timescale. The region of increased photoelectron
intensity, shown in red, decays on two timescales, labeled I and II. The high eKE edge of
the excited region, region I, decays significantly more quickly than the slower edge, region
II. Finally, region II and region III appear to exchange on a similar timescale in both solvents.

The delay dependent dynamics are more clearly shown in fig. 6.2. Fig. 6.2A shows nor-
malized plots of the integrated intensity in three regions of interest for D2O. The specific
choice of electron kinetic energy intervals for the three regions is discussed in Section 6.4.
The decay of the blue curve, an integration on the high eKE edge of region I, is complete
within the first hundred femtoseconds. The decay of the red curve, an integration of region
II, is several hundred fs. A comparison of the green curve, the low eKE edge of region III,
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Figure 6.2: Integration of the TR spectra in selected energy lanes for both solvents. A, the
three regions of interest for D2O. B, a comparison of region I in H2O and D2O.

with the red curve clearly shows the exchange of II with III on a several hundred fs lifetime.
These results are typical for both isotopes.

The change due to isotopic substitution is shown in fig. 6.2B. In these normalized in-
tegrated intensity plots, an equivalent spectral energy “lane” for region I is used in both
solvents. The decay of region I in water, the gold curve, is noticeably faster than the de-
cay of feature I in D2O, the blue curve. Details of the fitting procedure to both curves are
described in Section 6.4. The decay dynamics of region II are somewhat less obvious. The
lifetime generated from a fit to the integrated intensity of region II depends strongly on the
choice of the energy region. This effect was observed in water, D2O, and in methanol[29].
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Without further interpretation, we can understand the dynamics in Figure 6.1 in the
following manner. The depletion of III represents the pump-induced depletion of the initial
state. In water and heavy water, this feature is identified as a depletion of the ground state
photoelectron intensity. This assignment is made based upon prior work in water and by
the characteristic vertical binding energy (VBE) of the hydrated electron, 3.4 eV[30, 33, 34],
where hν3−eKEmax = V BE. Similarly, the ground state VBE in deuterated water is known
to be 3.47 eV[34]. The decay of regions I and II reflect the relaxation of the population excited
after the pump pulse as it repopulates the ground state. Though these phenomena have been
discussed previously in water[28] and in methanol[29], the new results presented here include
more detailed spectral analysis of the TR data, discussed in Sec. 6.4, and the isotope effect
on the internal conversion dynamics, Sec. 6.5.

6.4 Analysis

In order to gain a more quantitative understanding of the time resolved data, two general
data analysis methods are employed, Global Lifetime Analysis (GLA)[41, 42] and fitting
of the time-dependent integrated intensity of regions highlighted in Figure 6.2. The latter
presents a simpler method of data analysis with few fit parameters; however, the method
suffers when multiple features overlap in the same spectral region. GLA has proven to be
particularly advantageous for decomposing the spectral contributions from overlapping fea-
tures in congested spectra. This allows for a spectral identification of the features, but the
method suffers in the presence of dynamic spectral shifts, which are typical of solvent relax-
ation processes[43]. Here, both methods provide complementary information on the TR data.

The fit, residuals, and decay associated spectra generated from global lifetime analysis
of the D2O time-resolved data is shown in Fig. 6.3B-D. In D2O, two kinetic components are
found to fit the spectra, 80 ± 30 fs and 380 ± 90 fs. DAS features that are positive going
are associated with features that decay and features that are negative going are associated
with features that rise. DAS80fs shows two peaks: one centered at 0.9 eV eKE and one at
2.5 eV eKE. The peak at 0.9 eV is readily identifiable as the ground state spectrum from
prior work[34]. DAS380fs also has two peaks, one positive and one negative. The H2O data
shows similar trends but with slightly different lifetimes <75 fs and 420 ± 90 fs. The shape
of DAS380fs suggests that population is directly exchanging from the positive going feature
to the negative going feature. The negative going feature mirrors that from DAS80fs and is
also readily identifiable as the ground state.

In order to interpret DAS80fs, one must consider possible mechanisms that might con-
tribute two peaks to the spectrum. In an appropriate kinetic model with these DAS, the
integrated rate equation for feature III must contain e−t/τ1 with a positive leading coefficient.
The simplest possible mechanism that includes this condition is a three-step sequential ki-
netic mechanism. In the case of a sequential mechanism, the integrated rate law for feature
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Figure 6.3: Global lifetime analysis of D2O data. A, raw TR data. B, global fit. C, residuals.
D, decay associated spectra.

III is SIII(∆t) = A0

τ2−τ1

[
τ1e
−t/τ1 − τ2e

−t/τ2
]
. Assuming these kinetics, an expression for the

predicted DAS for each kinetic component can then be calculated.

For a I
τ1−→ II

τ2−→ III kinetic model with initial condition I + II + III = 0 , expressions
relating the DAS to the associated spectrum of the feature are given by Eqs. 6.2 and 6.3:

DASτ1 = SI(eKE)− τ2

τ2 − τ1

σr,IISII(eKE) +
τ1

τ2 − τ1

σr,IIISIII(eKE) (6.2)

DASτ2 =
τ2

τ2 − τ1

σr,IISII(eKE)− τ2

τ2 − τ1

σr,IIISIII(eKE) (6.3)
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Figure 6.4: Extracted spectra for Features I, II, and III in water and heavy water.

As shown in Equation 6.2, DASτ2 has a positive going component associated with feature
II and a negative going component associated with feature III. Also, DASτ1 contains positive
going components associated with feature I and III. Using the equations above, spectra for
features I and II can be generated by solving for SII and SIII using the DAS from the fit
and the known ground state. For both solvents, these spectra are shown in Figure 6.4. The
extracted spectra for both solvents show very similar spectra. In D2O, the ground state,
feature III, is found to have a VBE of 3.38 ± 0.05, and in H2O, this feature has a VBE of
3.40 ± 0.05 eV. Feature I has a VBE of 2.1 ± 0.2 in heavy water and in water. Feature III
shows little overlap with feature I. Feature II in both solvents has a VBE of about 2.5 eV.

Because of the number of optimizable dimensions inherent to GLA, the calculated error
bounds on the kinetic components are quite broad. We turn to a data analysis method with
fewer optimizable parameters, integration of intensity in selected energy windows, in order
to directly compare the dynamics in specific spectral regions and thus to assess the effect
of isotopic substitution on the kinetics in the regions of interest. We improve upon the inte-
grated intensity windows in our last presentation of the water data by using the associated
spectra from GLA to motivate regions in which to fit the integrated intensity. These inte-
grations are shown in Fig. 6.2B. The spectrally pure region of feature III, shown in green,
lies below 1.2 eV. Feature I, the blue curve, does not overlap with feature II at kinetic ener-
gies greater than 3.0 eV. Feature II, the red curve, overlaps with both I and III, so the most
reasonable place to integrate is the region of maximum intensity between 2.0 and 2.3 eV eKE.

Typical fit results from the integrated intensity in the energy regions of interest are shown
in Fig. 6.2. Fit results from Fig 6.2A yield lifetimes of 96 ± 9 fs for the blue curve, 380 ±
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40 fs for the red curve, and 410 ± 60 fs for the green curve. The error bounds are somewhat
larger on the green curve due to non-linear noise scaling at low kinetic energy. Though the
noise is equivalent for all time of flight bins, the magnitude of the noise becomes larger at
low kinetic energy when scaled by the Jacobian transformation. As observed in fig. 6.1B, the
lifetimes for the rise of the green curve and the decay of the red are the same to within error.
Further, integration in these energy lanes reproduces the lifetimes extracted from the GLA.

As shown in Fig. 6.2B, the lifetime of region I in D2O is longer than the lifetime in H2O.
A fit to the integrated intensity in this region yields a lifetime of 69 ± 11 fs for H2O and 96 ±
9 fs for D2O. The lifetime of the water data has a slightly larger error bound due to the fact
that, as in our previous work, the lifetime of region I in water is very near the limits of the
time resolution of the experiment, even in spite of improvements to the resolution. Using the
lifetimes from lane integration, the isotope effect for this transition, τIC(D2O)/τIC(H2O), is
found to be 1.3 ± 0.2.

In summary, from GLA we find that there are two kinetic components in each solvent
whose associated spectra are well explained by a three-step sequential kinetic mechanism.
Also, the shape of the associated spectra for features I, II and III are similar in both solvents,
and both solvents exhibit one lifetime shorter than 100 fs and one lifetime of ∼380 fs.
Using GLA to motivate energy regions in which to fit the intensity, we are able to report
substantially narrower error bounds without imposing a bias on the selection of energy lanes.
Finally, we conclude that the <100 fs lifetime exhibits an isotope effect of 1.3 ± 0.2.

6.5 Discussion

As detailed in the introduction, the relaxation mechanism of the solvated electron after elec-
tronic excitation is expected to comprise three steps: relaxation on the excited state, internal
conversion to the ground state, and solvent relaxation on the ground state. Prior work in
water using transient absorption identified three lifetimes, <100 fs, ∼400 fs, and ∼1.1 ps,
and the assignment of the mechanism was narrowed to one of two possibilities [11, 13, 15].
In the adiabatic mechanism, the fastest lifetime is assigned to τp, τIC is ∼400 fs, and τs is 1.1
ps. In the non-adiabatic mechanism, the <100 fs lifetime is assigned to τIC and the ground
state relaxes by a two-step mechanism[17].

Experiment: I
100fs−−→II

380fs−−→ III

Adiabatic:
∣∣p*
〉 τp*100fs
−−−−→|p〉 τ IC=380fs−−−−−→

∣∣s*
〉 ?−→ |s〉

Non-Adiabatic: |p〉 τ IC100fs−−−−→
∣∣s*
〉 τ s*=380fs−−−−−→ |s〉

(6.4)
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As in our previous work [28, 29], much of the argument presented here hinges on the
identification of τIC . If τIC is <100 fs then the relaxation mechanism is non-adiabatic, but if
τIC is ∼400 fs, the mechanism is adiabatic. In prior work in water and methanol, the mech-
anism was assigned in favor of the non-adiabatic mechanism. Here, new results including
the isotope effect for the various relaxation times and improved data fitting routines provide
considerable insight regarding the assignment of the mechanism.

Similar arguments in favor of the non-adiabatic mechanism are appropriate here. First,
by examining Fig. 6.4, the energy interval which spans feature II has clear overlap with the
weakly bound edge of the ground state as would be expected from the unrelaxed ground
state. Feature II then exchanges directly with the ground state on a 400 fs timescale as
shown in both the GLA and lane integrated data. The energy interval for feature I, shown in
Fig. 6.4, is well separated from the ground state. Further, a shift of 0.5 eV, which separates
feature I from feature II, is rather large for a shift on the excited state potential.

Next, as seen in Fig 6.1A and B, there appears to be shift in the range of 2.0 to 2.3
eV in the raw TRPES data. Spectral shifts are typical for solvation processes as one would
expect for solvent reorganization after internal conversion. Also, we observe no picosecond
relaxation time within our 10 ps observation window. If the ∼400 fs lifetime were τIC , some
solvent relaxation lifetime for the ground state would be expected; therefore, it is unlikely
the τIC is ∼400 fs.

The presence of a strong isotope effect provides further evidence for the non-adiabatic
mechanism. The lifetimes presented here imply an isotope effect τIC(D2O)/τIC(H2O) of 1.3
± 0.2. This bears close similarity to the factor of

√
2 predicted from a ratio of the deuterium

oxide to water vibrational frequencies. A strong isotope effect on the IC rate of up to 3.5
is predicted from theory [35, 44]. Schwartz and et. al. report that the isotope effect for τIC
is due to the contribution of the solvent nuclear coordinates to the non-adiabatic coupling
during internal conversion. The lack of an isotope effect for the ground state equilibration
time may imply the importance of solvent translational modes on the relaxation process[35].

Therefore, we assign the 69 ± 11 fs lifetime in water 96 ± 9 fs in D2O to internal con-
version and conclude that the relaxation mechanism for both solvents is non-adiabatic. The
associated spectrum for feature I in both solvents is therefore assigned to spectrum of the
p-state and has a VBE of 2.5 eV in D2O. The ∼400 fs lifetime in both solvents is then
assigned to solvent relaxation on the ground state.

Our results are in good agreement with the fastest lifetimes measured in TA in water 30-
80 fs[11, 15] and in D2O 70-120 fs. Also, τ2 is in good agreement with the 200-400 fs lifetime
reported from TA in both water and D2O. Further, the isotope effect measured from TA ex-
periments range from 1.2-1.6[11, 15, 16], also in agreement with results presented here. The
380 fs ground state lifetime exhibits no isotope effect as was also observed in TA experiments.
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Extrapolation of the τIC for water and deuterated water clusters of size 70 to 200
molecules yields an internal conversion lifetime for water of 63 ± 6 and for D2O 160 ±
18 fs, an isotope effect of 2.8[25]. The choice to include only the larger solvent clusters into
the fit was motivated by a discontinuity in the detachment energy as a function of cluster
size at n=70. This discontinuity was explained by the disappearance at large cluster size of
“double acceptor” water molecules, in which a single water molecule binds a diffuse electron
on the water surface[45]; therefore, the larger clusters sizes should be more representative of
the internally solvated state of the bulk. Including sizes 13 to 100 for water and sizes 25 to
50 in D2O yields lifetimes of 54 ± 30 and 72 ± 22 for water and D2O respectively, an isotope
effect of 1.2[23].

Interestingly, the lifetime for D2O, 96 ± 8 fs, and the isotope effect measured here are
in better agreement with extrapolated results which do not include large cluster sizes. In
water, Young et. al. showed a variation in τIC but not the detachment energy with clustering
temperature in cluster anions, with faster IC times in warmer source conditions[46]. Even
though the extrapolated binding energy for D2O clusters is the same as that in H2O and is
in agreement with results in the bulk, colder cluster temperatures could slow the observed
IC time relative to the bulk. The internal conversion lifetime for water reported here of 69
± 11 fs is in agreement with either extrapolation method.

6.6 Conclusion

Time-resolved photoelectron spectroscopy measurements have been performed on solvated
electrons in water and deuterium oxide solutions. After excitation of the s→p absorption
band, the relaxation dynamics of the excited electron are monitored as a function of pump-
probe delay. In both solvents, the electron is found to relax via the non-adiabatic mechanism,
in agreement with our prior work in water, methanol, and extrapolation from solvent cluster
anions. The isotope effect of the internal conversion lifetime upon deuteration of the solvent
is found to be 1.3 ± 0.1. No change in the ground state solvation lifetime in D2O is found
by comparison to H2O.
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Part III

Attosecond Dynamics in Liquid Jets
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Chapter 7

Attosecond Auger Electron
Spectroscopy in Bulk Liquid

While the timescale of a molecular vibration is on the order of hundreds of femtoseconds,
the motion of electrons ranges from hundreds of femtoseconds into the attosecond regime.
As the experimentally achievable duration of ultrafast pulses decreases, the study of electron
motion in real time becomes possible. With this resolution, fundamental phenomena such as
quantum beating, valence level electronic relaxation, and the real-time dynamics of Auger
processes can be observed.

While experiments with attosecond resolution in the gas phase are increasingly common,
condensed phase systems have become the new frontier of the attosecond community. At-
tosecond phenomena in the condensed phase include many and varied processes. In the solid
phase, the band gap evolution in silicon following valence to conduction band excitation oc-
curs on a timescale faster than 500 as[1]. In the liquid phase, a class of Auger decay processes
called intermolecular coloumbic decay (ICD) appear [2]. These are unique to soft matter sys-
tems and clusters, which is where efforts here will be focused. In this section, a discussion
of principles, designs, and first experiments for a liquid jet photoelectron spectrometer with
attosecond resolution is proposed.

7.1 Attosecond Pulse Generation and Pump-Probe

The techniques by which an attosecond pulse is generated and isolated are discussed at length
in the doctoral theses of Annelise Beck[3], Justine Bell[4], and Mark Abel [5]; however, for
the purposes of readability, a short discussion of this is included here. First, high harmonic
generation (HHG) is used to generate extreme ultraviolet pulses with durations of less than
one femtosecond[6]. Next, attosecond pulses can be isolated with one of a several techniques
including: double optical gating[7], polarization gating [8], intensity gating[9], etc. Finally,
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characterization of the pulse is done using a streaking measurement.

As a consequence of the uncertainty principle, generating pulses with very short time
durations requires a large energy bandwidth. High harmonic generation is the technique by
which the frequency of a driving field can be unconverted to higher energy, integer multiples
of the fundamental frequency. In this case, a few cycle 800 nm pulse is focused into a rare
gas target yielding only odd order harmonics. The process by which harmonics are made can
be understood using Corkum’s Three Step Model [6]. First, near a maximum in the driving
laser field electrons can be tunnel ionized from the rare gas atom. After the electron escapes
the atom, it moves in the driving field of the laser, which reverses direction and slams the
electron back into the parent atom. This results in a burst of attosecond XUV photons at
every half cycle of the field.

Because the driving field has a few complete optical cycles, several bursts of attosecond
light are generated, resulting in an attosecond pulse train. In order to perform a pump-probe
experiment, it is ideal to have only a single attosecond pulse. There are a number of ways to
accomplish this, but the typical method used in the Leone and Neumark groups is double
optical gating (DOG)[7]. This method exploits the fact that linearly polarized light has a
much greater HHG efficiency than circular or elliptically polarized light[8]. A set of quartz
plates are used to create two counter rotating circularly polarized pulses. This method, also
called polarization gating, has the effect of creating a pulse with linear polarization in a very
narrow window. In DOG, polarization gating is used with addition of the second harmonic,
used to shape the IR driving field. This breaks the symmetry of the electric field such that
there is only enough intensity for HHG every half cycle. This lengthens the gate width by a
factor of two and allows for HHG at both even and odd harmonics.

Once an attosecond pulse has been generated, it is necessary to characterize the band-
width, chirp, and temporal duration of the pulse. Characterization of the spectrum of the
pulse is relatively easily accomplished with an XUV grating and camera. The temporal pro-
file of the pulse is characterized by an attosecond streaking measurement. Annelise Beck’s
thesis has an excellent chapter on the reconstruction of attosecond pulses by streaking[3].

Briefly, streaking takes advantage of the ability of the strong electric field of an intense IR
pulse to shift the momentum of an electron. First, the attosecond pulse ionizes a gas target,
generating photoelectrons. These photoelectrons then experience the field of an IR pulse at a
variable time delay and are accelerated or decelerated toward the detector, depending on the
sign of field. The photoionization of the gas target is assumed to be instantaneous; therefore,
the distribution of photoelectrons is a copy of the attosecond pulse. Chirp in the attosecond
pulse appears as an asymmetry in the streak trace. A pre- or post- pulse manifests as mod-
ulation in the kinetic energy spread.

Typically, ultrafast pulse characterization is done by splitting the pulse in half to create
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Figure 7.1: Schematic: Auger Emission (left) and Intermolecular Coulombic Decay (right).

an interferometer a process called auto-correlation, for identical pulses, or cross-correlation,
if one arm of the interferometer has been modified in some way. Due to the relatively low
power of the attosecond beam and the lack of good UV beam splitters, splitting the pulse in
half is typically not feasible. This is also true of attosecond pump probe experiments.

Due to the difficulty of attosecond pump - attosecond probe experiments, the majority of
attosecond time resolved experiments have been done with one femtosecond pulse and one
attosecond pulse. Achieving resolution below the duration of one cycle of the femtoseond
pulse is done by exploiting in some fashion the variation in the electric field of the femtosec-
ond pulse with time. A streaking measurement is one way of accomplishing this. If, rather
than using a target without observable dynamics, a streaking measurement were done on a
system with few-femtosecond dynamics, the decay of the photoelectron population generated
by the attosecond pulse would appear as interference pattern in the streaking spectrogram.
Such a method has been experimentally realized in gas phase systems [10].

7.2 Auger Emission and Intermolecular Coulombic

Decay

When a core level electron is ejected from an atom or molecule, it leaves behind a vacancy.
A higher level electron may fill that vacancy; however, in order to conserve energy, energy
must be released. This is most often done in the form of an emitted photon, but in some
cases, a second electron can be released, leaving a second, more weakly bound vacancy. The
emitted electron is called an Auger electron. Auger decay is a relatively common occurrence,
especially for low atomic number elements from the inner-most core levels.

Shown in Fig 7.1 is a schematic diagram of an Auger emission process. Auger transitions
are generally named by the convention, core−B −C, “core” is the state of the ionized core
electron and B and C are valence states from which an electron falls to fill the vacancy and
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from which an electron is emitted, respectively. The core levels of the atoms are named using
X-ray notation. The 1s orbital becomes K1, 2s becomes L1, 2p1/2 becomes L2, 2p3/2 becomes
L3, 3s becomes M1, etc. The process shown in Fig. 7.1 reflects an ionization from oxygen 1s,
which is filled by the valence water 2a1 level and causes an emission from 1b2. This Auger
line would therefore be called K3a11b2.

The kinetic energy of the emitted electron is approximated by the equation Ekin =
Ecore−Eb−Ec. Where Ecore is the binding energy of the core level, and Eb and Ec are the
outer valence levels. The kinetic energy of the emitted electron for the process in Fig. 7.1
is then approximately 532 − 24 − 7 = 501 eV. Notice the original photon energy does not
appear here as it does in the energy balance for primary ionization processes. Since the ki-
netic energy is independent of photon energy, Auger and other secondary electron emissions
appear as constant kinetic energy features, rather than constant binding energy features.
The intensity of the Auger line competes with X-ray fluorescence. Auger emission is more
likely for lower atomic number atoms and more likely for the K shell than the L.

The energy balance above is a rather crude approximation. A more accurate energy bal-
ance might include relaxation effects within the atom, the hole-hole interaction energy, and,
especially in the condensed phase, an energetic shift due to the chemical environment of
the medium. Because of this sensitivity to the chemical environment, Auger electron spec-
troscopy is particularly useful as an atom-specific probe of surface chemistry.

In the condensed phase, the neighboring atoms or molecules may participate in filling
the core hole, and several new phenomena become possible. If the relaxing electron comes
from another molecule or atom, the processes is referred to as electron transfer mediated
decay (EMTD). More specifically, if the relaxing electron leaves from the same molecule or
atom but the emitted electron leaves from a neighboring molecule or atom, the process is
then called intermolecular(atomic) coulombic decay (ICD), shown schematically in Fig. 7.1.
The first successful ICD experiments were performed in 2003 and 2004, and in certain sys-
tems, ICD has been shown to be the dominant relaxation channel over other Auger processes.

The chemical equation of an ICD process involving molecular valence orbitals is shown
below. The ICD process is identifiable in several ways: monitoring the emitted ICD electron,
the newly generated cation, or lifetime broadening of the ionized level.

2H2O + hν → H2O +H2O
+(1s−1) + e− → H2O

+(1b−1
1 ) +H2O

+(1b−1
1 ) + e−ICD (7.1)

The natural linewidth for very short lived states is given by the uncertainty principle,
∆Γ∆τ ≥ ~

2
. For example, if the Lorentzian width Γ of the line is 0.21 eV, the lifetime of

the core-hole in a minimum uncertainty case is 3.1 fs. Lifetimes extracted from fits to the
width of the ionized species are fundamentally an indirect measure of the lifetime and are
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an upper bound on the ICD lifetime. This method, the so-called “core-hole clock” method,
has been used to predict ICD lifetimes on few femtosecond timescales depending upon the
system. The ICD rate depends on several factors including: the matrix element connecting
the ionized and valence state, distance between the two molecules, and number of nearest
neighbors. For this reason, we can expect that the rate of ICD to increase with the strength
of the solvation interaction and, thus, use core-hole lifetimes as a probe of the solvent network.

7.3 Proposed Experiments

While ICD has been identified in a number systems, the field is still young and open ques-
tions remain. Of principal interest to our group is a measurement of the timescales in various
systems in which ICD occurs. These lifetimes are fundamentally difficult to get at for a num-
ber of reasons. Principally, laser sources with sufficient time resolution are a still a rarity.
Next, relatively high energy photons are necessary, depending on the binding energy of the
ionized state, for example: the oxygen K edge requires over 550 eV. Finally, even with a
stable attosecond source of sufficient energy, successful coupling of the attosecond source
to a liquid jet has yet to be demonstrated. In the following sections, three experiments are
proposed, two for use with the existing attosecond source at UC Berkeley and one for use
with a new high energy attosecond source at the University of Central Florida.

7.3.1 Intermolecular Coulombic Decay in Neat Water at >100
eV

With an attosecond source available at UC Berkeley, high harmonics can be readily generated
with energies greater than 100 eV. Using this source, the first liquid jet experiments at
Berkeley will observe ICD dynamics in neat water. The expected excitation scheme is as
pictured below. With the XUV pulse, the water 2a1 state is ionized. A outer valence (ov)
level electron drops down to fill the hole in 2a1 state, and finally, conserving energy, an
electron from the valence band is emitted from a neighboring water molecule.

2H2O + hν → H2O +H2O
+(2a−1

1 ) + e− → H2O
+(ov−1) +H2O

+(ov−1) + e−ICD (7.2)

ICD has been observed previously in gas phase water clusters. [11] While these experi-
ments did not have the time resolution to measure the dynamics of the decay process, they
were able to conclusively demonstrate that ICD had occurred by measuring both the primary
photodetached electron and the secondary, low energy ICD electron.

This particular experiment is a convenient first experiment for a number of reasons. First,
the water 2a1 state is bound by 30 eV and is easily accessible using the >100eV attosecond
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Figure 7.2: Raw X-Ray Photoelectron Spectra taken with a 140 eV beam on 50µm water
jet with 500mM sodium chloride.

radiation available at UC Berkeley. Second, the experimental target density of a neat water
sample is very high, especially by comparison to experiments on solutes in water. Finally, the
secondary electrons, which should be generated at kinetic energies less than 10 eV, should
be well-separated from the primary electrons.

As a test of the feasibility of the experiment, a series of non-time-resolved XPS experi-
ments were performed at ALS beamline 11.0.2. XPS spectra of water at 140 eV are shown
in Fig 7.2. The water has 500 mM of sodium chloride dissolved in it to mitigate any effects
due to streaming potentials. The sodium 2S and 2P lines as well as the water valence lines
are labeled in the figure. The flux from the beam line at the appropriate wavelength, exit
slit width, and ring current was estimated to be ∼ 1011 photons/sec.

As shown in Fig. 7.2, the 1b1 line from water vapor does appear in the spectra; however,
the liquid signal dominates the spectrum. The intensity of the lines shown in the figure have
been used to generate a predicted count rate for the attosecond experiment assuming a typ-
ical flux of 107 photons per shot or 1010 photons per second with a magnetic bottle detector.
An expected count rate for ICD events under these conditions is 25 counts/shot, which may
be feasible.
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7.3.2 Intermolecular Coulombic Decay in Neat Water at <550
eV

As part of the collaboration with the Institute for Frontier Attosecond Science and Technol-
ogy, IFAST, the liquid jet photoelectron spectrometer will be moved to Orlando as an end
station to the <550 eV, approaching 10 attosecond, source currently under construction by
the Chang Group. With this photon energy, Carbon K-shell ionization and Oxygen K-edge
absorption start to open up as experimental targets, which allows for a wide range of new
experiments to be performed. The probability that ICD will occur increases when moving
from an L-shell to a K-shell core-hole; therefore, starting with a K-shell core-hole should
increase the number of ICD events and thus our ability to observe them. As a part of the
collaboration with UCF, the <550 eV source will be used to measure ICD rates in water
originating from oxygen 1s to water 4a1 absorption.

A schematic for the proposed experiment is shown as an equation below. This experiment
is similar as to that proposed in the previous section; however, the core-hole is formed in
the oxygen 1s orbital by absorption of the <550 eV beam to the water valence levels. The
onset of the K-shell absorption edge is at 535 eV, and O K-shell ionization starts at ∼ 560
eV. K-shell ionization may or may not be accessible depending on the final characteristics of
the source. Due to the exceptionally broad bandwidth predicted from the source, the x-ray
pump pulse will span much of the oxygen x-ray absorption spectrum. Therefore, separating
contributions from the various features may present some difficulty.

2H2O + hν → H2O +H2O
+(1s−1) + e− → H2O

+(vo−1) +H2O
+(vo−1) + e−ICD (7.3)

Spectra from ALS beamline 11.0.2 are shown in figure 7.3. These were taken with ap-
proximately 1010 photons/sec at 535 eV, the oxygen absorption pre-edge, on a sample of
500 mM sodium bicarbonate in water. The spectra clearly show peaks from ionization of the
water valence levels, and several types of Auger process, all from electrons emitted from the
water valence after filling a hole in the K-shell from the water valence levels. The OK−1b1,ov

band, especially its weakly bound edge, is the primary region of interest.

Since a significant fraction of the excited electrons will not be detached to vacuum, the
Auger spectrum is further complicated by the effects of the excited electrons left in the sys-
tem. If the electron initially excited from the core remains localized in a high lying valence
orbital of water, the Auger electrons undergo a “spectator shift” to faster kinetic energy[12].
If the excited electron from the core delocalizes from the parent, the energy of the emitted
Auger electrons is unchanged. This delocalization can occur on a less than 500 as timescale.
These delocalized electrons are a precursor to the solvated electron. These dynamics may be
a source of a wealth of interesting dynamics in and of itself; however, dynamics occurring on a
less than one femtosecond timescale may be difficult to resolve with a streaking measurement.
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Figure 7.3: X-Ray Photoelectron Spectra taken with a 535 eV beam on 50µm water jet with
500mM sodium bicarbonate.

Recently, Thürmer et. al. were able to demonstrate the existence of fast nuclear dynam-
ics, including ICD and proton transfer mediated (PTM) ICD, in solution[13]. Though their
experiment had no time resolution, the evolution of the fast edge of the spectrum at 510
eV as a function of excitation energy and deuteration provides significant evidence for the
generation of cationic water pairs in solution by either variant of ICD. They predict that the
proton transfer step and subsequent energy shift in the final states occur on a 4 fs timescale,
which should be resolvable with a streaking measurement.

Expected count rates here are a bit difficult to calculate as the source is unbuilt and
its intensity is unknown. The ICD probability is somewhat higher when filling an K shell
core-hole rather than a L-shell; however the ionization cross section is an order of magnitude
lower at 500 eV than at 100 eV, so a similar count rate for Auger events is predicted in this
experiment as at 100 eV for a given intensity.

7.3.3 Intermolecular Coster-Kronig Decay in Solutions at <100
eV

In addition to probing Auger processes in neat water, investigations into dissolved ions in
solution may prove to be an interesting target. ICD processes which couple the ion in solution
to the surrounding water molecules have been predicted to occur; however, the impact of
ICD has only been inferred. Specifically, Öhrwall, et. al measured photoelectron spectra of
the sodium, magnesium and aluminum 2s and 2p states[14]. In all three cases, the width of
the 2s line is broader than the 2p. The 2p line is in actuality a sum of two possible spin-orbit
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Figure 7.4: X-Ray Photoelectron Spectra of the sodium 2s (left) and 2p (right) lines taken
with a 140 eV beam on 50µm water jet with 1M sodium bicarbonate.

states of the neutral. This splitting is known, and, if both features were lifetime broadened by
the same amount, the 2p line would be predicted to be wider than the 2s line. The authors
interpreted this as evidence for a shorter lived 2s state as compared to 2p. The authors
attribute this shorter lifetime to Intermolecular Coster-Kronig Decay, a similar process to
ICD in which the intermediate state core-hole is in the same shell as one of the final-state
holes. The predicted process is shown schematically for sodium below.

H2O +Na+ + hν → H2O +Na2+(2s−1) + e− → H2O
+(vo−1) +Na2+(2p−1) + e−ICD (7.4)

The authors show that the broadening of the 2s line, and thus the lifetime of the core-
hole, tracks with the strength of the ion-solvent interaction. Specifically, lifetimes of 3.1 fs,
1.5 fs, and 0.98 fs were predicted for sodium, magnesium and aluminum ions respectively. If
Intermolecular Coster-Kronig decay were occurring, it would be possible to watch the decay
of the 2s core-hole and a corresponding rise of the ICD-like electrons, which should be shifted
to a few eV in kinetic energy slower than the normal Auger lines.

In order to get an idea of how feasible this experiment might be, several quick experi-
ments were done at ALS beamline 11.0.2. These experiments were done first to reproduce
the data from Öhrwall et. al and second to get an idea of what kind of electron signal one
might get as a function of photon flux. Due to time restrictions, only spectra of the sodium
ion were taken. The target was a 1 Molar sodium bicarbonate solution which was injected at
high backing pressure into vacuum through a 50µm fused silica capillary. The XPS spectra
were taken with a 140 eV beam, which was the lowest energy that we were able to tune the
beam. The flux from the beam line at the appropriate wavelength, exit slit width, and ring
current was estimated to be ∼ 1011 photons/sec.

The XPS spectra for the sodium 2s and 2p lines are shown in Fig. 7.4. The intensity of
the lines as shown in the figure have been scaled to reflect the predicted count rate of the
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attosecond beam at a typical flux of 107 photons per shot, or 1010 photons per second with
a magnetic bottle detector. Shown on the left, the 2s line is identified by its 68.2 eV binding
energy. On the right, the sodium 2p line, 35.5 eV, is shown next to the water 2a1 feature,
31 eV. The width of the 2s and 2p lines are found to reproduce those from Öhrwall et. al
to within error. The predicted count rate for dissociation of the sodium 2s line with a lower
flux beam is 1400 counts/second on a 800 counts/second baseline. This baseline is largely
due to dissociation of the water 2a1 band, which is quite broad and extends into this region.
The count rate per laser fire is the rate in counts per second divided by the repetition rate,
1000 Hz (single to few electrons per shot).

Single ionization events per shot should result in even fewer ICD events per shot. If the
primary decay mechanism of the sodium core-hole were ICD, the ICD electrons would still
be a relatively small peak on top of the Auger electron signal created from neat water, which
is a factor of 5 larger in our overview spectrum. The reduced count rate compared to the
neat water experiment is to be expected. Water is 55 molar and the sodium is one molar;
therefore, the water signal should be quite large. While this experiment may be feasible, one
would expect only a small change on top of a large background.

7.4 Liquid Mircrojet Photoelectron Spectrometer for

an Attosecond XUV source

The apparatus designs for the new end-station are included in Appendix C. These designs
are a modification of the instrument described for the femtosecond work in Chapter 2 and
used to take the data in Chapters 4 to 7. The implementation of the time of flight region and
the magnetic bottle are exact duplicates of Alexander Shreve’s original designs[15]; however,
the trap region has been entirely redesigned and has been adapted for coupling to the at-
tosecond beamline at UC Berkeley.

A diagram of the complete end-station design, which has not been built yet, is shown in
Fig. 7.5. There are four chambers shown in the design: the toroidal mirror chamber, the trap
chamber, the detector chamber, and the XUV grating chamber. The toroidal mirror chamber
shown is a shell with similar dimensions to the one already in existence at UC Berkeley. The
existing chamber will need to be modified with a new port at the appropriate angle to allow
for grazing incidence on a second toroidal mirror. A set of movable mounts will be used to
switch the attosecond beam between end-stations.

The toroidal mirror chamber is connected to the end-station by a beam tube. This beam
tube can be isolated by a set of valves, one manual and the other pneumatic on either end of
the tube. The pneumatic valve is connected to a port on the new trap chamber and can be
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interlocked to protect the rest of the vacuum system in the event of a frozen jet. The manual
valve on the other end of the beam tube will contain a silica plate with a metal film center,
rather than a metal gate. The metal film in the center of the plate can be tuned to allow for
transmission of a selected wavelength range of the XUV beam, and the silica plate transmits
the IR. Since the IR streaking pulse is much larger than the XUV near the toroidal mirror,
both beams can pass through the plate but gas from the trap chamber cannot. This arrange-
ment will allow for both wavelength tuning and differential pumping of the two chambers.

The newly designed trap chamber is significantly reduced in size relative to the current
femtosecond setup but maintains most of the same features plus a few new additions, in-
cluding a slide valve for the detector region. The femtosecond apparatus consists of two 10
conflat 6-way crosses, while the new chamber consists of a custom designed chamber on a
single 12 ID central tube. On the horizontal plane of the new trap chamber, there are two
10” CF flanges one with a door for easy access for cleaning the chamber and one which
connects to the detector vacuum chamber. Also on the horizontal plane is an 8” CF port
for a 450 L/sec turbo and both 2 3/4” CF flanges, which allow the laser beam to pass into
the interaction region and out into the XUV grating chamber. The cryogenic pumping for
this region is provided by a custom designed dewar attached on an off axis ISO 160 flange.
Finally, a 1 1/3” rotary feedthrough allows for control of the slide valve. The combination
of lower chamber volume and increased pumping capacity should allow for fast pump down
and lower ultimate pressures.

The bottom flange allows for the attachment of the liquid trap, which is cooled by a
liquid nitrogen dewar, and the Ultratorr feedthrough for the calibration gas inlet. Like in the
femtosecond apparatus, the diameter of the trap is quite large so as to mitigate jet freezing
by removing ice nucleation points from near the jet. Owing to the success of the larger trap
on the current setup, this diameter has been increased slightly. Also, in order to simplify
and speed up removal and emptying of the trap, the liquid trap has been switch from a CF
flange to an ISO flange.

The top trap flange contains ports for the pressure gauge, electrical, and the jet feedthrough.
An ion gauge is currently pictured in the designs; however, if the budget allows, a cold cath-
ode gauge may be more appropriate. The electrical feedthrough is a 4-port BNC, which
provides electrical for three-axis manipulation of the steering magnets for the bottle. Finally,
the liquid jet design is unchanged from previous instruments and is controlled by a three-axis
manual feedthrough.

The trap and detector chambers are separated by a differential pumping sheath and
skimmer. The sheath has been redesigned for the new instrument to allow for the use of a
slide valve between the two chambers. The valve will allow the detector chamber to remain
under vacuum at all times while the trap chamber is vented and cleaned. A prior field-free
instrument, which was used before the femtosecond instrument was built, also had a valve



CHAPTER 7: Attosecond Auger Electron Spectroscopy in Bulk Liquid 115

between the two chambers. The ultimate pressure in the detector region on the field-free
instrument was a factor of two better than the femtosecond instrument; therefore, a similar
improvement is expected for attosecond instrument. The new valve design consists of two
rails, a car, the cover slip, a screw, and a skimmer. The car slides between the two rails on
top of an o-ring and is held down by the cover slip on which the skimmer is mounted. The
car has a thread in which a half threaded rod can be turned by a rotary feed through outside
of vacuum. Since the screw is machine fixed, as the screw turns, the car moves back and
forth to open and close the valve.

The detector chamber is an almost exact duplicate of the current femtosecond instrument,
which has a 10” CF 6-way cross for the detector flange. The new end-station is designed
around custom flange designed by Harry Gomez for the original anion PES instrument[16].
This flange is in lab, unused, and has ports for a single 1100 L/s turbo and an ion gauge
as well as the necessary 10” CF flanges for the detector and sheath. The internals of this
chamber are exact duplicates of the instrument described in Chapter 2.

The final chamber, the XUV grating chamber, is a first draft of a movable chamber to
be used with both end-stations. A set of two gate valves, one manual and one pneumatic
separate the grating chamber from the trap chamber. The pneumatic valve is used to isolate
the two chambers, and the manual valve contains a thin metal filter in place of a thick steal
gate. The filter allows for transmission of the XUV beam but blocks the NIR. Having filtered
out the NIR, the XUV beam is then dispersed on to a grating to an XUV camera. The XUV
grating chamber is based on a 8” CF 6-way cross and has it’s own 450 L/sec turbo and
pressure gauges.
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Figure 7.5: Horizontal slice through attosecond end station showing interior of the various
chambers.
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Appendix A

Tunable UV by Four-Wave Mixing

Sum-frequency and difference-frequency mixing in a crystal such as β-Barium Borate (BBO)
are simple, cheap, and convenient methods of frequency conversion for most laser applica-
tions. Specifically, for the ultrafast community, the use of thin mixing crystals allows for high
transmission and limits chirp of the incident beam and group velocity walk-off. However, the
use of BBO to generate new frequencies becomes increasingly difficult as the generated fre-
quency goes deeper into the ultraviolet. First, transmission through BBO drops precipitously
after 250 nm, so what light is generated may be absorbed by the material. Second, the re-
quired mixing angle in BBO rapidly becomes non-physical (ex: doubling 400 nm to form
200 nm in BBO has a mixing angle of 90o). Finally, the efficiency of sum- and difference-
frequency mixing drops off as the mixing angle gets larger. Increasing the path length inside
the crystal does increase the efficiency, but it also negatively effects the temporal profile of
the pulse. Four-wave mixing (FWM) presents an alternative for generating tunable near UV
pulses while preserving, or even improving, the time duration of the pulse.

Principles

The basic formula for a FWM process requires two photons of one frequency and a third
photon of a lower frequency to generate a fourth color, hence four-wave.

ω4 = ω1 + ω1 − ω2 (A.1)

In the implementation presented here, ω1 is 400 nm and ω2 is either the 800 nm fundamental
of our Ti:Sapphire amplifier or infrared output from an OPA. Rather than a crystal, the
mixing is carried out in a capillary filled with a rare gas, such as argon or neon.

This method of UV generation comes with a helpful side effect. The strong field of the
ultrafast pulses leads to self-phase modulation within the fiber, which results in significant
spectral broadening. Conversely in BBO, the intensity of the mixing process is strongly de-
pendent on mixing angle, which is set by the frequency of the input beams. Therefore, much



APPENDICES 121

Figure A.1: Four-wave mixing apparatus after modifications to the original designs.

of the broad bandwidth of the ultrafast pulses is not converted efficiently, which leads to a
systematic narrowing of the spectral width of the generated light. In a fiber, the spectrum
of the generated light is broadened enough that the output beam allows for temporal com-
pression beyond the transform limit of the input beam. Essentially, the four-wave mixer acts
as a hollow-core fiber compressor.

Designs

The original designs for the four-wave mixing cell used, briefly, in the Neumark Group were
done by R. M. Young[1] and were based on designs from Durfee, et. al.[2, 3] and Jailaubekov
and Bradforth [4]. Testing and implementation of the design were incomplete as of the finish
of R. M. Young’s thesis; therefore, a short discussion of the modifications and implementa-
tion notes on the designs is merited here.

The heart of the FWM set-up is a 100µm ID fused silica capillary (Polymicro). This is
housed inside of a larger glass tube with a 400µm ID (Schott Duran glass 6mm OD), which
is just larger than the 350µm OD of the capillary. Both tubes are about 30 cm long with
the capillary being slightly longer than the outer tube, such that the ends of the capillary
are exposed. Two 1/4” UltraTorr tees cover the ends of the outer tube. In the far ends of
the tees, two 1/2” windows (CaF2, 3 mm thick) are epoxied onto 1/4” stainless steal tube.
The off-axis ends of the tees are connected to polyethylene tube, from which the capillary
assembly can be filled with gas (50-60 Torr of Argon) or purged as necessary.

The outer glass tube is supported by a specially designed cradle. This replaces the optic
posts shown in Young’s thesis. The UltraTorr fittings are still supported by optic posts. The
cradle and all assorted tubes and gauges are clamped to a 24” x 6” breadboard. This allows
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the entire assembly to be moved on and off the table when not in use.

Ultimately, the four-wave mixing setup was never put into regular use because of the
difficultly of aligning the fiber. The Clark laser system that this was used with was likely
the origin of the stability problems.

Design Changes

The original designs called for quarter inch optic posts to support the outer glass tube. The
glass bent considerably when on the optic table due to the weight of the UltraTorr fittings.
While this bending would not make alignment in to the fiber impossible, it did make it
somewhat more difficult to predict where the proper alignment might be. A new cradle was
designed for the fiber and painted matte black. The designs for the cradle are at the end of
this section.

Next, in order to reduce the weight and flexing of the beam tube, all components beyond
the original UltraTorr tees have been removed, and the windows have been mounted directly
into the open ends of the tees. In order to mount the windows directly in the quarter inch
fittings, the windows were replaced and reglued to a smaller tube. The original designs called
for a second set of brass tubes which were used to support the windows. Once the cradle was
added, this additional support became unnecessary. The Ashcroft gauge pictured in Young’s
thesis, Fig. 2.5, was replaced with a convection and a thermocouple gauge. The Ashcroft
gauge ran out of batteries quickly and would not hold a vacuum.

Daily alignment was quite difficult. Adding about 1 atm of gas to the cell made it much
easier to see if the beam was hitting fiber or the glass housing. Finding temporal overlap of
the 800 nm and 400 nm using SFG in a BBO was much easier than finding alignment in the
cell, the temporal overlap inside the cell is slightly different but close at this point. Finally,
using lens mounts with horizontal and vertical alignment adjust, not pictured, is crucial.
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Figure A.2: Drawing for fiberstand
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Figure A.3: Drawing for fiberstand
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Appendix B

Non-Collinear Optical Parametric
Amplifier

Ultrafast pulses at tunable wavelengths have been an important addition to the project. In
particular, the efficiency at which solvated electrons are generated varies greatly with the
cross section of the CTTS band. These band maxima vary strongly from solvent to solvent.
Therefore, in order to generate a large solvated electron population, it became necessary
to generate ultrafast pulses at variable UV wavelengths. There are several ways that this
can be accomplished including: the second-harmonic sum-frequency signal of an IR-OPA
(like the TOPAS in our lab), the second-harmonic of a non-collinear optical parametric
amplifier (NOPA), four-wave mixing in a fiber, etc. Each method has its advantages and
disadvantages. The SH-SFS of the TOPAS has high power and good stability but does not
make wavelengths below 235 nm with any efficiency. The temporal width of the tunable UV
generated from SH-SFS is also significantly broadened. The SH of a NOPA is capable of
producing light below 225 nm but at low power. The four-wave mixing set-up described in
the previous chapter produces even less UV power but with the shortest pulse width and
bluest UV range.

Principles

The operation of a NOPA can be thought of as a variant on a difference-frequency mixing
process. In difference frequency mixing, the energy of bluer of the two incident photons is
equal to the sum of the redder photon and the new color being generated. This can be
thought of as a stimulated emission process whereby the redder photon drives the emission
of a photon with a frequency equal to the pump minus the signal; however, by energy con-
servation, yet another photon at the wavelength of the seed is generated.

In optical parametric amplification (OPA), the pump photon drives parametric fluores-
cence in the nonlinear crystal. In this process, the pump is split into a pair photons, the
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Figure B.1: Optical Layout for Non-collinear Optical Parametric Amplifier

signal and idler, subject to the energy balance below.

ωp = ωs + ωi (B.1)

These pairs are generated at a wide range wavelengths and are emitted off of the pump
beam axis, subject to conservation of momentum, in two cones of light around the central
pump beam.

In a non-collinear OPA, amplification of the fluorescence being driven by the pump is
accomplished by directing the seed beam along the axis of the superflourescence cone. If
the seed beam is phase matched, spatially overlapped, and temporally overlapped, the seed
drives the generation of light with the same wavelength as the seed (the signal) and also the
difference between the seed and the pump (the idler).

In a white-light NOPA, a white-light continuum is used as the seed pulse. As long as the
phase matching condition for each wavelength is met, a corresponding pair of photons will
be generated. For this reason, the amplified light generated from a NOPA can exhibit a very
broad bandwidth. This also allows for temporal compression of the beam past the transform
limit of the pump beam.
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Pump Seed

SF Cone

Figure B.2: Schematic showing the overlap of superfluorescence cone and seed beam after
the crystal.

Design

The 800 nm fundamental from the amplifier is first telescoped down to approximately a
5 mm beam size. The maximum pump power should not exceed 400 mW at this level of
focusing; otherwise, the crystals will be damaged. A longer pump pulse (120-150 fs) tends
to result in higher power inside of the NOPA. From here, the optical beam path consists of
two arms: one for the white light generation and one to generate the 400 nm pump beam.

2 to 5 % of the 800 nm beam is routed to the white light generation stage and the rest is
doubled in a 29.1◦ BBO. The residual 800 nm is separated from the 400 nm with a dichroic
beam splitter. It is important to remove as much of the 800 nm light as possible, so a second
dichroic filter may be necessary at high input power. Because the superflorescence threshold
is already near the damage threshold for the BBO, the extra 800 nm power simply damages
the BBO.

The 400 nm pump beam is then focused just behind a 32◦ 1mm thick BBO, and in this
particular design, the focal distance necessary is about 50 cm. Focusing of the 400 nm beam
is best done with a spherical or off-axis parabolic mirror to conserve power and pulse dura-
tion, but the spherical lens used here is a cheaper option.

Superflorescence (SF) is generated in a cone around the pump beam. On a card, this will
appear as a circle around the blue central beam. The crystal angle for optimum SF is 32◦,
but a 1 mm thick 29◦ crystal will do in a pinch. The main axis of the crystal should be 90◦ to
the 400 nm pump beam. Both the position of the focus and the angle of the crystal need fine
optimization, so the SF crystal should be mounted on a translation stage in a rotation mount.

The white light generation stage is somewhat trickier and requires quite a bit of futzing
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to achieve a stable alignment. The 800 nm beam should be focused tightly behind a sapphire
plate, ∼5 cm focal length. The lens mount ahead of the sapphire must have horizontal and
vertical fine adjustment to control the shape of the focus in the sapphire. An iris is used
to make changes to the spatial mode of the 800 nm beam during alignment, and a neutral
density wheel is used to change the power going into the sapphire. Less power is more stable
but results in lower conversion efficiency.

The white light generated by the sapphire is much more divergent than the residual 800
nm; therefore, a lens that focuses nearly twice as tightly as would be expected to collimate
the IR is necessary to collimate the white light. Nearly collimated white light rather than
focused white light appeared to work better. Both lenses and the sapphire should be on an
optic rail or small translation stages to fine adjust the foci.

The white light should meet the pump beam inside the crystal at as near an angle to 3◦

as possible. This corresponds to the seed propagating along the SF cone rather than the on
the axis of the pump and is the origin of term non-collinear in the name NOPA. The two
beams must be overlapped in time as well as space, so a translation stage on one of the two
lines should be well aligned and adjusted until overlap is found in the crystal.

The output color ranges from teal (∼480 nm) to red (∼720 nm), depending upon the
alignment, and has a maximum power at about orange (∼600 nm). The conversion efficiency
of this single pass system was no more than a few percent efficient; however, multi-pass
designs with efficiencies of up to 15% have been demonstrated. The output beam is slightly
divergent, so a lens mount on the output will improve the collimation. Finally, the output
beam is quite stretched in time and must be re-compressed using a prism compressor such
as the one detailed in the thesis of R. M. Young[1].

Alignment Notes

• Begin by aligning on the entrances irises.

• Block the seed. Optimize 400 nm generation with BBO angle.

• Optimize SF generation, BBO angle, BBO rotation, focus position, and compression
of pump beam from amplifier. Look for a bright stable circle of light around the 400nm
beam. The circle of light from the superfluorescence should look like a rainbow with
colors from red to green. The alignment is still not quite right if the color is only red
to orange.
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• Block the pump and unblock the seed. For first-time alignment after construction of
the NOPA, pull both lenses and make sure that the beam propagates straight through
the center of both post holders and level to the table.

• Add back in first lens making sure that the lens is VERY close to the sapphire. Walk
the lens back looking for white light. It is important not to move the lens so far back
the the focus is inside the sapphire plate. This will cause a burn.

• Optimize the white light generation using the horizontal and vertical adjust on the lens
mount. Close the iris such that there is a red halo around the white light beam after
the sapphire.

• Put the second lens back and center it on the white light beam.

• Align the white light beam on the SF BBO with as shallow an angle as you can man-
age. The closer that this angle is to 3 degrees off the pump beam the better the phase
matching condition and the broader the bandwidth of the amplified beam. At this
point, the second lens on the white light stage can be adjusted such that the seed
beam is very weakly focused.

• Unblock the pump beam. Adjust the delay stage for temporal overlap. At this point,
there should be amplified signal in some color. The power of the beam can be improved
by adjusting: the steering of the seed, the focus of the seed, horizontal and vertical
adjust of seed lenses, and power of the seed using the ND wheel.

• Changing the color: The color is changed primarily by adjusting the delay stage. Differ-
ent colors appear at different delays. There is also a weak dependence on the steering
of the seed. Finally, the BBO rotation, naturally, has a large effect of the SF spectrum.
Getting the right color in good power and stability is difficult. Poor SF generation can
limit the ultimate tunable range of the NOPA.

Possible Improvements:
The exact lens focal lens and the necessary ratio of pump to seed power depends greatly

on input power, beam shape, and compression. Be prepared to adjust all of these as necessary.
The layout of the pump line would be greatly improved from its current design with a few
more high reflectors and a focusing mirror. Finally, the addition of a second amplification
stage, pre-chirping the beam, or adding dispersion compensation between the two arms of
the NOPA has not been attempted.
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B.1 References

[1] R. M. Young, Dynamics of excess electrons in atomic and molecular clusters, Thesis, UC
Berkeley (2011).
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Appendix C

Machine Drawings: Liquid Jet
Photoelectron Spectrometer for an
Attosecond XUV Source

In this appendix are the machine drawings for a new liquid jet photoelectron spectrometer
to be used as an endstation interchangeably with two attosecond sources at Berkeley and at
the University of Central Florida. The designs are as discussed in section xxxx. The chamber
consists of the liquid microjet, a magnetic bottle time of flight photoelectron spectrometer,
and an XUV spectrometer for characterization of the attosecond beam. Improvements to
the last instrument include the addition of a custom designed slide valve for the detector
chamber, increased pumping on the the trap chamber, and a further increase in size of the
trap volume and area. Finally, the chamber door and much of the designs for the magnetic
bottle were kept from the original instrument.
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Figure C.2:
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Appendix D

Code: Post-Processing and Data
Analysis

D.1 Post-Processor

1 %post p ro c e s s o r
2

3 %d i r e c t i o n s :
4 %MUST CHANGE # OF BACKGROUND SCANS BASED ON TYPE OF DATA
5 %You w i l l be asked which de lay scan number should be used to f i n d

a f l a t base
6 %l i n e
7 %You w i l l be asked which r eg i on i s non−f l a t in that de lay
8

9 %% set−up , import
10 tau =[125 ,400 ] ;
11 IRFFWHM=100;
12 f i g =1;
13 numbkgd = 1 ;
14

15 t0=−16;
16 l en =66;
17

18 e k e E f i l e=’ CombinedSums . csv ’ ;
19 %e k e E f i l e =’combinedsumsedit . csv ’ ;
20 c o n f i g f i l e=’ ConfigTable . csv ’ ;
21

22 %datmatl=csvread ( e k e E f i l e ) ;
23 datmatl=csvread ( e k e E f i l e , 1 , 0 ) ;
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24

25 numeKE=length ( datmatl ) ;
26 numdelays=s i z e ( datmatl , 2 )−numbkgd ;
27

28 %confmat=csvread ( c o n f i g f i l e , 0 , 0 , [ 0 , 0 , numdelays , 0 ] ) ;
29 confmat=csvread ( c o n f i g f i l e ) ;
30 b i n s t o f = l i n s p a c e (2 , 2000 , 1000) ;
31

32 %c r e a t e column o f eKE va lues
33 E=284.3174 . ∗ ( l en ˆ2 . / ( b in s to f−t0 ) . ˆ 2 ) ;
34 eeKE=E ’ ;
35

36 %c r e a t e de lays matrix
37 de lays =(20/3∗ confmat ( 1 : numdelays , 2 ) ) ’ ;
38

39 %generate weights f o r j acob ian t rans fo rmat ion
40 datE=ze ro s (1000 , numdelays ) ;
41 dataE=ze ro s (1000 , numdelays ) ;
42

43 e s c a l e=eeKE . ˆ ( 3 / 2 ) ;
44

45 %% Background subt ra c t i on
46 bkgd=ze ro s (numeKE, 1 ) ;
47 f o r r =1:numbkgd ;
48 bkgd=datmatl ( : , numdelays+r )+bkgd ;
49 end
50

51 Bkgd = [ ] ;
52 f o r l =1:numdelays
53 Bkgd=[Bkgd , bkgd ] ;
54 end
55

56 %subd=datmatl ;
57 subd=datmatl ( : , 1 : numdelays )−Bkgd ;
58

59 %% Base l i ne F la t t en ing
60 %user s e l e c t de lay f o r eKE lane
61 prompt = ’ Enter number o f de lay to use f o r b a s e l i n e c o r r e c t i o n ’ ;
62 l an e s=inputd lg ( prompt ) ;
63 l ane=st r2doub l e ( l ane s ) ;
64

65 eKElane=subd ( : , l ane ) ;
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66

67 f i g u r e (20000135)
68

69 p lo t ( b in s to f , eKElane )
70

71 exc ludes = inputd lg ({ ’ s t a r t ToF range to ex lcude ’ , ’ end Tof range
to exc lude ’ } , ’ I n f o ’ ) ;

72 va l s1=exc ludes {1} ;
73 va l1=st r2doub l e ( va l s 1 ) ;
74 va l s2=exc ludes {2} ;
75 va l2=st r2doub l e ( va l s 2 ) ;
76 exc lude=(va l1 / 2 : 1 : va l2 /2) ;
77

78 b=−.004;
79

80 [ xData , yData ] = prepareCurveData ( b in s to f , eKElane ’ ) ;
81

82 % Set up f i t t y p e and opt ions .
83 f t = f i t t y p e ( ’ l i n e f i t (x , b ) ’ , ’ independent ’ , ’ x ’ , ’ dependent ’ , ’ y ’

) ;
84 exc ludedPoints = exc ludedata ( xData , yData , ’ I n d i c e s ’ , exc lude ) ;
85 opts = f i t o p t i o n s ( ’ Method ’ , ’ Nonl inearLeastSquares ’ ) ;
86 opts . Display = ’ Off ’ ;
87 opts . Star tPo int = b ;
88 opts . Exclude = exc ludedPoints ;
89

90 % Fit model to data .
91 [ f i t r e s u l t , go f ] = f i t ( xData , yData , f t , opts ) ;
92

93 f i t r e s u l t
94

95 bs = c o e f f v a l u e s ( f i t r e s u l t ) ;
96 dataavg=subd−bs ;
97

98 %% Jacobian Transformation
99

100 f o r n=1:numdelays
101 dataE ( : , n )= dataavg ( : , n ) . / e s c a l e ;
102 end
103

104 datmat=dataE ;
105
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106 %% Rebin to 10 ns t o f l ane s
107

108 rusbd = [ ] ;
109 f o r l = 1 : numdelays ;
110 f o r n = 1 : numeKE/5
111 rsubd (n , l ) = datmat (5∗n , l ) + datmat (5∗n−1, l ) + datmat

(5∗n−2, l )+ datmat (5∗n−3, l ) + datmat (5∗n−4, l ) ;
112 end
113 end
114

115 %% Write Mat F i l e
116 newbinsto f = l i n s p a c e (10 , 2000 , 200) ;
117

118 %c r e a t e column o f eKE va lues
119 nE=284.3174 . ∗ ( l en ˆ2 . / ( newbinstof−t0 ) . ˆ 2 ) ;
120 neKE=nE ’ ;
121

122 newnumeKE=length ( rsubd ) ;
123

124 eKE=f l i p u d (neKE(50 : 200 ) ) ;
125 l d e l a y=length ( de lays ) ;
126 tTRPES=f l i p u d ( rsubd ( 5 0 : 2 0 0 , 1 : l d e l a y ) ) ;
127

128 f i l ename f i tmat=’ BkgdBasel ineJacScaleRebin . mat ’ ;
129 save ( f i l ename f i tmat , ’IRFFWHM’ , ’ tau ’ , ’ f i g ’ , ’ de l ays ’ , ’eKE ’ , ’tTRPES ’ )

;

D.2 Degenerate Global Fitter

Main Code

1 f unc t i on [DAS, taus , decays , f i t , r e s i d u a l s , t0 , FWHM, y0 ] =
DegenGlobalFit ( tau , IRFFWHM, delays , eKE, TRPES, f i g )

2 %%GlobalFit
3 %Perform a g l o b a l f i t on a TRPES matrix .
4

5 % INPUTS:
6 % tau = row vecto r o f i n i t i a l gue s s e s f o r time cons tant s
7 % IRFFWHM = i n t i a l guess f o r FWHM of the IRF
8 % de lays = row vecto r o f de lays data were sampled at
9 % eKE = column vecto r o f e n e r g i e s data were sampled at
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10 % TRPES = matrix o f TRPES data , in the format de s c r ibed by de lays
and eKE

11 % f i g = no . o f f i g u r e to output to .
12

13 % OUTPUTS:
14 % DAS = matrix o f decay a s s o c i a t e d spectra , one column f o r each

component
15 % taus = vecto r o f time cons tant s
16 % decays = matrix o f time−i n t e g r a t e d s i g n a l s . F i r s t n columns are

the
17 % decays f o r each n componenets , f o l l owed by the

exper imenta l data , then
18 % the t o t a l f i t
19 % f i t = matrix o f f i t t e d TRPES
20 % r e s i d u a l s = matrix o f experiment − f i t
21 % t0 = f i t t e d t0
22 % FWHM = f i t t e d FWHM
23 % y0 = f i t t e d l i n e a r o f f s e t ( accounts f o r no i s e )
24

25 %[ rTRPES, binseKE]= rebinbyenergygap (eKE, delays , b inS ize ,TRPES) ;
26 rTRPES = TRPES;
27 binseKE = eKE;
28 sigma = IRFFWHM / 2 . 3 5 ;
29 %rTRPES=rTRPES( 1 : l ength ( binseKE ) , : )
30

31 p e r s i s t e n t c s t r i n g ;
32

33 %Plot raw data as contour in f i g u r e 1 , p o s i t i o n 1 in 3x2
34 f i g u r e ( f i g ) ;
35 subplot ( 3 , 2 , 1 ) ;
36 [ cha , cha ] = contour f ( de lays , binseKE , rTRPES , 25) ;
37 s e t ( cha , ’ l i n e s t y l e ’ , ’ none ’ ) ;
38 ax = c a x i s ;
39 t i t l e ( ’ Data ’ ) ;
40 x l a b e l ( ’ t / f s ’ ) ;
41 y l a b e l ( ’eKE / eV ’ ) ;
42 %a x i s ([−500 2500 b inS i z e max( eSca l e ) ] ) ;
43 co l o rba r ;
44 drawnow ;
45

46 %c r e a t e i n i t i a l va lue s f o r f i t
47 x0 = ones ( l ength ( binseKE ) +4, l ength ( tau ) ) ∗ 0 . 1 ;
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48 x0 ( 1 , : ) = tau ;
49 x0 (2 , 1 ) = −10; %t0
50 x0 (3 , 1 ) = 0 ; %y0
51 x0 (4 , 1 ) = sigma ;
52

53 %uncomment these and change the f i t l i n e to use l i m i t s .
54

55 %lower = ones ( l ength ( binseKE )−3, l ength ( tau ) ) ∗−5;
56 %lower ( 1 , : ) = [ 2 0 , 5 0 0 , 1 0 0 0 ] ; %tau
57 %lower (2 , 1 ) = −100; %t0
58 %lower (3 , 1 ) = −1; %y0
59 %lower (4 , 1 ) = 50/2 . 35 ; %FWHM
60

61 %upper = ones ( l ength ( binseKE ) +3, l ength ( tau ) ) ∗5 ;
62 %upper ( 1 , : ) = [300 ,1000 , 8000] ;% tau
63 %upper (2 , 1 ) = 100 ; %t0
64 %upper (2 , 2 ) = 1 ; %y0
65 %upper (3 , 1 ) = 300/2 . 35 ; %FWHM
66

67

68 %generate weights ( to account f o r non−l i n e a r eKE a x i s )
69 %N.B. the ∗10 f a c t o r i s to get the r e s i d u l a s i n to a regime the

f i t t e r
70 %l i k e s . Tweaking t h i s can change the t o l e r a n c e and f i t t i n g speed
71 weight = repmat ( d i f f (eKE) ,1 , l ength ( de lays ) ) ;
72 weight = [ weight ; repmat ( weight ( end , 1 ) , 1 , l ength ( de lays ) ) ]∗10000 ;
73

74 %% Star t with the d e f a u l t opt ions
75 opt ions = opt imset ;
76 %% Modify opt ions s e t t i n g
77 opt ions = opt imset ( opt ions , ’ Display ’ , ’ i t e r−d e t a i l e d ’ ) ;
78 opt ions = opt imset ( opt ions , ’ ScaleProblem ’ , ’ Jacobian ’ ) ;
79 opt ions = opt imset ( opt ions , ’ PlotFcns ’ , { @outfun }) ;
80 [ x , resnorm , r e s i d u a l , e x i t f l a g , output , lambda , j acob ian ] = . . .
81 l s q n o n l i n (@( x ) ( ( GenerateDegenTRPES ( delays , binseKE , x ( 1 , : ) , x ( 5 : end

, : ) , x (2 , 1 ) , x (4 , 1 ) , x (3 , 1 ) )−rTRPES) .∗ weight ) .∗1 , x0 , [ ] , [ ] , opt i ons )
;

82

83 %% i f l i m i t s are requ i red , r e p l a c e the [ ] , [ ] , above with lower ,
upper − and f i l l out the m a t r i c i e s above .

84

85 taus = x ( 1 , : )
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86 t0 = x (2 , 1 )
87 y0 = x (3 , 1 )
88 FWHM = x (4 , 1 ) ∗2 .35
89

90 %x ( 4 : end , 2 )= ze ro s ( l ength ( eSca l e ) , 1 ) ;
91

92 fitTRPES = GenerateDegenTRPES ( delays , binseKE , taus , x ( 5 : end , : ) ,
t0 , FWHM/2 .35 , y0 ) ;

93 f i t = fitTRPES ;
94

95 f i g u r e ( f i g ) ;
96 subplot ( 3 , 2 , 2 ) ;
97 [ chb , chb ] = contour f ( de lays , binseKE , fitTRPES , 25) ;
98 s e t ( chb , ’ l i n e s t y l e ’ , ’ none ’ ) ;
99 c a x i s ( ax ) ;

100 t i t l e ( ’ F i t ’ ) ;
101 x l a b e l ( ’ t / f s ’ ) ;
102 y l a b e l ( ’eKE / eV ’ ) ;
103 co l o rba r ;
104 drawnow ;
105

106 %% plo t DAS
107 subplot ( 3 , 2 , 3 ) ;
108 c l a ;
109 DAS = plotDAS ( x ) ;
110 drawnow ;
111

112 %% plo t r e s i d u a l s
113 subplot ( 3 , 2 , 4 ) ;
114 r e s i d u a l s = ( fitTRPES − rTRPES) ;
115 [ chc , chc ] = contour f ( de lays , binseKE , r e s i d u a l s , 25) ;
116 s e t ( chc , ’ l i n e s t y l e ’ , ’ none ’ ) ;
117 c a x i s ( ax − max( ax ) /2) ;
118 t i t l e ( ’ Res idua l s ’ ) ;
119 x l a b e l ( ’ t / f s ’ ) ;
120 y l a b e l ( ’eKE / eV ’ ) ;
121 co l o rba r ;
122 drawnow ;
123

124 %% plo t decays
125 subplot ( 3 , 1 , 3 ) ;
126 c l a ;
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127 decays = plotDecays ( x ) ;
128

129

130 %% func t i on to p l o t the DAS
131 f unc t i on DAS = plotDAS ( xc )
132 c s t r i n g = [ ] ;
133

134 DAS = ze ro s ( l ength ( binseKE ) , l ength ( xc ( 1 , : ) ) ) ;
135 f o r i =(1: l ength ( xc ( 1 , : ) ) )
136 p lo t ( binseKE , xc ( 5 : end , i ) ) ;
137 DAS( : , i ) = xc ( 5 : end , i ) ;
138

139 %legend ( s p r i n t f ( ’%0.1 f f s ’ , x (1 , i ) ) ) ;
140 c s t r i n g {end+1} = s p r i n t f ( ’ %0.0 f f s ’ , xc (1 , i ) ) ;
141 hold a l l ;
142 end
143 hold o f f ;
144 t i t l e ( ’ Decay Assoc iated Spectra ’ ) ;
145 x l a b e l ( ’eKE / eV ’ ) ;
146 h l i n e = r e f l i n e ( [ 0 0 ] ) ;
147 s e t ( h l ine , ’ Color ’ , ’ k ’ ) ;
148 l egend ( c s t r i n g ) ;
149 end
150

151 %%func t i on to p l o t t o t a l i n t e g r a l s
152 f unc t i on decays = plotDecays ( xc )
153 decays = ze ro s ( l ength ( xc ( 1 , : ) ) + 2 , l ength ( de lays ) ) ;
154 decays ( l ength ( xc ( 1 , : ) ) + 2 , : ) = trapz ( binseKE ,

GenerateDegenTRPES ( delays , binseKE , xc ( 1 , : ) , xc ( 5 : end
, : ) , xc (2 , 1 ) , xc (4 , 1 ) , xc (3 , 1 ) ) ) ;

155 decays ( l ength ( xc ( 1 , : ) ) + 1 , : ) = trapz ( binseKE , rTRPES) ;
156

157 p lo t ( ( de lays ( 1 : end ) ) , t rapz ( binseKE , GenerateDegenTRPES ( (
de lays ( 1 : end ) ) , binseKE , xc ( 1 , : ) , xc ( 5 : end , : ) , xc (2 , 1 ) ,
xc (4 , 1 ) , xc (3 , 1 ) ) ) , ’ k ’ ) ;

158 hold a l l ;
159 p lo t ( de lays , t rapz ( binseKE , rTRPES) , ’ ok ’ ) ;
160 f o r i =(1: l ength ( xc ( 1 , : ) ) )
161 singleComp = ze ro s ( l ength ( binseKE ) , l ength ( tau ) ) ;
162 singleComp ( : , i ) = xc ( 5 : end , i ) ;
163 p lo t ( ( de lays ( 1 : end ) ) , t rapz ( binseKE ,

GenerateDegenTRPES ( ( de lays ( 1 : end ) ) , binseKE , xc
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( 1 , : ) , singleComp , xc (2 , 1 ) , xc (4 , 1 ) , xc (3 , 1 ) ) ) ) ;
164 decays ( i , : ) = trapz ( binseKE , GenerateDegenTRPES ( delays

, binseKE , xc ( 1 , : ) , singleComp , xc (2 , 1 ) , xc (4 , 1 ) ,
xc (3 , 1 ) ) ) ;

165 end
166

167 t i t l e ( ’ Total I n t e g r a l ’ ) ;
168 x l a b e l ( ’ t / f s ’ ) ;
169 l egend ( s p r i n t f ( ’ sigma = %0.0 f f s ’ , xc (4 , 1 ) ) , s p r i n t f ( ’ t0 =

%0.0 f f s ’ , xc (2 , 1 ) ) ) ;
170 hold o f f ;
171 end
172

173 %%func t i on to p l o t r e a l time f i t r e s u l t s
174 f unc t i on stop = outfun ( xc , optimvalues , s t a t e )
175 stop = f a l s e ;
176 switch s t a t e
177 case ’ i t e r ’
178 subplot ( 2 , 1 , 1 ) ;
179 plotDAS ( xc ) ;
180

181 subplot ( 2 , 1 , 2 ) ;
182 plotDecays ( xc ) ;
183

184 otherw i s e
185 hold o f f ;
186 end
187 end
188 end

Fit Function for Global Fit

1 f unc t i on [ TRPES ] = GenerateDegenTRPES ( delays , eKE, tau , DAS, t0
, sigma , y0 )

2 %GenerateTRPES
3 %This func t i on gene ra t e s a f u l l TRPES matrix , g iven the delays ,

energy
4 %sca l e , decay as soc . spectra , e t c .
5

6 TRPES = ze ro s ( l ength (DAS) , l ength ( tau ) ) ;
7

8 f o r i =(1: l ength ( de lays ) )



APPENDICES 155

9 TRPES( : , i ) = GenerateDegenPES (DAS, tau , de lays ( i ) , t0 , sigma ,
y0 ) ;

10 end
11 end

1 f unc t i on [ PES ] = GenerateDegenPES (DAS, tau , t , t0 , sigma , y0 )
2 %Returns the convoluted and decayed spec t ra at time t , g iven a

decay
3 %a s s o c i a t e d spec t ra matrix , DAS, t0 ; the c r o s s c o r r e l a t i o n ,
4 %sigma ; and an o f f s e t f a c t o r y0
5

6 %i n i t i a l i z e the PES vec to r
7 PES = ones ( l ength (DAS( : , 1 ) ) , 1) .∗ y0 ;
8

9 %loop through each decay component
10 f o r i =(1: l ength ( tau ) )
11 B = ( sigma ˆ2/(2∗ tau ( i ) ˆ2) ) − ( t − t0 ) / tau ( i ) ;
12 C = e r f c ( (−1/ s q r t (2 ) ) .∗ ( tau ( i ) /abs ( tau ( i ) ) ∗( t−t0 ) / sigma −

sigma/ tau ( i ) ) ) ;
13

14 PES = PES + (DAS( : , i ) .∗ exp (B) .∗ C) ;
15 end
16 end

D.3 Confidence Intervals for Degenerate Fitter

Main Code

1 %Basic support plane a n a l y s i s f o r 2 v a r i a b l e ( time constant g l o b a l
2 %f i t ) A DEGENERATE FITTER
3

4 %space o f tau va lue s over which to optimize , should be cente red
around the

5 %optimum value , where 80 i s the number o f s t ep s . Optimizat ion ch i2
contours

6 %w i l l be a #stepsx#st ep s matix c o n s i s t i n g o f a l e a s t squares f i t
at every

7 %value ( b ig )
8 tau1 = l i n s p a c e (30 , 200 , 100) ;
9 tau2 = l i n s p a c e (200 , 1000 , 100) ;

10 tau3 = −120000;
11 tau4 = 120000;
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12

13 %i n i t i a l i z e ch i matrix
14 ch i = ze ro s ( l ength ( tau1 ) , l ength ( tau2 ) ) ;
15 % chi matrix w i l l be a r a t i o o f ch i ve r sus chiMin , the se are your

optimum f i t
16 % values
17 chiMin = DegenGlobalFitFixed ([−120000 ,81 , 457 ,120000 ] , FWHM,

delays , eKE, tTRPES, 23) ;
18 n=length ( tau1 ) ;
19

20 %loop that gene ra t e s the ch i ˆ2 va lue s
21 pa r f o r j = 1 : l ength ( tau2 )
22 f o r i = 1 : n
23 ch i ( i , j ) = DegenGlobalFitFixed ( [ tau3 tau1 ( i ) tau2 ( j ) tau4

] , FWHM, delays , eKE, tTRPES, 23) ;
24 [ tau1 ( i ) tau2 ( j ) ]
25 [ j i ]
26 end
27 end
28

29 %f i n a l contour with f u l l matrix
30 f i g u r e (22377) ;
31 contour ( tau2 , tau1 , ch i /chiMin ) ;
32 f i g u r e (22379) ;
33 contour f ( tau2 , tau1 , ch i /chiMin ) ;
34

35 %c a l c u l a t e plane o f va lue s that g ive 95% con f idence
36 p = length ( de lays ) + length (eKE) ∗3 + 5 ; %%%SET FOR DTMP
37 v = length (tTRPES ( : ) ) − p ;
38 ch iRat io = 1+f i n v ( 0 . 9 5 , p , v ) ∗ p/v
39

40 hold a l l ;
41 [ c1 , h1]= contour ( tau2 , tau1 , ch i /chiMin , [ ch iRat io ch iRat io ] ) ;
42 s e t ( h1 , ’ l i n e c o l o r ’ , ’ k ’ ) ;
43 s e t ( h1 , ’ l i n ew id th ’ , 3 ) ;

Fixed Lifetime Global Fitter

1 f unc t i on [ ch i sq ] = DegenGlobalFitFixed ( tau , IRFFWHM, delays , eKE,
TRPES, f i g )

2 %%GlobalFit
3 %Perform a g l o b a l f i t on a TRPES matrix .
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4

5 % INPUTS:
6 % tau = row vecto r o f i n i t i a l gue s s e s f o r time cons tant s
7 % IRFFWHM = i n t i a l guess f o r FWHM of the IRF
8 % de lays = row vecto r o f de lays data were sampled at
9 % eKE = column vecto r o f e n e r g i e s data were sampled at

10 % TRPES = matrix o f TRPES data , in the format de s c r ibed by de lays
and eKE

11 % f i g = no . o f f i g u r e to output to .
12

13 % OUTPUTS:
14 % DAS = matrix o f decay a s s o c i a t e d spectra , one column f o r each

component
15 % taus = vecto r o f time cons tant s
16 % decays = matrix o f time−i n t e g r a t e d s i g n a l s . F i r s t n columns are

the
17 % decays f o r each n componenets , f o l l owed by the

exper imenta l data , then
18 % the t o t a l f i t
19 % f i t = matrix o f f i t t e d TRPES
20 % r e s i d u a l s = matrix o f experiment − f i t
21 % t0 = f i t t e d t0
22 % FWHM = f i t t e d FWHM
23 % y0 = f i t t e d l i n e a r o f f s e t ( accounts f o r no i s e )
24

25 %[ rTRPES, binseKE]= rebinbyenergygap (eKE, delays , b inS ize ,TRPES) ;
26 rTRPES = TRPES;
27 binseKE = eKE;
28 sigma = IRFFWHM / 2 . 3 5 ;
29 %rTRPES=rTRPES( 1 : l ength ( binseKE ) , : )
30

31 p e r s i s t e n t c s t r i n g ;
32

33 %c r e a t e i n i t i a l va lue s f o r f i t
34 x0 = ones ( l ength ( binseKE ) +4, l ength ( tau ) ) ∗ 0 . 1 ;
35 x0 ( 1 , : ) = tau ;
36 x0 (2 , 1 ) = 0 ; %t0
37 x0 (3 , 1 ) = 0 ; %y0
38 x0 (4 , 1 ) = sigma ;
39

40 %uncomment these and change the f i t l i n e to use l i m i t s .
41
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42 %lower = ones ( l ength ( binseKE )−3, l ength ( tau ) ) ∗−5;
43 %lower ( 1 , : ) = [ 2 0 , 5 0 0 , 1 0 0 0 ] ; %tau
44 %lower (2 , 1 ) = −100; %t0
45 %lower (3 , 1 ) = −1; %y0
46 %lower (4 , 1 ) = 50/2 . 35 ; %FWHM
47

48 %upper = ones ( l ength ( binseKE ) +3, l ength ( tau ) ) ∗5 ;
49 %upper ( 1 , : ) = [300 ,1000 , 8000] ;% tau
50 %upper (2 , 1 ) = 100 ; %t0
51 %upper (2 , 2 ) = 1 ; %y0
52 %upper (3 , 1 ) = 300/2 . 35 ; %FWHM
53

54

55 %generate weights ( to account f o r non−l i n e a r eKE a x i s )
56 %N.B. the ∗10 f a c t o r i s to get the r e s i d u l a s i n to a regime the

f i t t e r
57 %l i k e s . Tweaking t h i s can change the t o l e r a n c e and f i t t i n g speed
58 weight = repmat ( d i f f (eKE) ,1 , l ength ( de lays ) ) ;
59 weight = [ weight ; repmat ( weight ( end , 1 ) , 1 , l ength ( de lays ) ) ]∗10000 ;
60

61 %% Star t with the d e f a u l t opt ions
62 opt ions = opt imset ;
63 %% Modify opt ions s e t t i n g
64 %opt ions = optimset ( opt ions , ’ Display ’ , ’ i t e r−de ta i l ed ’ ) ;
65 opt ions = opt imset ( opt ions , ’ ScaleProblem ’ , ’ Jacobian ’ ) ;
66 %opt ions = optimset ( opt ions , ’ PlotFcns ’ , { @outfun }) ;
67 [ x , ch isq , r e s i d u a l , e x i t f l a g , output , lambda , j acob ian ] = . . .
68 l s q n o n l i n (@( x ) ( ( GenerateDegenTRPES ( delays , binseKE , x ( 1 , : ) , x ( 5 : end

, : ) , x (2 , 1 ) , x (4 , 1 ) , x (3 , 1 ) )−rTRPES) .∗ weight ) .∗1 , x0 , [ ] , [ ] , opt i ons )
;

69

70 %% i f l i m i t s are requ i red , r e p l a c e the [ ] , [ ] , above with lower ,
upper − and f i l l out the m a t r i c i e s above .

71

72 taus = x ( 1 , : ) ;
73 t0 = x (2 , 1 ) ;
74 y0 = x (3 , 1 ) ;
75 FWHM = x (4 , 1 ) ∗2 . 3 5 ;
76

77 %x ( 4 : end , 2 )= ze ro s ( l ength ( eSca l e ) , 1 ) ;
78
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79 fitTRPES = GenerateDegenTRPES ( delays , binseKE , taus , x ( 5 : end , : ) ,
t0 , FWHM/2 .35 , y0 ) ;

80 f i t = fitTRPES ;
81

82

83 %% func t i on to p l o t the DAS
84 f unc t i on DAS = plotDAS ( xc )
85 c s t r i n g = [ ] ;
86

87 DAS = ze ro s ( l ength ( binseKE ) , l ength ( xc ( 1 , : ) ) ) ;
88 f o r i =(1: l ength ( xc ( 1 , : ) ) )
89 p lo t ( binseKE , xc ( 5 : end , i ) ) ;
90 DAS( : , i ) = xc ( 5 : end , i ) ;
91

92 %legend ( s p r i n t f ( ’%0.1 f f s ’ , x (1 , i ) ) ) ;
93 c s t r i n g {end+1} = s p r i n t f ( ’ %0.0 f f s ’ , xc (1 , i ) ) ;
94 hold a l l ;
95 end
96 hold o f f ;
97 t i t l e ( ’ Decay Assoc iated Spectra ’ ) ;
98 x l a b e l ( ’eKE / eV ’ ) ;
99 h l i n e = r e f l i n e ( [ 0 0 ] ) ;

100 s e t ( h l ine , ’ Color ’ , ’ k ’ ) ;
101 l egend ( c s t r i n g ) ;
102 end
103

104 %%func t i on to p l o t t o t a l i n t e g r a l s
105 f unc t i on decays = plotDecays ( xc )
106 decays = ze ro s ( l ength ( xc ( 1 , : ) ) + 2 , l ength ( de lays ) ) ;
107 decays ( l ength ( xc ( 1 , : ) ) + 2 , : ) = trapz ( binseKE ,

GenerateDegenTRPES ( delays , binseKE , xc ( 1 , : ) , xc ( 5 : end
, : ) , xc (2 , 1 ) , xc (4 , 1 ) , xc (3 , 1 ) ) ) ;

108 decays ( l ength ( xc ( 1 , : ) ) + 1 , : ) = trapz ( binseKE , rTRPES) ;
109

110 p lo t ( ( de lays ( 1 : end ) ) , t rapz ( binseKE , GenerateDegenTRPES ( (
de lays ( 1 : end ) ) , binseKE , xc ( 1 , : ) , xc ( 5 : end , : ) , xc (2 , 1 ) ,
xc (4 , 1 ) , xc (3 , 1 ) ) ) , ’ k ’ ) ;

111 hold a l l ;
112 p lo t ( de lays , t rapz ( binseKE , rTRPES) , ’ ok ’ ) ;
113 f o r i =(1: l ength ( xc ( 1 , : ) ) )
114 singleComp = ze ro s ( l ength ( binseKE ) , l ength ( tau ) ) ;
115 singleComp ( : , i ) = xc ( 5 : end , i ) ;
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116 p lo t ( ( de lays ( 1 : end ) ) , t rapz ( binseKE ,
GenerateDegenTRPES ( ( de lays ( 1 : end ) ) , binseKE , xc
( 1 , : ) , singleComp , xc (2 , 1 ) , xc (4 , 1 ) , xc (3 , 1 ) ) ) ) ;

117 decays ( i , : ) = trapz ( binseKE , GenerateDegenTRPES ( delays
, binseKE , xc ( 1 , : ) , singleComp , xc (2 , 1 ) , xc (4 , 1 ) ,
xc (3 , 1 ) ) ) ;

118 end
119

120 t i t l e ( ’ Total I n t e g r a l ’ ) ;
121 x l a b e l ( ’ t / f s ’ ) ;
122 l egend ( s p r i n t f ( ’ sigma = %0.0 f f s ’ , xc (4 , 1 ) ) , s p r i n t f ( ’ t0 =

%0.0 f f s ’ , xc (2 , 1 ) ) ) ;
123 hold o f f ;
124 end
125

126 %%func t i on to p l o t r e a l time f i t r e s u l t s
127 f unc t i on stop = outfun ( xc , optimvalues , s t a t e )
128 stop = f a l s e ;
129 switch s t a t e
130 case ’ i t e r ’
131 subplot ( 2 , 1 , 1 ) ;
132 plotDAS ( xc ) ;
133 subplot ( 2 , 1 , 2 ) ;
134 plotDecays ( xc ) ;
135

136 otherw i s e
137 hold o f f ;
138 end
139 end
140 end

D.4 Shifting Global Fitter

1 f unc t i on [ tauds , tauts , x0s , x i i n f s , wi0s , w i in f s , f i t , r e s i d u a l s ,
t0s , sigmas , y0s ] = S h i f t i n g F i t ( taud , taut , xi0 , x i i n f , wi0 , w i in f

, IRFFWHM, delays , eKE, TRPES, f i g )
2 %INPUTS:
3 % eKE = column vecto r o f e n e r g i e s data were sampled at
4 % taud = row vecto r o f gue s s e s f o r the decay ra t e cons tant s
5 % taut = row vecto r o f gue s s e s f o r the the rma l i z a t i on ra t e

cons tant s
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6 % x i i n f = row vec to r o f gue s s e s f o r the cen te r o f the peak at long
time

7 % xi0 = row vecto r o f gue s s e s f o r the i n i t i a l c en t e r o f the peak
8 % wi = row vecto r o f gue s s e s f o r the width o f the peak
9 % de lays = row vecto r o f de lays data were sampled at

10 % IRFFWHM = guess f o r width o f l a s e r pulse , f u l l width h a l f max o f
11 % a u t o c o r r e l a t i o n
12 % TRPES = matrix o f TRPES data , in the format de s c r ibed by de lays

and eKE
13 % f i g = no . o f f i g u r e to output to .
14

15 % OUTPUTS:
16 % tauds , taut s = vecto r o f time cons tant s
17 % f i t = matrix o f f i t t e d TRPES
18 % r e s i d u a l s = matrix o f experiment − f i t
19 % t0s = f i t t e d t0
20 % sigmas = f i t t e d FWHM
21 % y0s = f i t t e d l i n e a r o f f s e t ( accounts f o r no i s e )
22 hold o f f ;
23 c l a ;
24

25 f i g u r e ( f i g ) ;
26

27 rTRPES = TRPES;
28 binseKE = eKE;
29 sigma = IRFFWHM / 2 . 3 5 ; %convert to sigma o f gauss ian
30

31 p e r s i s t e n t c s t r i n g ;
32

33 %Plot raw data as contour in f i g u r e ( f i g ) , subp lot p o s i t i o n 1 in 3
x2

34 f i g u r e ( f i g ) ;
35 subplot ( 3 , 2 , 1 ) ;
36 [ cha , cha ] = contour f ( de lays , binseKE , rTRPES , 25) ;
37 s e t ( cha , ’ l i n e s t y l e ’ , ’ none ’ ) ;
38 ax = c a x i s ;
39 t i t l e ( ’ Data ’ ) ;
40 x l a b e l ( ’ t ( f s ) ’ ) ;
41 y l a b e l ( ’eKE (eV) ’ ) ;
42 %a x i s ([−500 2500 b inS i z e max( eSca l e ) ] ) ;
43 co l o rba r ;
44 drawnow ;
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45

46 %c r e a t e matrix o f i n i t i a l va lue s f o r f i t
47 x0 = ones (9 , l ength ( taud ) ) ;
48 x0 ( 1 , : ) = taud ;
49 x0 ( 2 , : ) = taut ;
50 x0 ( 3 , : ) = xi0 ;
51 x0 ( 4 , : ) = x i i n f ;
52 x0 ( 5 , : ) = wi0 ;
53 x0 ( 6 , : ) = w i i n f ;
54 x0 (7 , 1 ) = −200; %t0
55 x0 ( 8 , : ) = 0 . 0 1 ; %y0
56 x0 (9 , 1 ) = sigma ;
57

58

59 %uncomment these and change the f i t l i n e to use l i m i t s .
60

61 %lower = ones ( l ength ( binseKE )−3, l ength ( tau ) ) ∗−5;
62 %lower ( 1 , : ) = [ 2 0 , 5 0 0 , 1 0 0 0 ] ; %tau
63 %lower (2 , 1 ) = −100; %t0
64 %lower (3 , 1 ) = −1; %y0
65 %lower (4 , 1 ) = 50/2 . 35 ; %FWHM
66

67 %upper = ones ( l ength ( binseKE ) +3, l ength ( tau ) ) ∗5 ;
68 %upper ( 1 , : ) = [300 ,1000 , 8000] ;% tau
69 %upper (2 , 1 ) = 100 ; %t0
70 %upper (2 , 2 ) = 1 ; %y0
71 %upper (3 , 1 ) = 300/2 . 35 ; %FWHM
72

73

74 %generate weights ( to account f o r non−l i n e a r eKE a x i s )
75 %N.B. the ∗10 f a c t o r i s to get the r e s i d u l a s i n to a regime the

f i t t e r
76 %l i k e s . Tweaking t h i s can change the t o l e r a n c e and f i t t i n g speed
77 weight = repmat ( d i f f (eKE) ,1 , l ength ( de lays ) ) ;
78 weight = [ weight ; repmat ( weight ( end , 1 ) , 1 , l ength ( de lays ) )

]∗10000000 ;
79

80 %% Star t with the d e f a u l t opt ions
81 opt ions = opt imset ;
82 %% Modify opt ions s e t t i n g
83 opt ions = opt imset ( opt ions , ’ Display ’ , ’ i t e r−d e t a i l e d ’ ) ;
84 opt ions = opt imset ( opt ions , ’ ScaleProblem ’ , ’ Jacobian ’ ) ;
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85 opt ions = opt imset ( opt ions , ’ PlotFcns ’ , { @outfun }) ;
86 [ x , resnorm , r e s i d u a l , e x i t f l a g , output , lambda , j acob ian ] = . . .
87 l s q n o n l i n (@( x ) ( ( GeneratePESshi ft ( binseKE , x ( 1 , : ) , x ( 2 , : ) , x ( 3 , : ) , x

( 4 , : ) , x ( 5 , : ) , x ( 6 , : ) , de lays , x (7 , 1 ) , x (9 , 1 ) , x ( 8 , : ) )−rTRPES) .∗
weight ) .∗1 , x0 , [ ] , [ ] , opt i ons ) ;

88

89 %% i f l i m i t s are requ i red , r e p l a c e the [ ] , [ ] , above with lower ,
upper − and f i l l out the m a t r i c i e s above .

90

91 %wri t e out new f i t params from f i t
92 tauds = x ( 1 , : ) ;
93 taut s = x ( 2 , : ) ;
94 x0s = x ( 3 , : ) ;
95 x i i n f s = x ( 4 , : ) ;
96 wi0s = x ( 5 , : ) ;
97 w i i n f s = x ( 6 , : ) ;
98 t0 s = x (7 , 1 ) ; %t0
99 y0s = x ( 8 , : ) ; %y0

100 sigmas = x (9 , 1 ) ;
101

102 fitTRPES = GeneratePESshi ft ( binseKE , tauds , tauts , x0s , x i i n f s , wi0s ,
w i in f s , de lays , t0s , sigmas , y0s ) ;

103 f i t = fitTRPES ;
104

105 f i g u r e ( f i g ) ;
106 subplot ( 3 , 2 , 2 ) ;
107 [ chb , chb ] = contour f ( de lays , binseKE , fitTRPES , 25) ;
108 s e t ( chb , ’ l i n e s t y l e ’ , ’ none ’ ) ;
109 c a x i s ( ax ) ;
110 t i t l e ( ’ F i t ’ ) ;
111 x l a b e l ( ’ t ( f s ) ’ ) ;
112 y l a b e l ( ’eKE (eV) ’ ) ;
113 co l o rba r ;
114 drawnow ;
115

116 %% plo t spec t r a
117 subplot ( 3 , 2 , 3 ) ;
118 c l a ;
119 [SPECTRA0, SPECTRAinf ] = plotSPECTRA( x ) ;
120 drawnow ;
121

122 %% plo t r e s i d u a l s
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123 subplot ( 3 , 2 , 4 ) ;
124 r e s i d u a l s = ( fitTRPES − rTRPES) ;
125 [ chc , chc ] = contour f ( de lays , binseKE , r e s i d u a l s , 25) ;
126 s e t ( chc , ’ l i n e s t y l e ’ , ’ none ’ ) ;
127 c a x i s ( ax − max( ax ) /2) ;
128 t i t l e ( ’ Res idua l s ’ ) ;
129 x l a b e l ( ’ t ( f s ) ’ ) ;
130 y l a b e l ( ’eKE (eV) ’ ) ;
131 co l o rba r ;
132 drawnow ;
133

134 %% plo t decays
135 subplot ( 3 , 1 , 3 ) ;
136 c l a ;
137 decays = plotDecays ( x ) ;
138

139 hold o f f
140

141

142 %% func t i on to p l o t the spec t ra
143 f unc t i on [SPECTRA0, SPECTRAinf ] = plotSPECTRA( xc )
144 c s t r i n g = [ ] ;
145

146 SPECTRA0 = ze ro s ( l ength ( binseKE ) , l ength ( xc ( 1 , : ) ) ) ;
147 SPECTRAinf = ze ro s ( l ength ( binseKE ) , l ength ( xc ( 1 , : ) ) ) ;
148 f o r i =(1: l ength ( xc ( 1 , : ) ) )
149 f o r n=1: l ength ( binseKE )
150 spectraw0 (n)=xc (8 , i ) /( xc (5 , i ) ∗2∗ pi )∗ exp(−2∗(eKE(n)−xc

(3 , i ) ) . ˆ 2/ ( xc (5 , i ) ˆ2) ) ;
151 s p e c t r a w i i n f (n) =xc (8 , i ) /( xc (6 , i ) ∗2∗ pi )∗ exp(−2∗(eKE(n

)−xc (4 , i ) ) . ˆ 2/ ( xc (6 , i ) ˆ2) ) ;
152 end
153 p lo t ( binseKE , spectraw0 ) ;
154 hold a l l ;
155 p lo t ( binseKE , s p e c t r a w i i n f ) ;
156 SPECTRA0 ( : , i ) = spectraw0 ( i ) ;
157 SPECTRAinf ( : , i ) = s p e c t r a w i i n f ( i ) ;
158

159 %legend ( s p r i n t f ( ’%0.1 f f s ’ , x (1 , i ) ) ) ;
160 c s t r i n g {end+1} = s p r i n t f ( ’ %0.0 f f s decay ’ , xc (1 , i ) ) ;
161 c s t r i n g {end+1} = s p r i n t f ( ’ %0.0 f f s s h i f t ’ , xc (2 , i ) ) ;
162 end
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163 hold o f f ;
164 t i t l e ( ’ I n i t i a l and Fina l Spectra ’ ) ;
165 x l a b e l ( ’eKE (eV) ’ ) ;
166 h l i n e = r e f l i n e ( [ 0 0 ] ) ;
167 s e t ( h l ine , ’ Color ’ , ’ k ’ ) ;
168 l egend ( c s t r i n g ) ;
169

170 end
171

172 %%func t i on to p l o t t o t a l i n t e g r a l s
173 f unc t i on decays = plotDecays ( xc )
174 decays = ze ro s ( l ength ( xc ( 1 , : ) ) + 2 , l ength ( de lays ) ) ;
175 decays ( l ength ( xc ( 1 , : ) ) + 2 , : ) = trapz ( binseKE ,

GeneratePESshi ft ( binseKE , xc ( 1 , : ) , xc ( 2 , : ) , xc ( 3 , : ) , xc
( 4 , : ) , xc ( 5 , : ) , xc ( 6 , : ) , de lays , xc (7 , 1 ) , xc (9 , 1 ) , xc ( 8 , : ) ) ) ;
%f i t i n t e g r a t e d

176 decays ( l ength ( xc ( 1 , : ) ) + 1 , : ) = trapz ( binseKE , rTRPES) ; %
raw data i n t e g r a t e d ( de lays (1 ) : 1 0 : de lays ( end ) )

177

178 p lo t ( ( de lays (1 ) : 1 0 : de lays ( end ) ) , t rapz ( binseKE ,
GeneratePESshi ft ( binseKE , xc ( 1 , : ) , xc ( 2 , : ) , xc ( 3 , : ) , xc
( 4 , : ) , xc ( 5 , : ) , xc ( 6 , : ) , ( de lays (1 ) : 1 0 : de lays ( end ) ) , xc
(7 , 1 ) , xc (9 , 1 ) , xc ( 8 , : ) ) ) , ’ k ’ ) ;

179 hold a l l ;
180 p lo t ( de lays , t rapz ( binseKE , rTRPES) , ’ ok ’ ) ;
181 f o r i =(1: l ength ( xc ( 1 , : ) ) )
182 p lo t ( ( de lays (1 ) : 1 0 : de lays ( end ) ) , t rapz ( binseKE ,

GeneratePESshi ft ( binseKE , xc (1 , i ) , xc (2 , i ) , xc (3 , i ) , xc
(4 , i ) , xc (5 , i ) , xc (6 , i ) , ( de lays (1 ) : 1 0 : de lays ( end ) ) , xc
(7 , 1 ) , xc (9 , 1 ) , xc (8 , i ) ) ) ) ;

183 end
184

185 t i t l e ( ’ Total I n t e g r a l ’ ) ;
186 x l a b e l ( ’ t ( f s ) ’ ) ;
187 l egend ( s p r i n t f ( ’ sigma = %0.0 f f s ’ , xc (9 , 1 ) ) , s p r i n t f ( ’ t0 =

%0.0 f f s ’ , xc (7 , 1 ) ) ) ;
188 hold o f f ;
189 end
190

191 %%func t i on to p l o t r e a l time f i t r e s u l t s
192 f unc t i on stop = outfun ( xc , optimvalues , s t a t e )
193 stop = f a l s e ;
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194 switch s t a t e
195 case ’ i t e r ’
196 subplot ( 2 , 1 , 1 ) ;
197 plotSPECTRA( xc ) ;
198

199 subplot ( 2 , 1 , 2 ) ;
200 plotDecays ( xc ) ;
201

202 otherw i s e
203 hold o f f ;
204 end
205

206 end
207 end

Generate PES Shift

1 f unc t i on [ TRPES ] = GeneratePESshi ft (eKE, taud , taut , xi0 , x i i n f , wi0 ,
wi in f , de lays , t0 , sigma , y0 )

2 %INPUTS:
3 % eKE = column vecto r o f e n e r g i e s data were sampled at
4 % taud = row vecto r o f gue s s e s f o r the decay ra t e cons tant s
5 % taut = row vecto r o f gue s s e s f o r the the rma l i z a t i on ra t e

cons tant s
6 % x i i n f = row vec to r o f gue s s e s f o r the cen te r o f the peak at long

time
7 % xi0 = row vecto r o f gue s s e s f o r the i n i t i a l c en t e r o f the peak
8 % wi = row vecto r o f gue s s e s f o r the width o f the peak
9 % de lays = row vecto r o f de lays data were sampled at

10 % t0 = guess f o r zero pump−probe de lay time
11 % sigma = guess f o r width o f l a s e r pu l s e
12 % y0 = guess f o r the amplitude o f the gauss ian
13

14 %OUTPUTS:
15 %TRPES : a matrix o f energy x de lay va lue s sub j e c t to i n i t a l guess

and
16 % f i t func t i on below
17

18 %f i t t i n g func t i on f o r a three c o l o r data with al lowed s h i f t i n g .
19 TRPES = ze ro s ( l ength (eKE) , l ength ( de lays ) ) ;
20 s t a t e a = ze ro s ( l ength (eKE) , l ength ( de lays ) ) ;
21
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22 f o r k= 1 : l ength ( taud )
23

24 B = ( sigma .ˆ2/(2∗ taud ( k ) . ˆ 2 ) ) − ( de lays − t0 ) / taud ( k ) ; %
exponent i a l in each decay component

25 C = e r f c ( (−1/ s q r t (2 ) ) .∗ ( ( de lays − t0 ) / sigma − sigma/taud ( k )
) ) ; %instrument response

26 x i = x i i n f ( k ) + ( x i0 ( k ) − x i i n f ( k ) ) ∗ exp(− ( de lays −t0 ) / taut (
k ) ) ; %s h i f t i n g cente r o f gauss ian

27 wi = w i i n f ( k ) + ( wi0 ( k ) − w i i n f ( k ) ) ∗ exp(− ( de lays −t0 ) / taut (
k ) ) ; %s h i f t i n g width o f gauss ian

28

29 f o r n = 1 : l ength (eKE)
30 f o r l = 1 : l ength ( de lays )
31 s t a t e a (n , l ) = C( l ) .∗ exp (B( l ) ) .∗ y0 ( k ) /( wi ( l ) ∗2∗ pi )∗exp

(−2∗(eKE(n)−x i ( l ) ) . ˆ 2/ ( wi ( l ) ˆ2) ) ;
32 end
33 end
34 TRPES = TRPES + s t a t e a ;
35 end
36 end



168

Appendix E

Publications from Graduate Work

• Elkins, M. H., Williams, H. W., Shreve, A. T., Neumark, D. M., Relaxation Mecha-
nism of the Hydrated Electron. Science, 342, 1496, (2013).

• Shreve, A. T., Elkins, M. H., Neumark, D. M., Photoelectron Spectroscopy of Sol-
vated Electrons in Alcohol and Acetonitrile Microjets, Chemical Science, 4, 1633,
(2013).

• Elkins, M. H., Williams, H. W., Neumark, D. M., Dynamics of Electron Solvation
in Methanol: Excited State Relaxation and Generation by Charge Transfer to Solvent,
Journal of Chemical Physics, 142, 234501, (2015).

• Elkins, M. H., Williams, H. W., Neumark, D. M., Dynamics of Electron Solvation
in Ethanol: Excited State Relaxation and Generation by Charge Transfer to Solvent
Excitation, In Prep.

• Elkins, M. H., Williams, H. W., Neumark, D. M., Isotope Effect of the Internal Con-
version Lifetime of Photoexcited Solvated Electrons in Water and Deuterium Oxide,
In Prep.
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