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A B S T R A C T   

Numerical simulations of centrifuge experiments examining a sheet-pile wall with a liquefiable backfill are 
conducted and results are compared against the experimental responses to evaluate the numerical tools’ ability to 
accurately predict the seismic performance of this geosystem. The platform FLAC and the constitutive model 
PM4Sand are used for the simulations, and focus is placed on the sheet-pile wall displacements. The influence of 
relative density (DR) on the system’s response is evaluated, together with the influence of other parameters such 
as the soil’s permeability and numerical model construction method. The consideration of both mass-based and 
CPT-based DR estimates allows for a better prediction of the overall range of permanent sheet-pile wall dis
placements. Other parameters have a moderate to important effect on the estimated pre-shaking displacements 
but only a minor to moderate effect on the end-of-shaking wall displacements.   

1. Introduction 

Earthquake-induced liquefaction of sands poses a major threat to 
infrastructure as excess pore pressure builds in soils during cyclic 
loading, resulting in a loss of strength and stiffness, and large de
formations. Lateral spreading and settlement due to liquefaction can be 
significant sources of damage, as observed in past earthquakes such as 
Kobe (1995) and Christchurch (2011) [1,2] to name a few. Empirical 
models [3–6] are commonly used to predict lateral displacements and 
post-liquefaction reconsolidation settlements in engineering practice. 
However, these models are developed for scenarios with level ground, 
homogeneous soil deposits, and free-field conditions, and are limited in 
their ability to assess liquefaction effects in more realistic settings. For 
scenarios of geotechnical systems that involve soil stratification, 
soil-structure interaction and other complexities, numerical simulations 
with nonlinear constitutive models are a more suitable alternative for 
predicting soil responses and overall geosystem performance. 

Numerical predictions are intimately related to the numerical plat
form used for simulations, the ability of constitutive models to accu
rately simulate soil behavior, as well as the input parameters, calibration 
protocols, and various modeling decisions that the analyst must make 
[7–13]. The calibration of constitutive models is commonly conducted 
at the element level to reasonably match results from laboratory tests (e. 

g., cyclic direct simple shear data). The validation of numerical models is 
commonly conducted at the system-level against well-documented case 
histories [14] or controlled centrifuge model tests [8,9]. The process of 
validation helps in identifying the capabilities as well as the limitations 
of the numerical simulations in capturing failure mechanisms and spe
cific response metrics at the system-level. 

Validation exercises commonly place significant attention on the 
ability of the numerical models to capture all the mechanisms and be
haviors of relevance. Particularly for validation exercises against 
centrifuge model tests, the ability of the latter to match the test design 
specifications is critical. Common sources of discrepancies in centrifuge 
model testing, and thus uncertainties in their results, are (i) the 
achievement and accurate reporting of target geotechnical properties, 
(ii) the replication of the desired boundary conditions (iii) any unmea
sured properties (e.g., shear wave velocity), that may lead to poorly 
constrained input parameters for the numerical model, and (iv) errors in 
the expected location of the sensors within the models that later lead to 
incompatible comparisons against the numerical predictions. These 
factors can lead to discrepancies between the as-built experimental 
conditions and the simulations, which makes a fair comparison between 
the two difficult. For example, physical challenges associated with 
placement of the sand within the centrifuge container might lead to 
variations in the soil’s relative density (DR) or inaccuracies in 
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measurements (e.g., Beber et al. [15]). Differences between the DR 
values estimated based on mass and cone penetration test (CPT) mea
surements are also expected [15]. Moreover, past validation exercises 
have shown that a well-constrained and measured shear modulus, as 
opposed to one obtained from empirical and semi-empirical observa
tions, can lead to a significant improvement between experimental ob
servations and numerical simulations [12,16]. Measurements of the 
permeability of the soil and its possible variations during testing can also 
be critical for simulating liquefaction [17–20]. Understanding the in
fluence of this range of factors on controlled centrifuge experiments and 
numerical models can provide valuable insights to engineers and re
searchers about which ones are more likely to also control the response 
of geosystems in the field. 

The Liquefaction Experiments and Analysis Projects (LEAP) were a 
series of international collaborative efforts to analyze the dynamic 
response and liquefaction of soil-structure systems (e.g., Manzari et al. 
[21] amongst others) with the goal of validating numerical models by 
producing and utilizing high-quality data from element tests and 
centrifuge experiments. This paper presents the results from a numerical 
study performed as part of the LEAP 2020 exercise simulating centrifuge 
tests of a soil-sheet-pile wall system. The original simulations were 
performed as part of a “Type B” prediction exercise (i.e., the predictions 
were made after the experiments had been performed, but the predictors 
had no knowledge of the results) with sensitivity analyses performed 
after the experimental results were released. The main objectives of this 
work are: (1) to establish the ability of the chosen set of numerical tools 
and modeling protocols to reasonably capture the experimentally 
observed responses; (2) to investigate the importance of different DR 
estimations on the accuracy of the numerical predictions for a 
soil-sheet-pile wall system; and (3) to study the influence of soil prop
erties as well as modeling decisions on the predicted wall displacements, 
surface settlements, excess pore pressures, and response spectra. The 
simulations described herein use the numerical platform FLAC 8.0 [22] 
and the constitutive model PM4Sand v3.1 [23]. The paper describes the 
simulation approach, as well as features of the selected numerical 
platform, constitutive model, and soil properties. Relevant results from 
laboratory tests are also summarized. The calibrated numerical model is 
used to perform simulations of the centrifuge model tests, and results are 
compared against recorded experimental responses [24]. The effects of 
variations of parameters, such as DR, on the system response are eval
uated to assess the overall efficacy and sensitivity of the selected nu
merical platform and constitutive model in predicting the centrifuge 
responses. Lessons from this study and recommendations for simulations 
involving soil liquefaction and soil retaining structures at the field-scale 
are discussed. 

2. Centrifuge model tests 

Simulations are performed for eleven centrifuge tests from the LEAP 
2020 exercise [25] (Table 1). Five of these centrifuge tests were per
formed at the Rensselaer Polytechnic Institute (RPI), two at Ehime 
University (EU), two at Kyoto University (KyU), and one each at the 
Korea Advanced Institute of Science and Technology (KAIST), the Uni
versity of California, Davis (UCD), and Zhejiang University (ZJU). The 
centrifuge experiments were conducted under an acceleration field that 
was Ng times larger than the acceleration of gravity (g). This enabled the 
use of a reduced-scale model to represent a full-scale prototype 
geotechnical system according to relevant centrifuge scaling laws [26]. 
The geotechnical system, presented in Fig. 1, is a sheet-pile wall 
retaining a deposit of liquefiable ‘backfill’, with a dense layer of sand 
under the backfill. The same layers are used as a ‘toefill’ in front of the 
wall. Both the backfill and toefill consist of Ottawa F-65 sand. Table 1 
presents details of the acceleration field and wall properties utilized for 
each test, whereas Fig. 1 shows the numerical model with its dimensions 
in prototype scale and the sensor locations. Attention herein is placed on 
select locations that are described throughout the paper, while results 

for all locations are described by Basu et al. [27]. 
All centrifuge experiments followed similar protocols and recorded 

the same types of data at similar prescribed locations (Zeghal et al. 
[25]). The specimen was built in a rigid wall container by placing an 
aluminum sheet-pile wall to divide the container into two sections 
(backfill and toefill) and then pluviating the sand. First, a 1 m-thick layer 
of dense sand with DR = 90% was placed, within which the sheet-pile 
wall was embedded 0.5 m (Fig. 1). Second, a looser layer of sand with 
DR = 65% was placed up to 1 m above the dense layer in the toefill and 
up to 4 m above the dense sand layer in the backfill. The aluminum 
sheet-pile wall was embedded 0.5 m into the dense sand layer, and it 
extended between 2.5 m and 4 m above the backfill surface for the 
various centrifuge tests. For the centrifuge experiments, the sheet-pile 
wall extended the full width (8.5 m in prototype units) of the 
container in the out-of-plane direction. During construction, the 
sheet-pile wall was fixed to the rigid box to prevent its penetration into 
the soil underneath and rotation towards the toefill. Pore pressure 
transducers and accelerometers were installed at various depths in the 
soil deposit, both behind and in front of the wall, to record excess pore 
pressures and acceleration time histories. Linear variable differential 
transformers (LVDTs) were installed at the soil surface to record set
tlements, and on the sheet-pile wall to monitor lateral displacements 
during the test (Fig. 1). The displacement sensors WY-T and WY+T and 
the settlement LVDTs WY- and WY+ were located at the same height on 
the wall and soil surface, respectively, but on either side of the centerline 
of the container in the out-of-plane direction. The soil was saturated 
using a viscous fluid with a viscosity Ng times higher than that of water 
to ensure consistency between dynamic and diffusion time scaling fac
tors [26]. The centrifuge model was spun up to the target acceleration 
field in stages. CPT tests were conducted between depths of 1 and 3 m 
prior to shaking for all the experiments except KyU-1 and KyU-3. The 
model was then subjected to an input motion applied at the base of the 
rigid box. 

3. Numerical model 

The numerical platform FLAC 8.0 [22] is used for the simulations. 
FLAC is a two-dimensional explicit finite difference program for engi
neering mechanics computations. The program can simulate the 
behavior of materials that may undergo plastic flow when their yield 
limits are reached. Materials are represented by zones, or elements, 
which form a grid that is adjusted by the user to fit the shape of the 
structure to be modeled. The behavior at the zone level in response to 
the applied forces or boundary restraints is guided by a prescribed linear 
or nonlinear stress-strain (constitutive) law. A mixed-discretization 
technique with quadrilateral zones is utilized in FLAC, where each 
quadrilateral zone is divided into two overlaid sets of constant strain 
triangular subzones. FLAC uses an explicit, Lagrangian calculation 

Table 1 
Centrifuge model tests performed as part of LEAP 2020 prediction exercise.  

Centrifuge 
Facility 

Test 
Number 

Centrifugal 
Acceleration 
(g) 

Sheet-pile wall properties (E = 6.89 
GPa, I = 0.0001 m4) 

Density 
(kg/m3) 

Height 
(m) 

Cross- 
sectional 
area (m2) 

RPI 9 23 2740 7 0.11 
RPI 10 23 2740 7 0.11 
RPI 11 23 2740 7 0.11 
RPI 12 23 2740 7 0.11 
RPI 13 23 2740 7 0.11 
EU 2 40 2680 8.5 0.12 
KyU 1 40 2710 8.5 0.12 
KyU 3 40 2710 8.5 0.12 
KAIST 1 40 2720 7.5 0.112 
UCD 1 27 2740 7.5 0.11 
ZJU 1 26 2800 7.5 0.12  
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scheme which, along with the mixed-discretization zoning technique, 
ensures that plastic collapse and flow are modeled accurately [22]. The 
explicit formulation of the program makes it time step- and stress 
path-dependent, meaning that the estimated results depend on stress 
initialization procedures and the modeler’s numerical choices. FLAC 
uses a small dynamic time step to obtain an accurate solution, but it is 
typically prudent to explore smaller time steps and ensure stability of 
results. 

The nonlinear constitutive model used for these simulations is 
PM4Sand Version 3.1 [23] which has been developed to model the 
behavior of sands and non-plastic silts in earthquake engineering 
problems. PM4Sand is a plane strain stress ratio-controlled, critical 
state-compatible, bounding surface plasticity model, which is an 
extension of the plasticity model initially developed by Dafalias and 
Manzari [28] and is described by Boulanger and Ziotopoulou [23]. It is 
cast in terms of the relative state parameter, ξR [29], such that the soil 
properties can change during the simulation as a function of changes in 
state (i.e., changes in mean effective stress or void ratio or both). The 
model requires three primary input parameters, 21 secondary parame
ters, the atmospheric pressure (Pa) which sets the units, and two flags. 
The model is developed such that it can be used given the three primary 
parameters, while all secondary parameters have been calibrated by the 
developers to reasonably approximate the range of behaviors exhibited 
by the broader body of data on clean sands. The secondary parameters 
can always be modified to better capture observed behaviors when 
soil-specific laboratory tests or any other data are available. 

3.1. Calibration of constitutive model 

The constitutive model calibration for this study is performed 
through single-element simulations of undrained cyclic stress-controlled 
direct simple shear (DSS) tests to reasonably capture behaviors 
measured in these tests. The primary PM4Sand model parameters cali
brated in this study are the DR, the shear modulus coefficient (Go), and 
the contraction rate parameter (hpo). DR controls the relative state of the 
soil and thus its contractive or dilative behavior, Go relates to the shear 
wave velocity and controls the small-strain stiffness, and hpo controls the 
soil’s contractiveness and through that its cyclic strength. Additionally, 
the nb parameter, which controls the bounding ratio and thus the peak 
effective friction angle, is also calibrated in this study, along with 
maximum void ratio (emax), minimum void ratio (emin), and critical state 
friction angle (φ’cv) which are assigned values informed by relevant 
Ottawa-F65 data [12,16]. Default values reported in Boulanger and 
Ziotopoulou [23] are used for all other PM4Sand parameters. 

For the current study, DR is estimated based on (i) the mass of sand 

used during pluviation for the Type B simulations and (ii) correlations 
with CPT data by Bolton et al. [30], as part of the sensitivity studies. 
Sepulveda et al. [31] found this correlation to fit well with the data from 
LEAP. The Bolton et al. [30] correlation is outlined in equation (1): 

DR = 0.2831
(

qc − σv

σ′

v

)

+ 32.964 (1)  

where, DR is in percentage, qc is the measured cone tip resistance, σv is 
the total vertical stress, σ’v is the effective vertical stress. 

The values for Go are selected by using the PM4Sand functional form 
[23] with a slight modification (Equation (2)) to better match the shear 
wave velocity data for Ottawa F-65 sand [24] and therefore the 
maximum shear modulus Gmax: 

Go = 10.606 (DR) − 229 (2)  

where, DR is in percentage. This relationship is only valid for DR values 
between 50% and 90%. The parameter hpo is calibrated for a given DR 
(Table 2) to reach a double amplitude shear strain of 6% in 15 loading 
cycles at the cyclic stress ratio (CSR) established by the triggering curve 
(Fig. 2). A triggering curve is developed for the hpo calibration by fitting 
the available cyclic strength data on Ottawa F-65 sand [32–38] and 
numerical simulations [16] using a similar relationship to the one by 
Idriss and Boulanger [39] (Fig. 2). It must be noted that this curve at
tempts to capture the overall behavior by honoring trends of the com
bined data set and not to match any single point. The cyclic strength data 
in Fig. 2 correspond to an effective confining pressure of 100 kPa, which 
is higher than the average effective stress in the simulations (around 40 
kPa). Since cyclic strength data for Ottawa F-65 at lower effective 
confining pressures are not available for the full range of DR values 
considered, the calibration of hpo was performed at a confinement of 
100 kPa for this study. PM4Sand has been developed and shown to 
effectively capture the effects of confining pressure on liquefaction 
triggering without additional calibration [23]. This was checked by 
comparing the results from cyclic DSS simulations using the proposed 
calibration with the experimental data from El Ghoraiby et al. [24], 
which was performed at a confinement of 40 kPa for sand at a DR of 67%. 
The curve from the simulation is in good agreement with the experi
mental data between 15 and 25 cycles, but additional experimental data 
is needed to judge the applicability of the calibration at lower stresses 
for the full range of DR considered in this study. The nb parameter is 
assigned a value of 0.6 to match the rate of strain accumulation for 
Ottawa F-65 sand as suggested by a previous study on a similar problem 
[40]. The critical state friction angle φ’cv is reduced to 30

◦

from the 
PM4Sand default value of 33

◦

to better match the slope of the frictional 

Fig. 1. Geometry of centrifuge model test in prototype scale as represented by the numerical setup in FLAC. The rigid box was not simulated explicitly and is thus not 
shown. Sensor locations correspond to RPI-9. Sensors WY-T, WY+T, WY-, and WY+ are located on either side of the centerline cross-section in the out-of- 
plane direction. 
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envelopes (bounding line) of the stress path plots from the cyclic DSS 
tests [16]. A friction angle of 30◦ for Ottawa F-65 sand is also consistent 
with the results reported by Parra Bastidas [41] based on work by others 
[42–49]. 

3.2. Input motions 

The centrifuge models are subjected to horizontal ramped sinusoidal 
input motions applied at the base of the model as accelerations with 
peak values varying from 0.15g to 0.18g. These input motions are the 
same as those used recorded on the model container during the centri
fuge experiments. At some of the centrifuge facilities, an additional 

Fig. 2. Triggering relationship for Ottawa F-65 sand used for calibration of the PM4Sand parameters (top) and a comparison of a calibrated direct simple shear (DSS) 
simulation and laboratory test results from El Ghoraiby et al. [24] at 40 kPa for Ottawa F-65 sand at a DR of 67% (bottom). The cyclic stress ratio for the triggering 
relationship corresponds to 6% double amplitude shear strains in 15 cycles and all data in the upper figure is for an effective stress of 100 kPa. 

Fig. 3. Acceleration time histories and response spectra (5% damped) for the horizontal components of the RPI input motions.  
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vertical motion component was recorded with a peak amplitude 
approximately 10 times smaller than the horizontal component and is 
also applied at the base of the model. Fig. 3 shows the response spectra 
and acceleration time histories of the horizontal input motion compo
nents used for the centrifuge tests performed at RPI. The RPI motions 
have similar peak accelerations and a predominant frequency around 1 
Hz; the RPI-11 motion has an additional high-frequency component at 
around 3 Hz (or 0.3 s). 

3.3. Numerical model 

The numerical models consist of square zones with a dimension of 
0.5 m by 0.5 m to represent the dense layer, toefill, and backfill. With 
this zone size, the model is expected to be able to propagate wavelengths 
greater than 4 m or frequencies less than 37 Hz (Kuhlemeyer and Lysmer 
[52]). The sheet-pile wall is modeled in FLAC using elastic beam ele
ments with the properties provided by each centrifuge facility (Table 1) 
and nodes at every 0.5 m to match the soil discretization. The thick
nesses of the sheet-pile walls used in the experiments were small and 
varied between 5 and 10 cm in prototype units. Therefore, the simula
tions do not explicitly model the wall thickness, but the thickness is used 
to specify the sheet-pile wall properties (Table 1). These properties are 
internally utilized by FLAC to compute wall displacements. The 
sheet-pile is connected to the soil using unbonded interfaces at both 
sides to simulate the friction between these two materials while allowing 
for separation and slippage. The simulations use a soil-wall interface 
friction angle of 30

◦

which is equal to the critical state friction angle of 
the soil. Early simulations indicated that using smaller interface friction 
angles result in numerical instabilities. The normal and shear stiffnesses 
for the interface are both set to 3.4 GPa, which is approximately equal to 
10 times the stiffness of the surrounding soil, as recommended in the 
FLAC User Manual [22]. Large deformations are enabled for all simu
lations to update the node coordinates as the model geometry progres
sively changes according to the Lagrangian scheme. FLAC calculates a 
default time step to ensure solution stability based on the soil stiffness, 
permeability, and zone size. For these simulations, a time step of 10− 5 s, 
which is smaller than the recommended timestep is used to ensure 
consistency between the different simulations. Sensitivity analyses show 
that using a smaller zone size or time step resulted in negligible differ
ences in the final wall displacement (less than 5%), as discussed later. 

During the stress initialization phase, the modeling procedure fol
lows closely the prototype conditions and model construction. The an
alyses do not explicitly simulate the rigid box that surrounds the soil, but 
the constraints the box imposes on the geosystem are applied as me
chanical boundary conditions. All nodes at the bottom of the model are 
fixed in both the horizontal and vertical directions while all the side 
nodes are fixed only in the horizontal direction. The reported centrifugal 
spinning accelerations from each facility are used to establish the pre- 
shaking conditions by constructing the soil deposit in layers across all 
the deposit and then excavating the soil in front of the sheet-pile wall. 
During this phase, a gravity acceleration of 1/Ng is used to simulate the 
prototype conditions, and the soil is assigned the Mohr-Coulomb model 
with the critical state friction angle and a cohesion of 4 kPa. This 
cohesion is used to ensure numerical stability at the toe of the wall and is 
common practice in numerical simulations (e.g., Guan and Madabhushi 
[53]). Once the static stresses are established, the pore pressure is 
applied on the nodes to establish a water table elevation of 5 m (Fig. 1). 
The appropriate pressure on the top boundary of the toefill area and on 
the front side of the sheet-pile wall is applied to establish submerged 
conditions. Saturation is set to 100% across the model and equilibrium 
of pore pressures is established. Water flow is allowed along the top 
surface of the model, whereas flow across the container boundaries and 
wall is restricted. Pore pressures and saturation are fixed at the top nodes 
to allow for free drainage along the top surface. Thereafter, gravity is 
increased in increments of 1/Ng to approximate the centrifuge spinup 
process, allowing the prototype stresses to establish without arching or 

boundary effects. The effect that the selected construction method and 
the constitutive model used during the construction stage have on the 
estimated seismic-induced displacements is discussed later in the paper. 

Following the static stress initialization, the dynamic phase of the 
simulation is conducted. The PM4Sand model is assigned to the dense 
and the liquefiable sand layers, and Rayleigh damping is set to 0.5% 
centered at the fundamental frequency of the input motion of 1 Hz. A 
local damping of 5% is assigned to the sheet-pile wall, and the horizontal 
input motions are applied as accelerations at the base and the sides of 
the model. When available, time histories of vertical accelerations are 
also applied to the base of the model. The shaking is continued for the 
duration of the recorded event for each test (approximately 22 s). After 
the end of shaking, the base of the model is brought to a zero-velocity 
condition by applying both horizontal and vertical decelerations to the 
bottom boundary of the model. These decelerations are opposite in di
rection to the average velocities along this boundary and the magnitude 
is calculated to reduce the average velocity to zero in 0.2 s. This pro
cedure is meant to approximate the gradual stopping of dynamic 
shaking in the centrifuge and thus to avoid sudden changes in velocity 
within the model. After the base of the model is brought to a zero- 
velocity condition, the model is allowed to reconsolidate under its 
own weight. Results from the post-shaking phase are discussed by Basu 
et al. [27] and not included herein as the additional settlement and 
displacements after the end of shaking were small relative to the dy
namic phase in these simulations. 

The numerical simulation protocol used for the analyses does not 
allow for rocking of the container to be replicated. Some of the simu
lations are conducted considering both the horizontal and vertical input 
motions, however, significant rocking is not expected to have occurred 
during the experiments anyways as the vertical motion amplitudes are 
10 times smaller than the horizontal motion amplitudes. Therefore, the 
inability to numerically model rocking is unlikely to have a notable ef
fect on the predictive capability of the simulations. 

4. Simulation results 

Results from the baseline simulations and sensitivity studies are 
presented in four parts: (1) a focused discussion on the RPI-9 simulation 
results, considered as baseline for comparison purposes; (2) an evalua
tion of the effect of DR across multiple centrifuge experiments; (3) an 
evaluation of the effect of the soil’s permeability and its potential 
variation during shaking; and (4) the effects of modeling decisions made 
throughout the simulation process, including model construction 
method, the constitutive model used for stress initialization, the sheet- 
pile wall interface properties, the mesh discretization, and the dy
namic time step. Results and comparisons are presented in terms of the 
sheet-pile wall displacements at locations WY-T and WY+T (Fig. 1), 
surface settlements near the wall at locations WY- and WY+, and excess 
pore pressures and response spectra at various locations within the 
model. 

4.1. Baseline results for RPI-9 

The baseline simulation is conducted for the RPI-9 centrifuge test 
using best-estimate parameters and following common simulation 
practices. The baseline scenario considers mass-based DR (Table 2), 
constant permeability, model construction conducted by placing soil 
layers followed by excavation and placement of sheet-pile wall, both 
model construction and spinup stages using the Mohr-Coulomb consti
tutive model for sands, baseline properties for the sheet-pile wall 
interface selected (i.e., using the critical state friction angle and the soil 
stiffnesses based on the recommendations by Itasca [22] and, zone di
mensions of 0.5 m by 0.5 m, and a time step of 10− 5 s. 

The results for the baseline scenario are presented in Figs. 4–7 in 
terms of soil and wall displacements, surface settlements, excess pore 
pressures, and acceleration response spectra, respectively. The 
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Fig. 4. Contours of horizontal displacements and excess pore pressure ratios at the end of shaking for RPI-9.  

Fig. 5. Sheet-pile wall responses during shaking for RPI-9 for (a) displacement; and (b) surface settlement and at the end of shaking for (c) bending moment and (d) 
shear in the structural elements. The shear force is plotted at the center of element, while bending moments are plotted at the nodes on each end. 
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maximum soil horizontal displacements occur at the soil surface near the 
sheet-pile wall, with values as high as 50 cm, which decrease towards 
the left side of the model down to negligible displacements near the rigid 
box (Fig. 4). The sheet-pile wall moves towards the unconfined area 

resulting in heave of some of the toefill sands. Excess pore pressure ratios 
(ru) at the end of shaking (Fig. 4) show liquefaction was triggered within 
most of the liquefiable backfill, while dilation (negative excess pore 
pressures) are observed near the top and base of the wall and throughout 

Fig. 6. Excess pore pressure time histories for RPI-9 at various locations indicated in the top right corner.  

Fig. 7. Response spectra (5% damped) for RPI-9 at various locations indicated in the top right corner.  
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the toefill. The estimated wall displacements are higher than the dis
placements measured in the experiments by about 8 cm (Fig. 5), which 
represents a 10% of overprediction, whereas the estimated surface set
tlements behind the wall are higher than the measured settlements by 
approximately a factor of two (Fig. 5). The internal bending moment and 
shear force are also shown in Fig. 5 for the structural elements in the 
sheet-pile wall. No experimental measurements were collected to 
compare these internal forces too, but the patterns are consistent with 
expected patterns for a cantilever retaining wall. 

Time histories of excess pore pressures (Fig. 6) indicate that the 
simulations capture reasonably well the trends and residual excess pore 
pressure at sensor PB3 and PM2, located in the backfill away from the 
wall, with exception of the dilation spikes observed at PB3. The pre
dicted and measured excess pore pressures at PW1 follow the same 
overall trend, however with some observable differences attributed to 
soil-structure interaction effects such as alteration of the translational 
component of accelerations near the sheet-pile wall [54] that are not 
adequately captured in the simulations. Unlike the experimental results, 

the simulations show dilation within the dense sand at locations PD and 
PFWB, located near the toe of the wall and at the toefill respectively. The 
reasons for this disagreement are unclear, but the dilation at this loca
tion is present in all of the numerical simulations, including the sensi
tivity studies shown later. Possible reasons for this discrepancy include 
suppressed dilation due to friction on the side walls of the centrifuge 
container, water flow into this zone from out of plane directions (i.e., 
radial flow), or a lower achieved DR in this layer. 

The estimated and the measured spectral accelerations show good 
agreement around the input motion’s predominant frequency of 1 Hz 
(Fig. 7). At shorter periods, discrepancies are observed as the high- 
frequency dilation spikes observed in the experiment near the top of 
the backfill are not captured. Similar trends in excess pore pressures and 
response spectra are observed in simulations of the other centrifuge tests 
[27], and previous LEAP studies [55]. Tsiapas [56], based on sensitivity 
analyses on liquefiable deposits, found that simulated high-frequency 
spikes are controlled by the amount of Rayleigh damping assigned to 
dry soil layers. A Rayleigh damping of 2% anchored at the predominant 

Fig. 8. Comparison between recorded and simulated sheet-pile wall displacement time histories at locations WY-T and WY+T for the RPI tests. Each column cor
responds to a different approach for estimating the applicable DR: left column for mass-based DR, middle column for DR based on lower bound CPT data, and right 
column for DR based on upper bound CPT data. 

D. Basu et al.                                                                                                                                                                                                                                    



Soil Dynamics and Earthquake Engineering 156 (2022) 107243

9

frequency of the ground response was observed to eliminate the 
high-frequency spikes using both an elasto-plastic Mohr-Coulomb model 
and the plasticity model, NTUA-SAND (Papadimitriou et al. [57]). 
Tsiapas and Bouckovalas [58] extended the work by Tsiapas [56] and 
found that a similar trend was applicable for saturated soil layers, 
although to a lesser extent. Their study indicates that other aspects such 
as the choice of constitutive model, model dimensions, mesh dis
cretization, input motion type, and free field boundary conditions, did 
not influence the high-frequency content of simulated responses. 

4.2. Effect of DR across centrifuge experiments 

The DR of the liquefiable soil is one of the three primary parameters 
of the constitutive model used in the simulations and is thus expected to 
have an important effect on the predicted sheet-pile wall displacements. 
The baseline scenario uses the mass-based DR, however, it can also be 
estimated using CPT data and correlations such as those proposed by 
Bolton et al. [30] and used by Sepulveda et al. [31]. Herein, the impact 
of using either the mass-based or CPT-based DR on the sheet-pile wall 
displacements, surface settlements, excess pore pressures, and response 
spectra is studied, and results are presented in Figs. 8–13. The five RPI 
tests are mainly considered for this investigation as they share the same 
experimental setup, similar input motion peak accelerations (Fig. 3), 
and on-site practices and quality control for model preparation. Differ
ences amongst the RPI test are mostly attributed to DR with the excep
tion of RPI-11, which used a different input motion (Fig. 3). 

4.2.1. Effect of DR on the sheet-pile wall displacements 
Three DR scenarios are considered: one corresponding to the DR 

measured based on the mass of sand used during pluviation (mass-based 
DR), and the other two based on CPT measurements [31] (CPT-based 
DR). Most of the CPT measurements exhibit a non-uniform tip resistance 
and thus the lower (CPTLB-based DR) and upper (CPTUB-based DR) 
bounds are considered for the analyses (Table 2). The difference be
tween these upper and lower bounds is 5–6% for the RPI tests and as 
high as 23% for other tests. No CPT data are available for the experi
ments KyU-1 and -3. 

Results in terms of the sheet-pile wall displacements are presented in 
Figs. 8–10. A comparison of the sheet-pile wall displacements estimated 
using the three DR values along with the experimental data is presented 
in Fig. 8. The most accurate predictions, based on the magnitude of 
permanent displacements, are obtained using the CPTUB-based DR for 
tests RPI-9 and RPI-10, the CPTLB-based DR for tests RPI-12 and RPI-13, 
and either the mass-based or CPTUB-based DR for RPI-11. For RPI-9 and 

RPI-10, the experimental results are enveloped by using the three DR 
estimates, whereas the simulations always underestimated the dis
placements for RPI-12 and RPI-13 and overestimated the displacement 
for RPI-11. Fig. 9 shows the effect of DR on normalized wall displace
ments, i.e., displacements divided by the wall height. For the experi
mental results, the trend indicates an overall inverse relation between 
DR and the magnitude of displacements, which is reasonable given that 
the other model parameters and input motions are similar. RPI-13 stands 
out as a possible outlier from this trend. A linear trend between DR and 
the magnitude of displacements is observed in the case of the numerical 
results. 

It is interesting to note that the experimental results for RPI-11 and 
RPI-13 significantly deviate from other tests’ experimental and numer
ical results. The displacements measured in RPI-11 are approximately 
half of those from RPI-9 and RPI-10 despite all three having similar DR. 
The main difference between these experiments is the higher frequency 
component in the input motion and a reduction in the PGA (Fig. 3). 
These variants appear to have led to reduced displacements in the 
experiment, but do not significantly affect the numerical displacements. 
Meanwhile, the simulated displacements for RPI-13 for the scenario 
with mass-based DR are approximately 90% lower than the measured 
values. For RPI-13, the CPT measurements indicate the achieved DR was 
lower than the targeted value of 75% (Table 2), which may account for 
some of this discrepancy. Predicted sheet-pile wall displacements for 
RPI-13 for the scenario with CPTLB-based DR are only about 8% less than 
the measured value, indicating good agreement. 

Comparisons against results from other centrifuge tests are presented 
in Fig. 10. The displacement normalization is assumed to reasonably 
remove the effect of differences in sheet-pile wall heights and thus allow 
for a fair comparison of results. For the mass-based DR scenario, the 
simulated wall displacements are reasonably accurate for RPI-9, ZJU-1, 
and KyU-1, whereas the predictions improved significantly for tests RPI- 
10, RPI-12, RPI-13, and EU-2 by using CPT-based DR, particularly CPTLB- 
based DR (RPI-12 and RPI-13). The scenarios with CPT-based DR do not 
improve predictions for UCD-1 and KAIST-2. Overall, it is observed that 
the numerical predictions of wall displacements for all eleven tests are 
within 50–200% (i.e., a factor of 2) of the corresponding experimental 
displacements, utilizing either the mass-based DR or a DR value falling 
within the range estimated from the CPT correlation. This level of un
certainty is similar to the observations from other numerical predictions 
such as liquefaction-induced free-field settlements [59]. Table 3 pre
sents goodness of fit statistics for the normalized displacements. The 
CPTLB-based DR has a slightly better R2 value than the other two sce
narios, as well as a lower mean squared error (MSE) and bias, calculated 

Fig. 9. Normalized sheet-pile wall displacement versus relative density, DR, for experiments and simulations corresponding to the RPI tests. For the simulations, the 
solid symbols correspond to the mass-based DR values while hollow symbols correspond to lower and upper bounds of CPT-based DR values. 
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as the ratio of observed to simulated normalized wall displacement. This 
indicates that the CPTLB-based DR was more representative of the soil 
response observed in the centrifuge experiments than either the 
mass-based or CPTUB-based DR values. This reinforces the value of col
lecting CPT data as part of centrifuge studies [60]. 

4.2.2. Effect of DR on other seismic performance metrics 
Results for surface settlements near the sheet-pile wall, excess pore 

pressures near the wall at mid-depth, and response spectra near the wall, 
are presented in Figs. 11–13 for RPI-9 through 13 and the three DR 
scenarios described in the previous section. The results suggest a sig
nificant impact of DR on surface settlements, with higher DR leading to 
lower surface settlements. The magnitude of settlements is generally in 
good agreement with the trends observed for the wall displacements, 
although with an overall tendency for overpredictions and mild under
predictions for RPI-12 and RPI-13. The excess pore pressure is not 
significantly affected by changes in DR except for RPI-13, where the 
measured excess pore pressures go from positive to negative as the DR 
changes from 70% (CPTUB-based DR) to 75% (mass-based DR). The 
excess pore pressures from the CPTLB-based DR are in the best agreement 
with the experimental results for RPI-13 as they were for wall dis
placements. The response spectra are less sensitive to changes in DR, 
particularly the predominance of the input motion fundamental fre
quency is preserved for all three scenarios (Fig. 13). 

4.3. Effect of permeability 

All previous simulations used a permeability estimated for Ottawa F- 
65 sand [24] that was held constant throughout shaking. According to 
previous studies, permeability can increase after the onset of liquefac
tion as soil grains lose contact with one another [19,61,62] and can 
decrease during the post-liquefaction reconsolidation process as the 
grain contacts are re-established [17,18,63]. For instance, Shahir et al. 
[63] observed an increase in permeability by a factor of 20 during 
liquefaction for Nevada sand. Ueng et al. [64] and Bayoumi et al. [65] 
observed increases in factors of 1.5 and 5-fold during centrifuge tests on 
Ottawa C-109 and Vietnam sands, respectively. On the contrary, Ada
midis and Madabhushi [66], examined centrifuge experiments on Hos
tun sand and suggested that permeability can increase at most by a 
factor of 1.2 and such an increase occurs only at effective stresses less 
than 0.1 kPa. Recent work by Basu et al. [67] has suggested that some of 
these differences in results from previous studies may be due to 
soil-specific effects and they found that the magnitude of permeability 

increase due to liquefaction correlates well with the effective grain 
diameter (D10) of the soil. In this study, the baseline test RPI-9 is 
revisited to investigate the effects of increased permeability during 
liquefaction using the relationship between permeability and excess 
pore pressure ratio (ru) proposed by Shahir et al. [63] (Equation (3)): 

km/ki
=

⎧
⎪⎪⎨

⎪⎪⎩

1 ; ru ≤ 0
1 + (α − 1) × rβ1

u ; ru ≤ 1
α ; ru > 1

(3)  

where, km is the modified permeability, ki is the initial permeability at 
ru = 0, α is the factor by which permeability increases at ru = 1, and β1 
controls the rate at which permeability increases with ru. 

Two scenarios of higher permeability at ru = 1 are considered. The 
first scenario, HP1, consists of permeability increases up to a factor α = 5, 
whereas the second, HP2, up to a factor α = 20 the original baseline 
permeability. The factor of 5 for Ottawa F-65 sand is selected based on a 
correlation between effective grain diameter (D10) and α developed from 
simulation of centrifuge and shake table experiments [67] whereas the 
factor of 20 is based on the recommendations by Shahir et al. [63]. A β1 
= 1 is used in this study, as Shahir et al. [63] showed that it leads to 
reasonable results. 

The simulated results suggest that some amount of drainage, and 
thus excess pore pressure dissipation, occurs along with an increment of 
generation of excess pore pressure during shaking, which is consistent 
with other investigations [68]. Additional excess pore pressure dissi
pation may occur due to radial drainage in the experiments, but this 
mechanism is not reflected in the 2D simulations. Overall, the excess 
pore pressure at PW1, near the wall, is lower for HP2 than HP1, and these 
two are lower than the excess pore pressures of the baseline scenario 
(Fig. 14). Usually, the rate of excess pore pressure generation is much 
higher than dissipation in the early stages of earthquake loading when 
the shaking amplitude is high. Thus, there is an overall increase in excess 
pore pressures. The dissipation, however, is higher if permeability in
creases by an order of magnitude or more, such as observed in the HP2 
scenario. In HP2, significant pore pressure dissipation is observed to
wards the end of shaking at PB3, near the ground surface away from the 
wall, which ultimately leads to excess pore pressures lower than in the 
baseline scenario. These results indicate that using a variable perme
ability model with α = 5 or a constant permeability model leads to 
reasonable results, but using a larger α leads to excessive dissipation of 
excess pore pressures during shaking. This observation agrees with the 
reported α value of 5 for Ottawa F-65 sand by Basu et al. [67] and 

Fig. 10. Normalized sheet-pile wall displacements at locations WY-T and WY+T for all the centrifuge tests. Solid symbols correspond to the mass-based DR values 
while hollow symbols correspond to lower and upper bounds of CPT-based DR values. Note: No CPT data are available for KyU-1 and KyU-3. 
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highlights the need for soil-specific calibration when using variable 
permeability models. 

The results in terms of sheet-pile wall displacements and surface 
settlements are observed to be less sensitive to variations in permeability 
(Fig. 14). For the HP1 scenario, the estimated displacement is only 4% 
higher than those from the baseline simulation, whereas it decreases by 
about 15% for HP2. The differences in surface settlement behind the wall 
are negligible among all three scenarios. These results agree with the 
observations by Basu et al. [67] that using a variable permeability model 
can improve predictions of excess pore pressure dissipation and settle
ment rate, but has a smaller effect on the overall magnitude of 
settlements. 

4.4. Effect of modeling decisions 

The previous sections focused on the effect of variations in DR and 
permeability on the seismic response of the soil-sheet-pile wall system. 
However, there are many decisions that must be made by a modeler 
when creating a simulation that are not commonly explored to see their 

effect on the final results. In this section, the effects of some of these 
modeling decisions on the wall displacements are investigated. These 
modeling decisions include: (1) the model construction method; (2) the 
soil constitutive model used during model construction and spinup; (3) 
the sheet-pile wall’s interface stiffness and friction angle; and (4) the 
mesh discretization (zone dimensions) and time step used during 
shaking. These investigations are conducted for the RPI-9 test and re
sults are compared against the measured and numerical results from the 
baseline scenario in terms of sheet-pile wall displacements. 

4.4.1. Effect of model construction process 
The baseline scenario considers the following model construction 

which follows a hypothetical field application: (1) placement of layers of 
sand in the rigid box up to a height of 5 m both behind and in front of the 
wall; (2) creation of the sheet-pile wall; and (3) excavation of the sand in 
front of the wall. The effect of using an alternative construction process, 
which is more consistent with the procedure used at the centrifuge fa
cilities is investigated in this section. This alternative construction pro
cess consists of: (1) placement of the dense layer in the rigid box; (2) 

Fig. 11. Surface settlements at locations WY- and WY+ for all the RPI tests. Each column corresponds to a different approach for estimating DR: left column for mass- 
based DR, middle column for DR based on lower bound CPT data, and right column for DR based on upper bound CPT data. 
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placement of the sheet-pile wall; and (3) placement of soil layers behind 
and in front of the wall up to the corresponding soil elevations indicated 
in Fig. 1. In this scenario, a cohesion of 0.2 kPa, lower than the baseline 
of 4 kPa, is used for numerical stability. Sensitivity analyses not pre
sented herein showed an important effect of cohesion on the estimated 
displacements at the end of spinup and using the lowest cohesion that 
allows for numerical stability is considered appropriate. All other 
properties are the same as those of the baseline scenario. 

The results indicate that the construction process significantly affects 
the estimated sheet-pile wall displacements at the end of spinup, but 
only mildly affects the displacements during shaking (Figs. 15 and 16). 
Note that the experimental displacements reported during shaking did 
not account for the pre-shaking displacements most likely to isolate the 
effects of shaking from spinup process and the same was repeated for the 
simulations. The sheet-pile wall displacement at the end of spinup in
creases from 2.3 cm (baseline) to 9.4 cm with the alternative construc
tion procedure, which is an increase of around 300%. Contrarily, the 
incremental displacement at the end of shaking decreases from 82 cm 
(baseline) to 77 cm with the alternative construction procedure, which is 

a decrease of 6%. Compared to the experimental displacements, the 
alternative construction method leads to significant overprediction of 
the horizontal displacements at the end of spinup (Fig. 15), and a slightly 
better agreement of displacements at the end of shaking (Fig. 16). As this 
study was focused on the response at the end of shaking, the construc
tion procedure had a minor effect and either approach is considered 
reasonable. 

It is interesting to note that the numerical construction procedure 
that is closest to the experimental procedure results in a significant 
overprediction of wall displacements. The pluviation-based construction 
procedure resulted in lower stresses near the toe of the wall than the 
excavation-based procedure, which seems to account for some of the 
differences between these two approaches. The experimental results fall 
between these, which may indicate the stress conditions in the centri
fuge are intermediate to these two procedures. Neither approach exactly 
replicates the experimental procedures and the minor effect on final 
displacements should provide comfort to modelers who may not know 
or be able to replicate construction procedures used in the field. 

Fig. 12. Excess pore pressure time histories at location PW1 for the RPI tests. Each column corresponds to a different approach for estimating DR: left column for 
mass-based DR, middle column for DR based on lower bound CPT data, and right column for DR based on upper bound CPT data. 
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4.4.2. Effect of soil constitutive model used during model construction 
The baseline scenario uses the Mohr-Coulomb constitutive model 

prior to shaking in order to speed the calculation process. Using different 
constitutive models for the spinup and shaking phases does not allow for 
capturing the effect of changes in the soil’s state from the onset of the 
test. Here, the PM4Sand model is used from beginning to end for both 
the dense and liquefiable soil units. The same PM4Sand parameters 
calibrated for the shaking phase are used for the spinup phase (Tables 2 
and 4). 

The results (Figs. 15 and 16) indicate that using a PM4Sand prior to 
shaking improves the predictions of sheet-pile wall displacements for 
RPI-9 as displacements increase from 2.3 to 3.5 cm at the end of spinup 
(Fig. 15), i.e., an increase of about 50%. However, predicted sheet-pile 
wall displacements at the end of shaking for this scenario are nearly 
identical to the baseline, with only a very mild increase of 2% (Fig. 16). 
It is interesting to note that while PM4Sand does a better job of matching 
the final post-spinup displacement, neither approach is able to match the 
rate of accumulation of displacement with increasing g level. The Mohr- 

Fig. 13. Response spectra (5% damped) at location AHW3 for the RPI tests and various approaches for estimating DR.  

Fig. 14. Effect of permeability on the sheet-pile wall displacements, surface settlement time histories, and excess pore pressure time histories at various loca
tions (Fig. 1). 
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Coulomb model has a similar accumulation to PM4Sand, but with a 
lower magnitude. Reasons for this discrepancy are unclear, but it is 
noted that the PM4Sand model calibrations were performed for higher 
stress levels and for cyclic loading conditions and may not capture the 
true monotonic behavior of the soil at very low stresses. As discussed for 
the model construction procedure, neither simulation approach is 
modeling the true spinup process or soil behavior at very low stresses, 

Fig. 15. Effect of various modeling decisions on the sheet-pile wall displacements for RPI-9 during spinup.  

Fig. 16. Effect of various modeling decisions on the sheet-pile wall displacements for RPI-9 during shaking. Note that displacements shown are only for shaking 
portion of the simulation and do not include displacement during spinup. 

Table 2 
Relative density estimates from mass-based and CPT-based measurements in the 
centrifuge tests and corresponding hpo values selected for the numerical 
simulations.  

Test PM4Sand model calibration parameters (liquefiable layer) 

Mass-based CPT-based (lower and upper bound values) 

DR (%) hpo DR (%) hpo DR (%) hpo 

RPI-9 63 0.072 60 0.095 65 0.065 
RPI-10 65 0.065 59 0.105 64 0.068 
RPI-11 65 0.065 59 0.105 64 0.068 
RPI-12 55 0.138 52 0.168 58 0.11 
RPI-13 75 0.038 65 0.065 70 0.048 
EU-2 65 0.065 57 0.122 66 0.06 
KyU-1 55 0.138 N/A N/A N/A N/A 
KyU-3 65 0.065 N/A N/A N/A N/A 
KAIST-2 65 0.065 63 0.072 76 0.038 
UCD-1 70 0.052 74 0.038 88 0.161 
ZJU-1 75 0.038 58 0.11 81 0.045  

Table 3 
Statistical parameters corresponding to the numerical fit of experimentally 
recorded wall displacements based on the 11 tests considered in this study.  

Parameter Mass-based 
DR 

CPTLB-based 
DR 

CPTUB-based 
DR 

R2 0.569 0.577 0.568 
Mean bias 2.278 1.029 2.253 
Mean square error 13.39 1.40 7.77 
Coefficient of variance, COV 

(bias) 
1.32 0.60 0.77  
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but disagreements at the end of spinup have a negligible response on the 
final post-shaking displacements. 

4.4.3. Effect of interface properties 
The baseline simulation uses stiffness properties for the sheet-pile 

wall’s interface selected following the recommendations provided in 
the FLAC User Manual and an interface friction angle equal to the critical 
state friction angle of the soil. Considering that there is no basis or data 
to guide the selection of these properties, three additional scenarios are 
considered: (1) an increase of 25% of the interface stiffness; (2) a 
decrease of 25% of the interface stiffness; and (3) an increase of the 
friction angle interface from 30◦ to 36◦. Smaller friction angles resulted 
in instability of the wall during model construction. 

The results from the three scenarios in the sheet-pile wall displace
ments are only modestly different than those from the baseline. Using a 
higher interface stiffness or friction angle leads to lower displacements 
by 8–15% at the end of spinup (Fig. 15) and 5–12% at the end of shaking 
(Fig. 16). Higher stiffness and interface friction angle increase the dis
crepancies observed between measured and predicted wall displace
ments at the end of spinup, but improve the agreement at the end of 
shaking. Lower interface stiffness leads to higher sheet-pile wall 
displacement by about 15% at the end of spinup, and 2% at the end of 
shaking. Similar results are obtained from these scenarios for other 
centrifuge tests (Basu et al. [27]). These results demonstrate that 
reasonable variations in the interface properties do not significantly 
affect the model response for this problem. Despite this, having data on 
the interface properties would still be helpful for selecting the most 
appropriate values for the simulation. 

4.4.4. Effect of model mesh size and time step 
The baseline scenario uses a mesh with zones of 0.5 m by 0.5 m along 

with a time step of 10− 5 s during shaking. These dimensions and time 
step are mostly selected for computational efficiency while honoring the 
minimum requirements for numerical stability of the explicit forward- 

marching FLAC scheme and the propagation of the input motion fre
quency content. Simulations for RPI-9 were repeated using meshes with 
zones that were half (0.25 m by 0.25 m) and one quarter (0.125 m by 
0.125 m) as large as the baseline scenario and a timestep that was half as 
large as the baseline. Simulations using a time step 5 × 10− 6 s lead to 
small variations on the sheet-pile wall displacements both at the end of 
spinup (Fig. 15), and at the end of shaking (Fig. 16). The effects of time 
step on excess pore pressure and acceleration responses are also 
negligible. 

The effect of mesh size is more complicated. The smaller meshes had 
a negligible effect on wall displacements at the end of spinup and a small 
effect (approximately 5%) on final wall displacements. Simulations 
using the quarter and half size meshes were almost identical indicating 
convergence in wall displacement. Fig. 17 shows the effect of mesh size 
variation on surface settlement, excess pore pressures at sensors PW1 
and PD, and acceleration response spectra at AHW3. The change in mesh 
size had almost no effect on the response spectra or pore pressure 
response at PD, indicating the baseline mesh was sufficiently small to 
propagate all frequencies of interest and to provide enough resolution 
within the dense layer at the bottom of the model. The finer meshes do 
produce slightly higher settlements (quarter mesh is 4% higher than 
baseline) and excess pore pressures at the end of shaking at PW1 
(quarter mesh is 7% higher than baseline). The final displacements and 
the excess pore pressures for the baseline and quarter zone size meshes 
can also be compared by examining the contours in Figs. 4 and 18. The 
displacements are very similar between the two simulations with the 
exception of a small gap that opens between the soil and wall in the 
quarter mesh simulation. The patterns of excess pore pressures are also 
very similar with significant generation in the upper backfill and dila
tion near the wall and in the toefill, but differences can be observed near 
the base of the wall and the ground surface. The finer mesh simulations 
result in a significant increase in computational time (e.g., 3 times the 
baseline case when using the 0.25 m mesh and almost 5 times the 
baseline case when using the 0.125 m mesh), while only producing small 
differences in the soil response. Therefore, the selected baseline mesh 
size and time step are deemed to be small enough to provide reasonable 
results within the soil, while balancing the computational demand. 

The change in mesh size has a larger effect on the magnitude of in
ternal stresses within the wall (Fig. 19), although the patterns are very 
similar between the three meshes. The maximum moment and defor
mation in the baseline mesh are approximately 5% less than the quarter 
mesh. The shear force in the baseline mesh is approximately 14% less 
than the fine mesh, which does show that the baseline mesh may have 

Table 4 
Properties of Ottawa F-65 sand utilized in the numerical simulations.  

Maximum void 
ratio, emax 

Minimum void 
ratio, emin 

Specific 
gravity, Gs 

Permeability, k 
(cm/s) 

0.78a 0.51a 2.65b 0.012c  

a emax and emin are based on Carey et al. [50]. 
b Gs is based on Vasko et al. [51]. 
c k is based on El Ghoraiby et al. [38]. 

Fig. 17. Effect of mesh size on response spectra at AHW3, settlement at WY-, and excess pore pressures at PW1 and PD for RPI-9 during shaking.  
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been too coarse to accurately capture the shear distribution within the 
wall. All of the forces are far below the capacity of the wall, these dif
ferences in internal forces are not expected to have a significant effect on 
the model response, which has been demonstrated in the other results 
(Figs. 16–18). This analysis does demonstrate that mesh sensitivity 
should be examined in both the soil and structural response. 

5. Discussion 

Of the various factors examined in this study, the DR of the soil was 
found to be the most critical. This is not surprising as DR is known to be 
one of the most important influences on the liquefaction behavior of 
clean sands. The uncertainty in the DR achieved within the centrifuge 
experiments was surprising and the results of this study demonstrated 
that the CPT-based values did a good job of bracketing the model 
response for most of the simulations, while the mass-based values ten
ded to underpredict displacements. The discrepancy was most apparent 
for RPI-13, where the DR from the lower bound of the CPT profile was 
10% lower than the mass-based value and in a much better agreement 
with the observed displacements. This demonstrates the importance of 
collecting CPT data during centrifuge models, as is commonly done for 
field-scale evaluations of liquefaction. The CPT profiles showed signif
icant variability and no attempt was made to directly model that vari
ability in these simulations. This would be an interesting future study. 

Model initialization procedures can vary significantly between 
different numerical analysts, but the effect of these modeling choices is 
not commonly examined. In this study, two construction procedures and 
two constitutive models were considered for the stress initiation 
(spinup) phase of the simulations. These numerical choices did affect the 
displacement at the end of spinup, but had a very minor effect on the 
final wall displacement after shaking. This demonstrated that, for the 
current problem, differences in the initial stresses due to these proced
ures did not have a significant effect on the numerical model response. 
This is an important result for forward applications as the true 

construction process of geotechnical infrastructure is often unknown 
and difficult to model. 

Ground motion variability is one of the largest sources of uncertainty 
in the seismic response of geotechnical systems. In the current study, the 
recorded motions from the experiments were known and thus uncer
tainty in the input motion was not a factor. One of the experiments (RPI- 
11) changed the motion from the other experiments by reducing the 
intensity at the predominant frequency (1 Hz) and adding a higher 
frequency component (3 Hz) to maintain a similar PGA. This change in 
input motion led to a significant reduction in displacements in the 
experiment, but not in the simulation. Reasons for this discrepancy are 
unknown, but this is an area that deserves additional study. 

A mesh sensitivity study was performed to determine how the mesh 
size may have influenced the simulation results. Response metrics such 
as wall displacement, surface settlement, excess pore pressures at sensor 
locations, and response spectra generally varied by 5% or less when 
using meshes with half and one quarter of the size of the baseline 
simulation. Excess pore pressures and displacement patterns in the soil 
at the ground surface and near the wall were more affected by using the 
smaller mesh size. Internal forces in the sheet-pile wall were found to be 
more affected by using the smaller mesh, with all simulations showing 
the same patterns, but maximum magnitudes varying between 5 and 
17%. 

This study has focused on numerical simulations of centrifuge ex
periments, but several important findings are also likely applicable to 
simulations of field-scale problems involving retaining walls and 
liquefaction. First, the study found that simulation results using 
PM4Sand and FLAC were in reasonable agreement with the suite of 
centrifuge experiments. The study also found that simulated wall dis
placements were relatively insensitive to changes in model construction 
procedures, interface properties, and small variations in the perme
ability with excess pore pressures (up to five times). It is often chal
lenging to know the “correct” choice for these aspects of the model and 
the relative insensitivity of the results to these choices provides 

Fig. 18. Contours of horizontal displacements and excess pore pressure ratios at the end of shaking for RPI-9 using 0.125 m zones.  
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additional confidence. The comparison of experimental and numerical 
results found that the prediction accuracy varied by as much as a factor 
of two from the experimental value. Although commonly acceptable and 
expected for practical purposes and applications, this factor of two in 
displacement uncertainty is deemed high for an exercise like this one. 
For this particular problem, much of this uncertainty is attributed to 
uncertainty in DR and future studies should place additional effort on 
constraining the measurements of DR. 

6. Conclusions 

This paper presented the results from a numerical study, performed 
as part of LEAP 2020, that aimed at simulating centrifuge tests of a sheet- 
pile wall-soil geosystem. Numerical simulations were conducted for 
centrifuge tests from eleven facilities around the world and the pre
dictions were evaluated in their ability to reasonably capture the 
observed behaviors and seismic performance. The model consisted of 
dense and liquefiable layers of Ottawa F-65 sand retained by a sheet-pile 
wall. The input motions consisted of a pseudo-harmonic excitation 
applied at the model base as accelerations. The numerical simulations 
are conducted on the numerical platform FLAC and the soil behavior 
simulated using the PM4Sand constitutive model. Results are discussed 
in terms of the sheet-pile wall displacements, surface settlements, excess 
pore pressures, and spectral accelerations. 

A baseline scenario consisting of best-estimate material properties 

and best modeling practices was first conducted. The results for this 
scenario showed an overall reasonable agreement of the estimated 
sheet-pile wall displacements, spectral accelerations near the input 
motions’ fundamental frequency of 1 Hz, and trends of excess porewater 
pressure for soils with contractive behavior. In contrast, surface settle
ments were overpredicted, and spectral accelerations at high fre
quencies were underpredicted. The comparison of the measured and 
predicted sheet-pile wall displacements for all eleven tests indicated that 
displacements can generally be predicted with an accuracy that varies 
from 50 to 200%, i.e., a factor of 2. The baseline results deviated from 
the experiments in two main areas: (1) an overprediction of wall 
displacement for a test with a high frequency component in the input 
motion; and (2) an excessively dilative simulated response (suction) 
around the bottom of the sheet-pile wall. The reasons for these dis
agreements are unclear. In addition, the good agreement between the 
measured and the simulated responses for one metric in a given test (e. 
g., sheet-pile wall displacements) does not imply that the same level of 
agreement is achieved for other metrics. 

A close evaluation of the relative density (DR) and permeability of 
sands provided insight into the importance of these parameters in the 
prediction of seismic performance of geosystems. Differences in mass- 
based and CPT-based DR can be significant, and even though DR is 
also expected to vary across the model and with depth, a single repre
sentative value was used for the numerical simulations. The system 
response and displacements were sensitive to DR of the liquefiable soils 

Fig. 19. Effect of mesh size on sheet-pile wall responses at the end of shaking for horizontal displacement, bending moment and shear in the structural elements. The 
shear force is plotted at the center of element, while bending moments and displacements are plotted at the nodes on each end. 

D. Basu et al.                                                                                                                                                                                                                                    



Soil Dynamics and Earthquake Engineering 156 (2022) 107243

18

(backfill), as expected. Considering scenarios for both mass-based and 
CPT-based DR led to results that enveloped the measured sheet-pile wall 
displacements for most cases, and results obtained from using the lower 
bound CPT-based DR led to the best accuracy. The level of disagreement 
between the measured and predicted sheet-pile wall displacements is 
similar to the level of discrepancy between the achieved and targeted 
mass-based DR amongst the different experiments (Table 2). Perme
ability, commonly modeled using a constant value throughout shaking, 
was herein modeled as variable after liquefaction triggering based on 
findings from previous studies [18,63]. Changes in permeability led to 
significant dissipation of excess pore pressures during seismic shaking 
and minor variations in the sheet-pile wall displacements and surface 
settlements. A better agreement in terms of sheet-pile wall displace
ments was obtained for the scenario with variable permeability up to a 
factor of 5. 

In addition to spatial and temporal variability and uncertainties 
associated with DR and permeability, the ability of modelers to accu
rately predict the seismic performance of geosystems is challenged by 
limitations of the numerical tools and unknown factors inherent to 
laboratory data. Limitations of the employed numerical tools include 
using a two-dimensional platform along with a plane-strain constitutive 
model to simulate the response of sheet-pile wall retaining a liquefiable 
soil in a rigid box. An implicit assumption in the evaluation of numerical 
predictions against experiments is that the measured material parame
ters and the experiment responses are flawless. Factors such as water 
inflow and movement of sensors during testing could be partially 
contributing to the discrepancies observed between measured and pre
dicted responses. For instance, it is possible that the water inflow during 
the experiment suppressed some of the dilation near the bottom of the 
sheet-pile wall thus reducing some of the dilative behavior that would 
normally be expected for a sand with DR = 90%. 

This study provides lessons that could guide the performance of 
similar studies or numerical modeling challenges. The representative 
value of DR selected to simulate a centrifuge experiment plays a key role 
in the system’s overall response and the predicted permanent displace
ments at the end of shaking. Thus, attention should be placed on this 
parameter and capturing the range of its possible values. Increments of 
soil permeability post liquefaction triggering play an important role in 
the amount of excess pore pressure build-up and thus the potential 
variations of permeability should be considered as a case scenario. 
Various parametric analyses suggest that the influence of the model 
construction (stress initialization), ‘artificial’ cohesion for numerical 
stability, and the constitutive model used during this phase have a 
moderate to a significant effect on the predicted pre-shaking displace
ments. On the other hand, the effect of sheet-pile wall interface’s stiff
ness and friction angle as well as the mesh discretization and time step 
have a minor effect on pre-shaking displacements. Finally, the effect of 
all of these aspects on the permanent displacements at the end of shaking 
is minor. Given this exercise’s focus on the final displacements, these 
results provide confidence that the results presented herein are not 
overly sensitive to the modeling choices that were made during devel
opment of the simulations. 

This study suggests that there is always a need for modelers to ex
ercise their models extensively and evaluate the uncertainties imposed 
by the various numerical choices they make as well as the uncertainties 
imposed by the various assignments informed by their experimental or 
field counterparts. Such exercises can help identify the vulnerabilities of 
each system, better inform soil and site investigation campaigns, and 
ultimately increase the confidence levels in the results. 
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