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ABSTRACT OF THE DISSERTATION

Aspects of Highly-Correlated Electron Systems

by

Nicholas Demetrios Rombes III

Doctor of Philosophy in Physics

University of California, Los Angeles, 2020

Professor Sudip Chakravarty, Chair

We begin by scrutinizing a recent proposal that presents an alternate description of the

half-filled Landau level in terms of massless Dirac fermions. In Chapter 2, we examine the

possibility of pairing of these Dirac fermions by numerically solving the coupled Eliashberg

equations unlike a related previous calculation (Wang and Chakravarty, 2016). In addition,

vertex corrections are calculated to be zero from the Ward identity. We find that pairing is

possible in non-zero angular momentum channels; only differences are minor numerical shifts.

As before, the pairing leads to the gapped Pfaffian and anti-Pfaffian states. However, in our

approximation scheme, pairing is not possible in the putative particle–hole symmetric state

for l = 0 angular momentum. The specific heat at low temperatures of a system of massless

Dirac fermions interacting with a transverse gauge field, expected to be relevant for the half-

filled Landau level, is calculated. Using the Luttinger formula, it is found to be ∝ T lnT

in the leading low temperature limit, due to the exchange of transverse gauge bosons. The

result agrees with the corresponding one in the nonrelativistic composite fermion theory of

Halperin, Lee and Read of the half-filled Landau level.

The rest of the thesis concerns the cuprate high-Tc superconductors (“cuprates”). Con-

ventional wisdom says that beyond the superconducting “dome” in cuprates, the material

behaves as a Fermi liquid. However, this picture does not help explain the disappearance of

the superconducting order parameter, and there are some anomalous measurements that can-
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not be explained by a Fermi liquid phase. It was proposed by Kopp, Ghosal, and Chakravarty

that there is a ferromagnetic phase at zero temperature beyond the superconducting dome,

and that fluctuations of the ferromagnetic order parameter compete with the supercon-

ducting order parameter and work to suppress the superconducting transition temperature

[KGC07]. In Chapter 3 we summarize the experimental evidence for ferromagnetic fluctua-

tions in the overdoped cuprates, and present several calculations supporting the existence of

a ferromagnetic ground state in the 2D single-band Hubbard model, which model is thought

to provide an adequate description of the cuprate superconductors.

Another region of interest in the cuprate phase diagram is the pseudogap phase. It is

unclear which of a host of competing order parameters is responsible for the behavior in

this phase, such as the recent observation of an anomalous thermal Hall conductance in the

cuprate La2−xSrxCuO4 [GLB19]. One promising candidate is the d-density wave state. In

Chapter 4, we investigate the effect that density wave states have on the localized spins of

a square lattice. We derive the effective Dzyaloshinskii-Moriya (DM) interaction from first

principles and study its effects on both ferromagnetic and antiferromagnetic backgrounds.

We find that topologically nontrivial density wave states can induce stable DM interactions

among the localized spins of the lattice when an external magnetic field is present. Fur-

thermore, these density wave-induced DM vectors point along the external magnetic field’s

direction–implying that they break time-reversal and spin rotation symmetries in the same

manner. Due to these symmetry considerations alone we find that the underlying magnon

excitations cannot induce any thermal Hall effect. Utilizing a Holstein-Primakoff substitu-

tion about a mean-field ground state expansion we calculate the topological density wave

corrections to magnetic ground state energy, spin canting angles, and the dispersion of the

magnons for both the ferromagnetic and antiferromagnetic cases.

iii



The dissertation of Nicholas Demetrios Rombes III is approved.

Stuart Brown

Michael Mulligan

Per Kraus

Sudip Chakravarty, Committee Chair

University of California, Los Angeles

2020

iv



To my parents

who have supported me

from third coast to west,

from near and from afar

v



TABLE OF CONTENTS

List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

Vita . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2 The Half-Filled Landau Level . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 Integer quantum Hall effect . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.2 Fractional quantum Hall effect . . . . . . . . . . . . . . . . . . . . . . 7

2.1.3 The half-filled Landau level . . . . . . . . . . . . . . . . . . . . . . . 9

2.1.4 Particle-hole symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2.1 Effective interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2.2 Eliashberg equations . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.3.1 Eliashberg Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.3.2 Specific Heat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.5 Supplementary material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.5.1 Fermion self-energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.5.2 Vertex correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3 Ferromagnetism in the Overdoped Cuprates . . . . . . . . . . . . . . . . . 26

vi



3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.2 Ferromagnetism vs. Dilute Electron Gas . . . . . . . . . . . . . . . . . . . . 29

3.3 Mean-field phase diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.3.1 Paramagnet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.3.2 Ferromagnet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.3.3 Antiferromagnet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.3.4 d-wave superconductor . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4 Dzyaloshinskii-Moriya interactions from density waves . . . . . . . . . . . 40

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.2 The Effective Magnetic Hamiltonian . . . . . . . . . . . . . . . . . . . . . . 45

4.3 The Noncollinear Ferromagnet . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.4 The Noncollinear Antiferromagnet . . . . . . . . . . . . . . . . . . . . . . . . 57

4.4.1 Mean-Field Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.4.2 Schwinger Boson Mean-Field Theory . . . . . . . . . . . . . . . . . . 60

4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

vii



LIST OF FIGURES

1.1 Simplified phase diagram of the cuprate superconductors. x is hole doping. Near

x = 0 is the Mott insulating antiferromagnetic phase. In rainbow is the su-

perconducting “dome” bounded by the superconducting Tc, which terminates at

critical points x1 and x2 in the underdoped and overdoped regimes, respectively.

T ∗ marks the (rightmost) boundary of the pseudogap phase, which presumably

terminates in a critical point xc obscured by the superconducting dome. It is

conjectured in [KGC07] that x2 separates the superconducting phase from a fer-

romagnetic phase, and that competition between the superconducting and fer-

romagnetic order parameters is responsible for the decline in Tc near x2. (a),

(b), and (c) represent possible experimental trajectories, and there should be a

quantum critical fan above the critical point x2. Reproduced from [KGC07] with

permission. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1 Cartoon of the effect of tuning the magnetic field in the quantum Hall system.

On the left, the Fermi level lies in between Landau levels, in a region of zero

density of states. This state is gapped. On the right, the Fermi level lies within

a disorder-broadened Landau level. This state is gapless. . . . . . . . . . . . . . 6

2.2 The integer quantum Hall effect. Hall (top) and diagonal (bottom) resistivity as

a function of magnetic field. At large magnetic fields, the peaks for spin-up and

spin-down electrons are resolved. Reproduced from [PTG82]. . . . . . . . . . . . 7

2.3 The fractional quantum Hall effect. Hall and diagonal resistivity as a function

of magnetic field. The high-field diagonal resistivity amplitude is reduced by a

factor of 2.5 for clarity. Reproduced from [WES87]. . . . . . . . . . . . . . . . . 8

2.4 Composite fermions imagined as fluxes attached to electrons. Reproduced from

http://www.personal.psu.edu/jkj2/Buckley_Prize_Talk.pdf. . . . . . . . . 10

viii

http://www.personal.psu.edu/jkj2/Buckley_Prize_Talk.pdf


2.5 Hall and diagonal resistivity as a function of magnetic field. Development of a

plateau at ν = 5/2. Reproduced from [WES87]. . . . . . . . . . . . . . . . . . . 11

2.6 Potential felt between Dirac CFs as a function of Matsubara frequency, measured

in units of εF , for angular momentum channels ` = 1, 2, 3. . . . . . . . . . . . . . 16

2.7 Gap vs Matsubara frequency for `′ = 2. From top to bottom: α = 20, 18, 16, 14, 12, 10, 8 19

2.8 Physical gap vs coupling constant for `′ = 2, 3 pairing channels. . . . . . . . . . 19

2.9 One-loop correction to fermion propagator . . . . . . . . . . . . . . . . . . . . . 22

3.1 For the shaded region, the energy of a spin-polarized state is lower than the

energy of a dilute gas of singlets. Here U is the Hubbard U , W is the bandwidth,

and x is the electron or hole doping (x = 0 corresponds to 1 electron per atom).

Above a critical doping of x = 1 − e−1, no ferromagnetism is possible in this

approximation. Corrections to the dilute gas approximation should not change

the qualitative nature of this diagram. Note that this does not indicate that

one should find a ferromagnetic state at half-filling, where the ground state is

certainly an antiferromagnetic Mott insulator; this is simply a comparison of the

energies of a ferromagnetic state and a singlet gas. . . . . . . . . . . . . . . . . . 32

3.2 An example of the ground state energy F , in units of t, as a function of average

electron number per site n. This example was taken at U = 5. The phase

boundaries at a particular value of U are drawn where the lowest curves cross. . 34

3.3 Mean-field phase diagram of the 2D single-band Hubbard model with t2 = −0.35t.

Here U is in units of t, and n is the number of electrons per atom. Compare to

Fig. 2 of [LW07]; our seems to be reflected across the y-axis, for reasons unknown

to us. The ferromagnetic portion of the phase diagram persists all the way to the

fully-occupied lattice, in contrast to the dilute-gas result presented in the previous

section, which indicated that no ferromagnetism was possible above n ≈ 1.45. . 37

ix



3.4 Mean-field phase diagram of the 2D single-band Hubbard model with t2 = −0.35t,

including the d-wave superconducting order parameter. Here U is in units of t,

and n is the number of electrons per atom. We can see the superconducting region

at small U . It makes contact with the FM region around a hole doping of ∼ 0.5

with these parameters. It is possible that with this model, the superconducting

region should really span the entire doping region at small U , but we cut it off

where the computer gave a gap of zero to the precision used. . . . . . . . . . . . 38

4.1 Thermal Hall conductivity κxy/T as a function of temperature T produced by the

triplet-singlet DDW state defined by Equation (4.3) with ∆0 = 0.5t, magnetic

field B = 0.1t/µB, and doping p = 0.06. Blue, orange, green, and red curves

correspond to W0 = 0.15t, 0.35t, 0.55t, and 0.75t, respectively. κxy has units of

k2
B/~ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.2 The ground state canting angle θ as a function of W0 (listed in units of J). The

blue, orange, green, red curves correspond to B = 0.05J , B = 0.1J , B = 0.15J ,

and B = 0.2J respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.3 The ground state canting angle θ as a function ofB (listed in units of J). The blue,

orange, green, red curves correspond to W0 = 0.75J , W0 = 0.8J , W0 = 0.85J ,

and W0 = 0.9J respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.4 Magnon dispersion Ekx in units of J for various values of density wave strength

with B = 0.1J . The blue, orange, and green curves correspond to W0 = 0,

W0 = 0.4J , and W0 = 0.7J respectively, all below W ∗
0 . In this regime, increasing

W0 does not change the minimum energy. . . . . . . . . . . . . . . . . . . . . . 54

4.5 Magnon dispersion Ekx in units of J for various values of density wave strength

with B = 0.1J . The blue, orange, and green curves correspond to W0 = 0.79J ,

W0 = 0.85J , and W0 = 0.95J respectively, all above W ∗
0 . In this regime, increas-

ing W0 increases the minimum energy. . . . . . . . . . . . . . . . . . . . . . . . 55

x



4.6 Dimensionless spin-wave stiffness of the canted ferromagnet as a function of W0

(listed in units of J). The two curves correspond to the two different bands. . . 56

4.7 Classical ground state spin texture for the antiferromagnet in real space for W0 <

0.848J . The x and y axes are in units of the lattice spacing. . . . . . . . . . . . 59

4.8 Classical ground state spin texture for the antiferromagnet in real space for W0 =

0.9J . The x and y axes are in units of the lattice spacing. . . . . . . . . . . . . 59

4.9 The absolute value of the mean-field antiferromagnetic ground state canting angle

θ′ as a function of W0 (listed here in units of J). . . . . . . . . . . . . . . . . . 60

4.10 Slices of the spectrum, taking A = 1, B = .1, λ = 6, Bz = .1, J = 1, and W0 = 1 63

4.11 Slices of the spectrum, taking A = 1, B = .1, λ = 6, Bz = .1, J = 1, and

W0 = 2.4. Increasing the magnitude of W0 changes the locations of the minima

from (±π/2,∓π/2) to ±(π/2, π/2). . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.12 Slices of the spectrum, taking A = 1, B = .1, λ = 1−4
√
A2 +B2, Bz = 0, J = 1,

and W0 = 2. At W0 ≥ 2 we can obtain magnetic order corresponding to k
(1)
0 . . 66

4.13 Slices of the spectrum, taking A = 1, B = .1, λ = 1−4
√
A2 +B2, Bz = 0, J = 1,

and W0 = 2. Setting B = 0 gives a linear spectrum. . . . . . . . . . . . . . . . . 66

4.14 Slices of the spectrum, taking A = 1, B = .1, λ = 1 − 2W0

√
A2 +B2, Bz = .1,

J = 1, and W0 = 2.4. Increasing W0 allows for zero modes solely at k
(1)
0 . . . . . 67

xi



VITA

2014 B.S. (Physics) and B.S. (Mathematics), University of Michigan, Ann Ar-

bor.

2016 M.S. (Physics), UCLA, Los Angeles, California.

2014–2020 Teaching Assistant, Department of Physics and Astronomy, UCLA.

PUBLICATIONS AND PRESENTATIONS

Nicholas Rombes and Sudip Chakravarty. “Specific heat and pairing of Dirac composite

fermions in the half-filled Landau level.” Annals of Physics, 409:167915, October 2019.

Powell, I. E., Durr, S., Rombes, N. and Chakravarty, S. Density Wave Mediated Dzyaloshin-

skii Moriya Interactions. In preparation.

Rombes, N., & Chakravarty, S. Superconductivity in the half-filled Landau Level. Bhaumik

Luncheon Young Scientists Seminar (2019).

Rombes, N., & Chakravarty, S. Specific heat and pairing of Dirac composite fermions in

the half-filled Landau level. Gordon Research Conference, Correlated Electron Systems:

Entanglement and Coherence in Quantum Materials (2018).

xii



CHAPTER 1

Introduction

Condensed matter physicists in the first half of the twentieth century classified phases of

matter using the Landau-Ginzburg paradigm of broken symmetry leading to a local order

parameter, which describes phenomena as diverse as the development of magnetism in metals

and the formation of ice crystals from water. The discovery of the integer quantum Hall effect

(IQHE) by von Klitzing et al. [KDP80] and the fractional quantum Hall effect (FQHE)

by Tsui et al. [TSG82] in which systems of electrons subject to a strong magnetic field

exhibit wildly different behavior depending on how much of the highest Landau level is

filled challenged this paradigm; these systems apparently possess phases which can not be

described by such a local order parameter. This prompted the development of the notion

of topological order to describe the physics of such systems. A description of the IQHE

and FQHE due to Jain emerged using the concept of “composite fermions”, in which the

combination of an electron with a number of flux quanta are treated as the fundamental

degrees of freedom in the system [Jai89]. This description has the beautiful feature that

the FQHE of the electrons can be interpreted as the IQHE of the composite fermions, and

provides an example in which a strongly-interacting system can be transmuted into a weakly-

interacting system with the correct choice of degrees of freedom.

Of particular interest is the state in the quantum Hall system in which one-half of the

highest Landau level is filled, due in part to the unexpected observation of a gap [WES87] and

to some anomalous transport measurements [WPR90]. States with filling fractions of even

denominator are traditionally less well-understood than their odd-denominator counterparts.

Halperin, Lee, and Read again used composite fermions to describe this state, mostly to the

satisfaction of the theoretical community [HLR93]. However, recently it has been pointed
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out by D. T. Son that the traditional composite fermion description propounded by Halperin

et al. does not superficially obey the same symmetry as the system it attempts to describe,

and a new description in terms of relativistic Dirac composite fermions has been offered

that does possess the relevant symmetry [Son15]. A natural question is then whether there

is any observable difference between these two descriptions. In Chapter 2 we compute the

contribution to the specific heat by these Dirac composite fermions at low temperature, and

show that it is identical to the specific heat contribution in the non-relativistic picture. We

also show that these Dirac composite fermions can pair up into superconducting pairs by

numerically solving the coupled Eliashberg equations, in an extension of previous work by

Wang and Chakravarty [WC16b].

Another topic of enormous contemporary relevance is the high-Tc superconductors. For

almost 80 years the discovery of superconductivity by Onnes in 1911, superconductors were

limited to transition temperatures less than 23 K, and are well-described by the microscopic

theory propounded by Bardeen, Cooper, and Schrieffer [BCS57]. The discovery [BM89]

of materials with superconducting transition temperatures much larger, and in unexpected

materials (doped copper oxides, or “cuprates”, now with transition temperatures up to

133 K), challenged the traditional BCS picture. The undoped parent compounds of these

unconventional superconductors are Mott insulating antiferromagnets, and the problem of

exactly how adding charge carriers to such a Mott insulator can produce superconductivity

has provided a driving motive in the condensed matter community for decades [LNW06].

A further mystery is how beyond a certain critical doping, the superconducting transition

temperature drops and eventually vanishes; see Figure 1.1 for a simplified phase diagram

for high-Tc cuprates. Conventional wisdom says that beyond the superconducting “dome”,

the material behaves as a Fermi liquid. However, this picture does not help explain the

disappearance of the superconducting order parameter, and there are some anomalous mea-

surements that cannot be explained by a Fermi liquid phase. It was proposed by Kopp,

Ghosal, and Chakravarty that there is a ferromagnetic phase at zero temperature beyond

the superconducting dome, and that fluctuations of the ferromagnetic order parameter com-
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pete with the superconducting order parameter and work to suppress the superconducting

transition temperature [KGC07]. In Chapter 3 we summarize the experimental evidence for

ferromagnetic fluctuations in the overdoped cuprates, and present several calculations sup-

porting the existence of a ferromagnetic ground state in the 2D single-band Hubbard model,

which model is thought to provide an adequate description of the cuprate superconductors.

Another puzzling region of the cuprate phase diagram is the so-called “pseudogap” phase,

found to the left of the line marked T ∗ in Figure 1.1. It is so far unclear which of a variety of

order parameters is responsible for the development of the gap in this phase. One candidate

is the d-density wave [CLM01]. In Chapter 4 we discuss the relevance of this state to a recent

experiment [GLB19] that showed an anomalous thermal Hall conductance in the pseudogap

phase of a cuprate superconductor. Recently Zi-Xiang Li and Dung-Hai Lee have shown

that the d-density wave produces a nonzero thermal Hall conductance [LL19], and Samajdar,

Scheurer et al. have shown that there can be spin-wave contributions to the thermal Hall

effect [SCS19]. With these results in mind, we investigate the effects that a d-density wave

can have on an underlying spin system (both ferromagnetic and antiferromagnetic), and show

that it produces an effective Dzyaloshinskii-Moriya interaction. We show that the excitations

of the resulting effective magnetic Hamiltonian can not contribute to the thermal Hall effect.

However, the signatures of the d-density wave on the underlying spin system could be used

to detect the presence of such a state and thus assess its relevance to the pseudogap phase

of the cuprates.
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Figure 1.1: Simplified phase diagram of the cuprate superconductors. x is hole doping. Near

x = 0 is the Mott insulating antiferromagnetic phase. In rainbow is the superconducting

“dome” bounded by the superconducting Tc, which terminates at critical points x1 and x2

in the underdoped and overdoped regimes, respectively. T ∗ marks the (rightmost) boundary

of the pseudogap phase, which presumably terminates in a critical point xc obscured by the

superconducting dome. It is conjectured in [KGC07] that x2 separates the superconducting

phase from a ferromagnetic phase, and that competition between the superconducting and

ferromagnetic order parameters is responsible for the decline in Tc near x2. (a), (b), and

(c) represent possible experimental trajectories, and there should be a quantum critical fan

above the critical point x2. Reproduced from [KGC07] with permission.
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CHAPTER 2

The Half-Filled Landau Level

Portions of this chapter are adapted from the publication:

Nicholas Rombes and Sudip Chakravarty. “Specific heat and pairing of Dirac composite

fermions in the half-filled Landau level.” Annals of Physics, 409:167915, October 2019.

2.1 Introduction

2.1.1 Integer quantum Hall effect

Classically, the application of a uniform magnetic field to a system of electrons leads to

cyclotron motion, and the allowed kinetic energy of the electrons is continuous. Quantum

mechanically, the electrons in their cyclotron motion are “bound”, and one expects quan-

tization of energy levels, which is borne out by the diagonalization of the single-electron

Hamiltonian

H =
(p− eA)2

2m
. (2.1)

One finds that the allowed energy levels are evenly spaced, macroscopically degenerate Lan-

dau levels (LLs), En = (n + 1/2)~ωc, whose spacing and degeneracy grow linearly with the

magnetic field. If one considers a macroscopic sample and ignores Coulomb interactions be-

tween electrons, the picture is that of a Fermi sea of filled LLs, the total fraction of Landau

levels filled denoted ν; disorder in a system broadens the LLs some width that is typically

less than the LL separation (see Figure 2.1). It is clear from this simple picture that as we
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tune the magnetic field, we will find two distinct behaviors, depending on whether the Fermi

energy lies within one of the LLs (ν 6∈ Z) or in the region with vanishingly low density of

states between the LLs (ν ∈ Z).

Figure 2.1: Cartoon of the effect of tuning the magnetic field in the quantum Hall system.

On the left, the Fermi level lies in between Landau levels, in a region of zero density of states.

This state is gapped. On the right, the Fermi level lies within a disorder-broadened Landau

level. This state is gapless.

The quantum-mechanical behavior is essentially two-dimensional, since the electrons are

free along the direction of the applied field. Indeed, when one measures the transport

properties of a two-dimensional electron gas (2DEG) one finds distinct plateaux at quantized

values of the Hall resistivity [KDP80] (see Figure 2.2):

ρxy =
h

e2

1

ν
, ν ∈ Z. (2.2)

This is known as the integer quantum Hall effect (IQHE), and can be understood without

reference to the electronic Coulomb interaction. The key feature is that a gap opens up at

particular values of the magnetic field due to LL quantization.
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Figure 2.2: The integer quantum Hall effect. Hall (top) and diagonal (bottom) resistivity as

a function of magnetic field. At large magnetic fields, the peaks for spin-up and spin-down

electrons are resolved. Reproduced from [PTG82].

2.1.2 Fractional quantum Hall effect

As advances in experimental and fabrication techniques allowed for higher-mobility samples

and larger magnetic fields, the condensed matter community was met with a surprise: there

were plateaux found at fractional filling of a Landau level [TSG82]. It was established that

plateaux emerge at filling fractions

ν =
p

2pq ± 1
, p, q ∈ Z, (2.3)

the strongest of which occur at q = 1. It is clear that this new fractional quantum Hall

effect (FQHE) cannot be explained using a non-interacting picture, since the non-interacting
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Figure 2.3: The fractional quantum Hall effect. Hall and diagonal resistivity as a function

of magnetic field. The high-field diagonal resistivity amplitude is reduced by a factor of 2.5

for clarity. Reproduced from [WES87].

picture is essentially exactly solved. Why does a gap open up at these non-integer filling

fractions? A flurry of theoretical work followed, attempting to gain some traction on the

problem of a 2DEG with Coulomb interaction included:

H =
∑
i

(pi − eA)2

2m
+

1

2

∑
i 6=j

e2

|ri − rj|
. (2.4)

Laughlin [Lau83] wrote down a trial wave function for the “extreme quantum” limit where

all of the electrons lie in the lowest LL, for the special cases of filling fractions ν = 1/m for

odd m:

ψ1/m(zi) =
∏
j<i

(zj − zi)me−
1
4

∑
l |zl|2 , (2.5)

where zi = xi+ iyi are the electron coordinates. This wave function compares favorably with

the exact ground state for a small number of particles, and has many interesting features,

most notably that quasiparticle excitations above this ground state carry fractional charge
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e∗ = e/m and have fractional statistics, where an exchange of two quasiparticles gives a

phase of e2πi/m. It is clear that this wave function can only describe odd-denominator filling

fractions, in order to maintain the overall fermionic character of the many-electron wave

function.

How, then, do we explain the filling fractions p/(2p + 1) for p 6= 1? A hint comes if one

notices that if the magnetic field strength is such that the filling fraction is ν = 1
m

, then

the number of magnetic flux quanta is m times the number of electrons in the system; in

particular, the lowest LL being completely filled corresponds to having one magnetic flux

quantum per electron. It is here that the fundamentally two-dimensional nature of this

problem emerges: in two dimensions with a perpendicular magnetic field, one can “attach”

some number of magnetic flux quanta to the bare electrons, to form so-called composite

fermions (CFs) [Jai89]. For each magnetic flux quantum attached, upon exchange of the

locations of the composite fermions, the wave function receives a factor of −1 (the Aharonov-

Bohm effect), and so if we attach an even number of flux quanta, we are left with fermions

again, which feel an effectively reduced magnetic field. This provides an intuitive explanation

for the FQHE at filling fractions 1/m for odd m; if there are m flux quanta per electron, and

we attach m − 1 flux quanta to each electron to form CFs, then there is one flux quantum

left per composite fermion, which corresponds to an entirely filled LLL. The FQHE can be

interpreted as the IQHE for CFs! One has traded a problem of interacting electrons for

a problem of noninteracting CFs, which are to be interpreted as the true particles of the

system.

2.1.3 The half-filled Landau level

The above picture ends up providing a good explanation for odd-denominator filling frac-

tions. However, later experimental developments yielded yet another surprise: a plateau

at ν = 5/2 [WES87], and the absence of a plateau in the Hall resistivity but a dip in the

diagonal resistivity at ν = 1/2 [JSI89]. Additional experiments at these filling fractions de-

tected an enhanced effective mass of whatever quasiparticle this state supports [DST94] and

9



Figure 2.4: Composite fermions imagined as fluxes attached to electrons. Reproduced from

http://www.personal.psu.edu/jkj2/Buckley_Prize_Talk.pdf.

anomalous acoustic wave propagation [WPR90]. A FQHE state here resists explanation by

either Laughlin’s wave function or the IQHE of CFs. These observations lead us to attempt

to consider ν = 1/2 as a gapless parent state from which the gapped ν = 5/2 state descends.

Can we continue to use the composite fermion idea to understand the state at half-filling?

At ν = 1/2, when two flux quanta are attached to the bare electrons, the resulting CFs see

on average a zero magnetic field. This suggests the possibility that the CFs can form a well-

defined Fermi surface, and that one can use conventional Fermi-liquid theory to understand

the state. This was accomplished by Halperin, Lee, and Read, in the development of what

is now known as HLR theory [HLR93].

The mathematical tool that implements flux attachment is the addition of a dynamical

Chern-Simons (CS) gauge field aµ to the action of the electrons:

L =
eπ

2θφ0

εµνρaµ∂νaρ −
1

2m
ψ†[−i∇− eA− ea]2ψ, (2.6)

where e and m are the electron charge and mass, θ is related to the Chern-Simons level,

φ0 is the flux unit, and A is the physical external magnetic potential. Here Roman indices

take values 1,2,3, and boldface symbols indicate vectors with zero transverse component.

The CS term is only gauge invariant in two dimensions, this mathematical fact reflecting the

10
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Figure 2.5: Hall and diagonal resistivity as a function of magnetic field. Development of a

plateau at ν = 5/2. Reproduced from [WES87].

reality of the two-dimensional nature of flux attachment. This is an exact procedure, and

so the question becomes how fluctuations of the CS gauge field affect the mean-field Fermi

surface of CFs. HLR theory shows that these fluctuations tend to enhance the effective mass

of the CFs and can explain the observed anomalous acoustic wave propagation, but do not

necessarily destroy the Fermi surface, and so the picture of ν = 1/2 as a Fermi sea of CFs

seems solid. HLR theory is thus treated as a launching pad from which to understand any

states descending from ν = 1/2. Beginning from HLR theory, one can look for instabilities in

the ν = 1/2 state towards ordered states due to fluctuations in the gauge field, which could
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give rise to the gap seen at ν = 5/2. One idea is that the CFs pair up into superconducting

Cooper pairs. It was found that the Fermi surface of CFs is always unstable at the mean-field

level towards Cooper pairs in odd angular momentum channels [GWW92]. A refinement of

this work using random-phase approximation (RPA) corrections found that fluctuations of

the CS gauge field lead to a current-current interaction between the CFs that is repulsive

in the limit of small Matsubara frequencies, and which dominate over other interactions

when the gap is small [Bon99]. This seems to rule out the idea of a continuous phase

transition between the HLR state and a paired state. However, an extension of this analysis

to the entire Matsubara frequency range revealed that the current-current interaction may be

attractive at higher Mastubara frequencies for angular momentum channels ` ≥ 2, salvaging

the possibility of such a continuous phase transition [WMC14].

2.1.4 Particle-hole symmetry

It was pointed out [Son15] that a half-filled lowest LL possesses an approximate symmetry

that cannot be made sense of in HLR theory. In a very large magnetic field the LLs can

be thought of as practically infinitely separated, and all the physics is contained in the

interactions of the electrons in just the lowest LL. In this truncated Hilbert space, one

can equally well describe ν = 1/2 as an empty LL half-populated with electrons, or a full

LL half-depleted with holes: there is particle-hole (PH) symmetry in this limit. Thus one

expects a correct description of this state to reflect this PH symmetry. However, HLR theory

makes no reference to the unpopulated states above half-filling, and explicitly attaches flux

to electrons: there is no obvious way to make the PH symmetry apparent. Indeed, the

CS term in the effective action, which implements the flux attachment, seems to spoil this

symmetry in HLR theory. Thus, recently, a radical description of the half-filled Landau level

was proposed, in which the CFs are now massless Dirac particles, and there is no CS term

for the emergent gauge field [Son15]. In this theory, PH symmetry is explicitly incorporated

at half filling. It is a matter of debate whether these two descriptions, the HLR description

and the Dirac CF description, represent equivalent formulations of the half-filled Landau
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level, and whether there are experiments that are consistent with the Dirac formulation but

inconsistent with HLR theory [GZM16, LS17, WCH17, PKB17, KMR19, KRM19].

In this work we participate in this debate. Firstly, we construct a pairing mechanism

for the Dirac CFs, and show that pairing is possible (with minor differences from previous

work from our group [WC16b]) in angular momentum channels apart from ` = 0, for which

we do not find pairing to be possible. Secondly, we compute the low-temperature specific

heat of the Dirac CFs, which does not differ from the corresponding result in HLR theory.

The present Eliashberg calculation involves solving both the coupled equations involving the

order parameter and the Eliashberg-Z factor. We furthermore make use of the Luttinger

formula for the free energy [Lut60]. It was shown [CS98] that this expansion fails in general

for interacting fermionic systems in 2D; however, it is valid here in at least the leading order

because the vertex correction vanishes, as shown from the Ward identity in Section 2.5.2.

Thus the present approximation is on much firmer footing than in [WC16b]. The following

chapter is an adapted version of [RC19].

2.2 Model

The low-energy effective action for the Dirac CF is given by [Son15]

SCF =

∫
d3x{iψγµ(∂µ + iaµ)ψ +

1

4π
εµνλAµ∂νaλ}, (2.7)

where {γ0, γ1, γ2} = {σ3, σ1, σ2} are the Pauli matrices, ψ = ψ†γ0, and we have set ~ =

vF = 1. In this work, Greek indices run from 0 to 2 and Roman indices run from 1 to 2.

Compare this to Equation (2.6): this action is missing the CS term for aµ, in place of the

background field term Ada, and involves Dirac fermion operators instead of nonrelativistic

fermion operators. This action describes massless, electrically neutral Dirac fermions that

are charged under an emergent gauge field aµ. How are these Dirac fermions related to the

physical external magnetic field and physical electrons? Differentiating Equation (2.7) with

respect to a0, we see that

ψγ0ψ =
∇×A

4π
. (2.8)
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The density of Dirac CFs is set by the physical external magnetic field, and is not the same

as the density of physical electrons, in contrast to the HLR description. Differentiating with

respect to A0, we find

ρ′e =
∇× a

4π
. (2.9)

Since the emergent gauge field strength b ≡ ∇×a should be zero at half-filling, we interpret

ρ′e as the difference between the physical electron density and its value at half-filling: ρ′e =

ρe − ρν=1/2. Thus the strength of the emergent gauge field is set by the physical electron

density. The gauge field mediates an interaction between the Dirac CFs, which we show in

detail in the following section.

2.2.1 Effective interaction

This section follows [WC16b] closely. In order to investigate possible pairing of Dirac CFs

mediated by the exchange of the gauge bosons, we must write down a kinetic term for the

emergent gauge field. There are two possible terms: a Maxwell term, SMax ∼ FµνF
µν , with

Fµν ≡ ∂µaν − ∂νaµ, and a term induced by the Coulomb interaction between the physical

electrons (see Equation (2.9))

SC ∼
e2

εr

∫
dx1dx2

ρ′e(x1)ρ′e(x2)

|x1 − x2|
(2.10)

where εr is the dielectric constant of the background material. In momentum space, we

see that SMax ∼ |k|2 and SC ∼ k; thus the low-energy dynamics will be dominated by the

Coulomb term, and that is the term we will keep.

Using the Coulomb gauge, the momentum-space Coulomb action becomes

SC =
1

2

e2

8πεr

∫
dΩd2k

(2π)3
aT (k)|k|aT (−k), (2.11)

where we have Wick rotated so that Ω are zero-temperature Matsubara frequencies, k ≡

(iΩ,k), and aT (k) ≡ εij k̂iaj(k) is the transverse component of the gauge field. We see that

the bare transverse gauge field propagator takes the form

D
(0)
T (k) =

8πεr
e2

1

|k|
. (2.12)
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We can now integrate out the transverse gauge field to obtain a current-current interaction:

Sint =
1

2

∫
dΩd2k

(2π)3
JT (k)D

(0)
T (k)JT (−k), (2.13)

with the transverse CF current operator given by JT (k) = εij k̂i i
∫

dωd2q
(2π)3

ψ(q+k)γiψ(q). Since

Equation (2.7) is a low-energy effective action, it will be valid only near the Fermi surface,

and so we must project this interaction to the Fermi surface. To achieve this, we make the

replacement [KMT15]

ψ(k)→ P
(+)
k ψ(k) =

1√
2

ie−θk
1

χ(k), (2.14)

where P
(+)
k ≡ 1

2
(1 + iγ0~γ · k̂) is the projection operator onto the positive energy branch of

the Dirac CF. This gives us an interaction between scalar fields χ(k),

Sint =
1

2

∫ 4∏
i=1

dωid
2ki

(2π)3
(2π)3δ(3)(k3+k4−k2−k1)

8πεr
e2

e−
i
2

[θk1+θk2−θk3−θk4 ]

|k3 − k1|
χ†(k4)χ†(k2)χ(k3)χ(k1).

(2.15)

We now consider the contribution to the action from the BCS channel, k1 = −k2 ≡ k ≡ (ω,k)

and k3 = −k4 ≡ k′ ≡ (ω′,k′), near the Fermi surface, |k| = |k′| ≈ kF :

SBCS =

∫
dωdθk
(2π)2

dω′dθk′

(2π)2

4πεr
kF e2

e−i[θk−θk′ ]

| sin θk−θk′
2
|
χ†(−k′)χ†(−k)χ(k′)χ(k). (2.16)

From here on, we set kF = 1. From here we can read off an effective BCS-channel (or

particle-particle) interaction

VBCS(k,k′) = 2α
e−i[θk−θk′ ]

| sin θk−θk′
2
|
, (2.17)

where we have introduced an effective coupling constant for Dirac CFs α ≡ εr/e
2. It is

clear that this potential is repulsive in all angular momentum channels, and with this bare

interaction, no pairing is possible. In order to generate an attractive interaction, we introduce

an RPA-corrected potential, with a correction from screening due to the finite density of Dirac

CFs:

VBCS,RPA(k, k′) = 2α
e−i[θk−θk′ ]

| sin θk−θk′
2
|+ α|ω − ω′|

. (2.18)
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Breaking this up into angular momentum channels, we generate an effective interaction

V`′(iΩ) ≡ α

∫
dθ

2π

ei(`
′−1)θ

| sin θ
2
|

2

1 + α |Ω|
| sin θ

2
|

. (2.19)

where Ω ≡ ω′−ω and ω ≡ θk− θk′ . This `′ is the angular momentum channel for the scalar

field χ(k); its relationship to `, the angular momentum channel of the Dirac CF, depends on

the nature of the order parameter ∆̂(k) ≡ [∆s(k) + d(k) · σ]iσ2. For the pseudospin singlet

order parameter, ∆̂(k) = 〈ψT (−k)P
(+)
−k iσ2P

(+)
k ψ(k)〉, ` = `′ − 1, and in order to satisfy

antisymmetry of ∆̂(k), ` must be even. For the pseudospin triplet, ∆̂(k) = 〈ψT (−k)P
(+)
−k (d ·

σ)(iσ2)P
(+)
k ψ(k)〉, ` must be odd, and either ` = `′ or ` = `′− 2, depending on which triplet

state the pair is in.

Figure 2.6: Potential felt between Dirac CFs as a function of Matsubara frequency, measured

in units of εF , for angular momentum channels ` = 1, 2, 3.
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2.2.2 Eliashberg equations

We are interested in whether this potential leads to pairing; we can look then at how the

exchange of this gauge boson affects the fermion propagator. Pairing will show up as off-

diagonal contributions to the Dirac fermion propagator, which are simply the expectation

values 〈ψ+ψ+〉, where ψ
†

= ((ψ+)†, (ψ−)†) is the Dirac fermion containing particles ψ+ and

antiparticles ψ−. The full propagator of the Dirac fermions is

G−1(p, iωn) = G−1
0 (p, iωn)− Σ(p, iωn), (2.20)

whereG0 is the free fermion propagator and Σ is the fermion self-energy, which we parametrize

in the standard way as

Σ(p, ωn) =

 [1− Z(p, ωn)]iωn + χ(p, ωn) φ(p, ωn)

φ∗(p, ωn) [1− Z(p, ωn)]iωn − χ(p, ωn)

 , (2.21)

where Z is the mass renormalization, χ is a kinetic energy renormalization, and φ is the

anomalous self-energy. This propagator describes the dynamics of both particles and an-

tiparticles contained in ψ, hence the 2 × 2 matrix. Exchange of the gauge field aµ, which

leads to the effective interaction Equation (2.19), will produce corrections to Σ. In particular,

if the potential leads to pairing, the fermions will pick up a contribution to φ.

Calculation of Σ amounts to calculating an infinite number of loop diagrams. However, if

one neglects any diagram containing a loop correction to the fermion-gauge field vertex, one

is left summing “rainbow diagrams” and can write down the self-consistent Dyson equation

Σαβ(p, iω) =
1

β

∑
m

∫
d3k

(2π)3
V αγ

eff (k, iν; p, iω)Gγβ(k, iν), (2.22)

where V αβ
eff is the effective interaction mediated by the gauge bosons (off-diagonal elements are

particle-particle interactions, diagonal elements are particle-hole interactions). This equation

is standard in treatments of strong-coupling superconductivity; there, Migdal showed that

vertex corrections are small (∼
√
m/M , where m is the electron mass and M is the ion

mass), but for this case there is no such ratios of small parameters. Therefore we must
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justify its use by investigating corrections to the Dirac CF-gauge boson vertex. We show

that vertex corrections are negligible in Section 2.5.2, and take it for granted moving forward.

Equation (2.19) serves as the kernel in Equation (2.22) after evaluating it on the Fermi

surface. We neglect χ as an unimportant kinetic energy term, and we assume that Z has

weak momentum dependence, Z(k, iω) ≈ Z(iω). We can then perform the integral over k,

break the equation up into angular momentum channels, and obtain the zero-temperature,

imaginary axis Eliashberg equations:

φ`′(iω) = −
∫ ∞
−∞

dν

2π
V`′(iω − iν)

φ`′(iν)√
(νZ(iν))2 + |φ`′(iν)|2

(2.23)

[1− Z(iω)]ω =

∫ ∞
−∞

dν

2π
V`′=1(iω − iν)

νZ(iν)√
(νZ(iν))2 + |φ`′(iν)|2

. (2.24)

Our goal will be to numerically solve these coupled integral equations. We will interpret

∆`(0) ≡ φ`(0)/Z(0) as the physical superconducting gap.

2.3 Results

2.3.1 Eliashberg Equations

Here we present our numerical results: the solutions to Equations (2.23) and (2.24). The

difficulty is that V`′(iΩ) diverges at small Ω, which leads to a divergence of Z(iω). To deal

with this numerically, we self-consistently introduce a cutoff at the scale of the putative phys-

ical gap, ∆`′(0). This regularizes Z(iω) and allows the coupled equations to be numerically

solved.

It is clear from Figure 2.7 that a finite value of ∆`(0) is attained for large enough coupling,

for `′ ≥ 2. For `′ = 1, which corresponds to pairing of Dirac CFs in the ` = 0 mode, the

potential is repulsive at all Matsubara frequencies, and thus pairing in this channel is not

possible with our pairing mechanism. The results are very similar to those in [WC16b].

On comparison to their numerical work in which Z ≡ 1, the enhancement of Z near the

critical point leads to an enhancement of the critical coupling. This enhancement is most
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Figure 2.7: Gap vs Matsubara frequency for `′ = 2. From top to bottom:
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Figure 2.8: Physical gap vs coupling constant for `′ = 2, 3 pairing channels.

pronounced for the `′ = 2 channel, with minimal enhancement for `′ > 2 . An inspection

of the gap equation reveals that Z > 1 tends to suppress the value of the gap at a given

coupling, which is consistent with an enhancement of the critical coupling. As long as Z

remains finite, which is achieved by a self-consistent cutoff of the potential, the gap will not

necessarily collapse to zero for all α, and pairing is possible. The T = 0 superconducting

transitions appear as quantum critical points.

2.3.2 Specific Heat

We would now like to compute the low-temperature specific heat for the Dirac CFs, including

the effects of current-current interactions mediated by the exchange of transverse bosons. To

do this, we follow the procedure of [HNP73] and use the formula of Luttinger [Lut60] con-
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necting the thermodynamic potential at low temperature to the diagrammatically accessible

fermion propagator:

Ω(T ) = −V Tr s

∫
d2p

(2π)2

1

2πi

∫ ∞
−∞

dx{ln[G−1(p, x− iε)]− c.c.} 1

eβ(x−µ) + 1
, (2.25)

where the Tr s traces over the pseudospin degrees of freedom, and V is the system volume.

The bare fermion propagator is given by

[G−1](0)(p, iω) = i~γ · p + (iω + µ)γ0, (2.26)

and the full propagator, including the fermion self-energy, can be written as

G−1(p, iω) = i~γ · p̂(|p|+ Σ′(p, iω)) + (iω + µ+ Σ′′(p, iω))γ0. (2.27)

It will be convenient to integrate by parts in p, and, differentiating with respect to T to

obtain the specific heat, we find

c(T ) =
1

8π3i
Tr s

∫ 2π

0

dθ

∫ ∞
0

p2dp

∫ ∞
−∞

dy{G(p, µ+yT−iε)∂G
−1(p, µ+ yT − iε)

∂p
−c.c.} y2ey

(ey + 1)2
.

(2.28)

It will happen that in the region we are interested in, Σ′(p, iω) = −Σ′′(p, iω) ≡ Σ(p, iω).

Then we can perform the angular integration and the pseudospin trace, and drop a term

corresponding to degrees of freedom in the negative-energy band, to find

c(T ) =
1

8π2i

∫ ∞
−∞

dy
yey

(ey + 1)2

∫ ∞
0

dp p2

{
1 + 2∂Σ(p,µ+yT−iε)

∂p

p+ 2Σ(p, µ+ yT − iε)− yT + iε
− c.c.

}
. (2.29)

The integral over p can be written as a contour integral:∫ ∞
0

p2dp (· · · ) =

∫
p2(z)

(
dz

z
− dz

z

)
, (2.30)

where z ≡ p + 2Σ(p, µ + yT − iε) − yT , and p(z) is the solution of [p + 2Σ(p, µ + yT −

iε) − yT ]p=p(z) = z. The contour of integration is that for which p(z) is real. Along this

contour, Im z = 2Im Σ(p, µ+ yT − iε). In general, this is of order O(T 2); however, we show

that near z = 0, the behavior is instead of O(T ). Thus as T → 0, we can approximate

p2(z) = p2(z)− 4ip(z)Im (z)dp(z)
dz

, so that∫ ∞
0

p2dp (· · · ) =

∫ (
p2(z)

dz

z
− p2(z)

dz

z

)
+ 4iRe

∫
p Im z(p)

z(p)
dp. (2.31)
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It is shown in Appendix B that the contribution of the second integral above is subleading,

and we subsequently drop it. The first integral follows a contour from left to right just above

the real z-axis, and returns from right to left just below. Since the distance from the contour

to the axis behaves as O(T ) near z = 0 and as O(T 2) away from z = 0, we can “pinch off”

the contour into a clockwise contour encircling z = 0:∫ ∞
0

p2dp (· · · ) =

∮
p2(z)

dz

z
= 2πi p2(0). (2.32)

Thus we have

c(T ) =
1

4π

∫ ∞
−∞

dy
yey

(ey + 1)2
p2(0). (2.33)

To evaluate this further, we need the solution of p+ 2Σ(p, µ+ yT − iε)− yT = 0. It is shown

in Appendix B that this quantity has the leading behavior

lim
ξ→µ

p(ξ) = kF −
1

π2(v∗F )2α′
(ξ − µ) ln |ξ − µ|. (2.34)

Thus, to leading order,

c(T ) =
1

4π

∫ ∞
−∞

dy
yey

(ey + 1)2

(
k2
F −

2kF
π2(v∗F )2α′

yT ln(yT )

)
, (2.35)

or

c(T ) = − kF
6π(v∗F )2α′

T lnT. (2.36)

2.4 Conclusions

We have shown that the exchange of transverse bosons can provide a pairing mechanism

for Dirac CFs, allowing for the possibility of superconductivity in the half-filled Landau

level, for angular momentum channels |`| ≥ 1. Previous work [WC16b] could be criticized

on three grounds: (a) the inclusion of the wave function renormalization (the Eliashberg-Z

factor) was set to unity on the grounds that as long as there was a gap the qualitative phase

diagram for quantum criticality could not be changed except perhaps close to the quantum

critical point. (b) Therefore only one of the two Eliashberg equations was solved. It is

now clear that qualitative results remain unchanged with insignificant numerical differences.

21



(c) The earlier work did not include the vertex correction. This could cast doubt on our

results for the superconducting transitions at T = 0. Now we have shown that to a good

approximation the vertex correction is identically zero, a far better situation than even in the

electron-phonon problem. After all these corrections taken into account, we have shown that

our previous results remain semiquantitatively correct, and there is no sign of pairing in the

angular momentum channel ` = 0. For the specific heat, our result of c(T ) ∼ 1
e2
T lnT agrees

strikingly with the result of [HLR93]; thus the specific heat cannot distinguish between Son’s

Dirac CF theory and HLR theory. As a by-product, the calculated self energy can be utilized

in future work.

2.5 Supplementary material

2.5.1 Fermion self-energy

Figure 2.9: One-loop correction to fermion propagator

We would like to compute the one-loop Dirac CF self-energy, diagrammatically shown in

Figure 2.9. Each vertex gives a factor of iγi, and we will use a corrected version of the boson

propagator that takes into account screening from the finite density of fermions:

D(k, iω)P T
ij (k) =

8π

α′
1

k + 2kF
α′
|ω|
k

P T
ij (k), (2.37)

where α′ ≡ e2

εr
is the coupling of the original electrons in the problem, P T

ij (k) ≡ δij − k̂ik̂j

is the transverse projector, and k ≡ |k|. Importantly, the bosons are unscreened at small
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ω/k; this leads to the anomalous behavior in the specific heat. We represent the fermion

propagator by splitting it up into positive- and negative-energy parts as (see, e.g., [MSS01])

G(k, iωn) = γ0

∑
s=±

G(s)(k, iωn)P
(s)
k , (2.38)

where P
(s)
k ≡ 1

2
(1 +siγ0~γ · k̂) is the projector onto the positive or negative energy bands, and

G(s)(k, iωn) =
1

iωn − s|k|+ µ
(2.39)

Then the relevant diagram gives the contribution

Σ(k, iνn) =
1

β2

∑
r,m

∑
s=±

∫
p

(iγi)γ0P
(s)
k G(s)(k, iξr)D(p− k, izm)P T

ij (p)(βδξr+zm,νn)(iγj). (2.40)

Performing the sum over Matsubara frequencies, working out the matrix structure, and

analytically continuing iνn → ν + iε, we find that

Im Σ′R(k, ν) = − 1

2π

∑
s=±

s

∫
p

∫ ν

µ

dξ′ ImG
(s)
R (p, ξ′)ImDR(k − p, ν − ξ′), (2.41)

where Σ′ is defined in Equation (2.27). Now, we are interested in evaluating the self-energy

on the Fermi surface, i.e. |k| ≈ kF , ν ≈ µ. In this limit, the region of frequency integration

above is squeezed around ξ′ ≈ µ, and we can simplify the fermion propagator:

lim
ξ′→µ

ImG
(s)
R (p, ξ′) = − π

v∗F
δ(p− p(ξ′))δs,+, (2.42)

where v∗F ≡ |1 + ∂
∂p

ΣR(p, ξ′)|kF , and p(ξ′) is defined as the solution to

ξ′ + µ− p− 2Re Σ′R(p, ξ′) = 0, (2.43)

i.e. p(ξ′) is the momentum at the pole of the positive energy branch of the fermion prop-

agator. Note that we have taken µ > 0, and so the s = − portion of the propagator does

not contribute. With this substitution, it becomes clear that Σ′′R = −Σ′R, and we now define

ΣR ≡ Σ′R. Using this simplification, we can perform the angular integration of p, to obtain

Im ΣR(k, ν) =
1

8π2v∗F

1

k

∫ ν

µ

dξ′p(ξ′)

∫ p(ξ′)+k

|p(ξ′)−k|
dp

ImDR(p, ν − ξ′)√
1−

[
p2+k2−p2(ξ′)

2pk

]2
. (2.44)
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Then, keeping only leading-order terms, these integrals can be performed, to obtain eventu-

ally

Im ΣR(k, ν) = − 1

2πv∗Fα
′ (ν − µ) tan−1

(
2kF
α′

(ν − µ)

(k − kF )2

)
. (2.45)

Here the limits k ≈ kF and ν ≈ µ are understood. This expression contains the anomalous

behavior on the Fermi surface.

We next show that this behavior of Im ΣR leads to a logarithmic divergence of ∂
∂ξ

Re ΣR(p, ξ)

on the Fermi surface. We achieve this by means of the Kramers-Kronig relations, which give

us, after an integration by parts,

∂

∂ξ
Re ΣR(k, ξ) =

P
π

∫ ∞
−∞

dξ′
∂
∂ξ′

Im ΣR(k, ξ′)

ξ′ − ξ
. (2.46)

Substituting in Equation (2.45), and taking the principal part of the integral, we find that

(up to finite terms)
∂

∂ξ
Re ΣR(k, ξ) =

1

2πv∗Fα
′ ln(ξ − µ). (2.47)

Now, differentiating Equation (2.43), and substituting in Equation (2.47), we see that

dp(ξ)

dξ
=

1

v∗F

(
1− 1

πv∗Fα
′ ln(ξ − µ)

)
. (2.48)

Finally, we can integrate this and drop subleading terms to obtain

p(ξ) = kF −
1

π(v∗F )2α′
(ξ − µ) ln(ξ − µ). (2.49)

2.5.2 Vertex correction

Here we can make use of the Ward identity, as in [CNS95], which gives us the vertex correction

Γ in terms of the self-energy:

k̂ · ∇kΣ(k, µ)|kF = Γ(kF , kF , µ). (2.50)

Since our entire model is a low-energy theory, we only care about the vertex correction at

the Fermi surface. Using Equation (2.45), we can compute the derivative of the self-energy:

Im k̂ · ∇k(k, ν) ∝ (ν − µ)2(k − kF )(
2kF (ν−µ)

α′

)2

+ (k − kF )4

. (2.51)
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This vanishes on the Fermi surface, so that Im Γ(kF , kF , ν) = 0. Similarly, using the Kramers-

Kronig relations to obtain the real part of the self-energy, we also find that Re Γ(kF , kF , ν) =

0, so that

Γ(2)(kF , kF , µ) = 0. (2.52)

This justifies the use of the Eliashberg equations in this problem, and also justifies the use

of Luttinger’s expansion of the thermodynamic potential, Equation (2.25).
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CHAPTER 3

Ferromagnetism in the Overdoped Cuprates

3.1 Introduction

The elucidation of the phase diagram for high-temperature superconducting materials has

been one of the central driving forces in condensed matter physics for the last few decades;

see Figure 1.1. Much of the focus has been on the underdoped portion of the phase diagram

close to the Mott insulating antiferromagnetic state, due to the relative ease of preparing

samples at low doping. The conventional wisdom has been that the state beyond the super-

conducting dome is a Fermi liquid, which wisdom has received some experimental support

[PBH02, HAN03, NBM03]. These results are not unambiguous, as pointed out in [KGC07],

and furthermore experiments find a sharp upturn in magnetic susceptibility at high doping

that poses serious problems for the Fermi liquid picture [TII89, ONK91, KSM91, THM92,

NOM94, WBK05]. It was thus conjectured by Kopp, Ghosal, and Chakravarty that the

overdoped terminus of the superconducting dome is a quantum critical point separating the

superconducting phase from a ferromagnetic phase, offering an explanation for the magnetic

susceptibility measurements [KGC07].

In the years since, there have been several experiments supporting the existence of fer-

romagnetic order in the overdoped cuprates. µSR measurements have found dilute static

magnetic moments below ∼ 1 K in La2−xSrxCuO4 at a hole doping of x = 0.33, indicative

of weak itinerant ferromagnetism in which the dopants are pinned to Cu atoms, but did

not find long-range magnetic order [SKP10]. The same experiment detected a crossover be-

tween ρab ∼ T 2 and ρab ∼ T 5/3 dependence with an increase in temperature, consistent with

behavior seen in the weak three-dimensional itinerant ferromagnet Y4Co3 [KS00]. Quan-
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tum critical scaling behavior was detected in electron-doped La2−xCexCuO4 (LCCO), with

a normal-state resistivity of ρab ∼ T 1.6 near the end of the dome, and ρab ∼ T 4/3 depen-

dence was seen in (Bi,Pb)2Sr2CuO6+δ doped beyond the superconducting dome [KAS18], a

signature of two-dimensional itinerant ferromagnetism [MK73, UM75, HM95], alongside an

enhancement of the Wilson ratio, a further indication of ferromagnetic order. Most recently,

magnetic transport and polar Kerr effect measurements on electron-doped LCCO thin films

have provided strong evidence of itinerant ferromagnetic behavior beyond the superconduct-

ing dome below ∼ 4 K [SWZ20].

With this evidence in mind, we explore the possibility of a ferromagnetic ground state

in the heavily-overdoped single-band Hubbard model. In Section 3.2 we do so by directly

comparing the energies of a ferromagnetic state and a singlet gas, and in Section 3.3 we

do so by numerically computing the ground state energy of several mean-field ansatze. We

find that ferromagnetism is indeed plausible in the relevant regime of doping and parameter

space.

First some comments about the Hubbard model, and the physics one might expect to

find. The simplest single-band Hubbard model is defined as

H = −t
∑
〈ij〉,σ

c†iσcjσ + U
∑
i

ni↑ni↓, (3.1)

where ciσ are fermion operators at site i of spin σ = ± living on a two-dimensional square

lattice, 〈ij〉 indicate nearest-neighbor sites, niσ is the fermion number operator on site i, and

t > 0 and U > 0 are energy scales. One may extend this model to include next nearest-

neighbor coupling, etc. This model describes spin-1/2 fermions hopping around on a lattice,

interacting through an on-site repulsive interaction U , which can be considered as a toy

model of the Coulomb interaction. One can immediately see that if U = 0, the Hamiltonian

can be diagonalized in the momentum basis, and a wave-like description of the fermions

is appropriate; if t = 0, the Hamiltonian is diagonal in position space, and a particle-like

description of the fermions is appropriate. Thus with t and U non-zero, the Hubbard model

describes a competition between the wave-like nature of free fermions and the particle-like

nature of the stationary interacting fermions. Much of the rich physics of the Hubbard model
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can be understood in terms of this competition.

So, what sort of ground state can we expect this model to support? We need to mention

immediately that at nonzero temperature, the Mermin-Wagner theorem precludes long-range

order, so we will restrict our consideration to T = 0; in the cuprates, even though we focus

on a single copper-oxide plane, inter-layer coupling stabilizes order by making the system

“three-dimensional enough” so that order is possible at finite T . Let’s first consider the case

in which there are half as many fermions as lattice sites; this is referred to as half-filling,

since each site can hold as many as two fermions. If one simply considers a two-site lattice,

the Hilbert space is six-dimensional and can be exactly diagonalized, and the ground state

is found to be antiferromagnetic for any U > 0. This result generalizes to the full lattice,

and thus at half-filling the ground state of the Hubbard model is an antiferromagnet. Due

to the on-site Coulomb repulsion, this ground state doesn’t conduct upon application of a

small electric field, and so this state is a Mott insulator. This is congruent with what we

find for the undoped parent compounds of high-Tc superconductors, which indicates that

the problem of understanding the phase diagram of such superconductors is related to the

problem of finding the ground state of the doped Hubbard model [LNW06]. It is noteworthy

that a magnetically-ordered ground state is the result of the conspiracy between the Pauli

exclusion principle and a spin-independent interaction term, whereas the exclusion principle

itself only ever leads to paramagnetism.

What happens away from half-filling? It is known that at infinite U , doping away from

half-filling by even a single hole drives the antiferromagnetic phase at half-filling to ferro-

magnetism, a mechanism known as Nagaoka ferromagnetism [Nag66]. It is suspected, but

not rigorously proven, that at large finite U a larger amount of doping will still lead to such

ferromagnetism. The appearance of both antiferromagnetic and ferromagnetic ground states

in the Hubbard model indicates that this model may be rich enough to include the various

universality classes of states of interest in real physical systems, despite its superficial sim-

plicity, and thus justifies itself as worthy of our attention. It is hoped that an understanding

of the phase diagram of this model will provide insight into the phase diagram of the high-Tc
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cuprate superconductors.

3.2 Ferromagnetism vs. Dilute Electron Gas

Consider the Hamiltonian of the 2D, single-band Hubbard model

H = H0 +HU =
∑
k,σ

E(k)c†kσckσ + U
∑
i

ni↑ni↓ (3.2)

with E(k) some band energy. Our goal will be to compare the energies of two states: a dilute

singlet gas and a uniformly polarized state.

We begin by computing the energy of a dilute singlet gas (representative of a param-

agnetic state) using scattering theory, following [Mat81]. We can see that the singlet state

|ψk,k′〉 ≡ 1√
2
(c†k↑c

†
k′↓ − c†k↓c

†
k′↑)|0〉, unlike the triplet states, is not an eigenstate of HU , and

thus of the full Hubbard Hamiltonian:

HU |ψk,k′〉 =
U

N
|ψk,k′〉+

U

N

∑
q 6=0

|ψk+q,k′−q〉. (3.3)

We can obtain the eigenstate |Ψk,k′〉 of energy Wk,k′ of the full Hamiltonian in scattering

theory, imagining an incoming singlet state scattering off of the on-site Coulomb potential:

|Ψk,k′〉 = |ψk,k′〉+
1

N

∑
q 6=0

fq|ψk+q,k′−q〉. (3.4)

The goal is to compute the coefficients fq. We can write down the Schrodinger equation

H|Ψk,k′〉 = Wk,k′|Ψk,k′〉, and equate the coefficients of |ψk,k′〉 to obtain the energy eigenvalue

Wk,k′ = Ek,k′ +
U

N

(
1 +

1

N

∑
q 6=0

fq

)
, (3.5)

where Ek,k′ ≡ Ek +Ek′ is the energy of the triplet states and Ek is the single-particle energy.

We can equate the coefficients of |ψk+q,k′−q〉 and rearrange to obtain

fq =
U

(Wk,k′ − Ek+q,k′−q)

(
1 +

1

N

∑
q′

fq′

)
. (3.6)
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We can solve this by summing over all q:∑
q

fq =

(
1 +

1

N

∑
q′

fq′

)∑
q

U

(Wk,k′ − Ek+q,k′−q)
, (3.7)

which we can solve for
∑

q fq, after defining G0 ≡ − 1
N

∑
q

1
(Wk,k′−Ek+q,k′−q)

:

∑
q

fq =
−NG0U

1 +G0U
. (3.8)

Combining Equations (3.6) and (3.8), we can solve for fq:

fq =
1

(Wk,k′ − Ek+q,k′−q)

U

1 + UG0

. (3.9)

This allows us to write down an equation for the full eigenvalue

Wk,k′ = Ek,k′ +
1

N
t(Wk,k′), t(Wk,k′) ≡

U

1 + UG0

. (3.10)

So far, this calculation is exact; we will decouple this by taking t(Wk,k′) ≈ t(Ek,k′).

Now let’s consider a dilute gas of singlet pairs. In this case, the k scattering integrals

must be restricted to unoccupied states, outside of the Fermi sea. Then we have an effective

Hamiltonian for singlet pairs:

Hsing =
∑
k,σ

E(k)nkσ +
1

N

∑
k,k′

t̃(Ek,k′)nk↑nk′↓, (3.11)

where a tilde over a quantity indicates that any momentum-space sum inside is restricted

to values such that Ek+q < EF and Ek′−q < EF . If the gas is sufficiently dilute, the band

energy can be approximated by the effective-mass energy E(k) = ~2k2
2m∗

. Then the kinetic

energy per spin component is given by

T ≡
∑
k<kF

= N
d

d+ 2
Wρ

d+2
d , (3.12)

where we define the bandwidth W ≡ ~2k20
2m∗

, and the number of electrons per atom in a given

spin direction is ρ ≡ (kF/k0)d, and k0 ≡ 2π/a with lattice spacing a. We can compute the

remaining energy by evaluating

G̃0 =
V

W

∫
|k+q|>kF ,|k′−q|>kF ,q<k0

ddq

(2π)d
k2

0

(k + q)2 + (k′ − q)2 − k2 − k′2
. (3.13)
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In the dilute approximation, the singlets only fill up states with k, k′ � k0; we can thus

approximate the above with

G̃0 ≈
ad

W

∫
q>kF ,q<k0

ddq

(2π)d
k2

0

2q2
. (3.14)

Now we specialize to d = 2, and obtain

G̃0 = − 1

W
log(ρ), (3.15)

Then the scattering contribution to the energy is

N
U

1 + UG̃0

∑
k,k′<kF

1∑
k,k′<k0

1
= N

Uρ2

1 + UG̃0

, (3.16)

and the total energy is then

Esing = NWρ2(2 · 1

2
+

U

W − U log ρ
). (3.17)

By contrast, the total energy of a fully ferromagnetic state is given by

Epolarized =
1

2
NW (2ρ)2 = 2NWρ2, (3.18)

and thus

Epolarized − Esing = NWρ2

(
1− U

W + U | log ρ|

)
. (3.19)

We can see that the criterion for ferromagnetism is then

1

W/U + | log ρ|
> 1. (3.20)

In the limit U/W → ∞, this inequality becomes ρ > e−1 ≈ 0.3679 ≡ ρc. Rewriting this in

terms of the doping parameter x = 1− ρ, we arrive at the main result of this section,

x < 1− ρceW/U . (3.21)

This result gives the doping for which the ferromagnetic state is of lower energy than the

dilute singlet gas. Since the model we use is particle-hole symmetric, x can correspond either

to electron doping or to hole doping.

Experiments indicate a ratio U/W ∼ 2.5, at which the criterion for ferromagnetism is

x < 0.451 in our approximation. This is well within the regime of interest at the far end of

the superconducting dome.
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Figure 3.1: For the shaded region, the energy of a spin-polarized state is lower than the

energy of a dilute gas of singlets. Here U is the Hubbard U , W is the bandwidth, and x

is the electron or hole doping (x = 0 corresponds to 1 electron per atom). Above a critical

doping of x = 1 − e−1, no ferromagnetism is possible in this approximation. Corrections

to the dilute gas approximation should not change the qualitative nature of this diagram.

Note that this does not indicate that one should find a ferromagnetic state at half-filling,

where the ground state is certainly an antiferromagnetic Mott insulator; this is simply a

comparison of the energies of a ferromagnetic state and a singlet gas.
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3.3 Mean-field phase diagram

In this section we use mean field theory to determine the phase diagram of the 2D Hubbard

model, in the spirit of [LW07]. The Hubbard Hamiltonian after mean-field decoupling is

H =
∑
kσ

(εk − µ− U(n− 1)/2)nkσ + U
∑
i

(〈ni↑〉ni↓ + 〈ni↓〉ni↑ − 〈ni↑〉〈ni↓〉) + U/4. (3.22)

Moving forward, we absorb the term U(n − 1)/2 into the chemical potential. Here εk =

−2t(cos kx+cos ky)+4t2 cos kx cos ky includes both nearest neighbor and next-nearest neigh-

bor hopping terms, which breaks the particle-hole symmetry of the Hamiltonian. Different

phases correspond to different choices of 〈niσ〉, which for ordered states correspond to the

order parameter. To determine the phase diagram, we we compute the total energy of vari-

ous choices of 〈niσ〉 as a function of doping, solving for the order parameter self-consistently

as needed, and choose the one with the lowest energy as the ground state. A typical plot of

the ground state energies is shown in Fig. 3.2.

3.3.1 Paramagnet

In the paramagnetic state, n = 2〈ni↑〉 = 2〈ni↓〉, so that

H =
∑
kσ

(εk − µ)nkσ −
1

4
UN(n− 1)2, (3.23)

where we have again absorbed some terms into the definition of µ. Thus the density and

energy per site are

n =
2

N

∑
k

f(Ek)

f =
2

N

∑
k

Ekf(Ek)−
1

4
U(n− 1)2,

(3.24)

where Ek ≡ εk − µ, and f(Ek) is the Fermi-Dirac distribution, f(x) = 1/(1 + eβx). There is

no order parameter for the paramagnetic state.
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Figure 3.2: An example of the ground state energy F , in units of t, as a function of average

electron number per site n. This example was taken at U = 5. The phase boundaries at a

particular value of U are drawn where the lowest curves cross.
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3.3.2 Ferromagnet

In the ferromagnetic state, we have 〈niσ〉 = 1
2
n+ σm. Then we have

H =
∑
kσ

(εk − µ− Uσm)nkσ − UN
(

(n− 1)2

4
−m2

)
. (3.25)

The energy per site is thus

f =
1

N

∑
k

[Ek↑f(Ek↑) + Ek↓f(Ek↓)]− U
(

(n− 1)2

4
−m2

)
, (3.26)

where Ekσ ≡ εk − µ− Uσm. The equation determining m is ∂f/∂m = 0, or

m =
1

2N

∑
k

[f(Ek↑)− f(Ek↓)]. (3.27)

Note that this is the same as m = 1
2
(〈ni↑〉 − 〈ni↓〉), which is what we expect for the ferro-

magnetic order parameter. The self-consistent equations are thus

n =
1

N

∑
k

[f(Ek↑) + f(Ek↓)]

m =
1

2N

∑
k

[f(Ek↑)− f(Ek↓)]
(3.28)

3.3.3 Antiferromagnet

In the case of the antiferromagnetic state, we have 〈niσ〉 = 1
2
n+ σ(−1)ix+iys. Thus

H =
∑
kσ

(εk − µ)c†kσckσ − Us
∑
k

(c†k,↑ck+Q,↑ − c†k,↓ck+Q,↓)−NU
(

(n− 1)2

4
− s2

)
. (3.29)

We can rewrite this in Nambu form as

H =
∑
{k}σ

Ψ†kσ

 εk − µ −Usσ

−Usσ εk+Q − µ

Ψkσ −NU
(

(n− 1)2

4
− s2

)
, (3.30)

with Ψ†kσ = (c†kσ, c
†
k+Q,σ), and {k} is the half of the Brillouin zone bounded by |kx± ky| = π.

The matrix above has eigenvalues

E±kσ = −µ+ 4t2 cos kx cos ky ±
√

(Us)2 + (2t(cos kx + cos ky))2. (3.31)
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Thus the energy per site is

f =
2

N

∑
{k}

(E+
kσf(E+

kσ) + E−kσf(E−kσ))− U
(

(n− 1)2

4
− s2

)
, (3.32)

where Ẽk ≡
√

(Us)2 + (2t(cos kx + cos ky))2. The equation determining s is ∂f/∂s = 0, or

s = −Us
N

∑
{k}

f(E+
kσ)− f(E−kσ)

Ẽk
, (3.33)

and the density is set by

n =
2

N

∑
{k}

[f(E+
kσ) + f(E−kσ)]. (3.34)

The above two equations are to be solved self-consistently. The results of this analysis are

included in Fig. 3.3, as a comparison to an analogous figure in [LW07].

3.3.4 d-wave superconductor

For the d-wave superconductor, we take as our starting point the effective Hamiltonian of

Bogoliubons, plus a term from the Hubbard Hamiltonian:

H =
∑
kσ

Ekγ
†
kσγkσ + E0 − U(n− 1)2/4

E0 =
∑
k

(εk − µ− Ek) + J∆2

Ek =
√

(J∆(cos kx − cos ky))2 + (εk − µ)2.

(3.35)

The ground state energy has no quasiparticles and is simply E0 − U(n− 1)2/4, and we can

find the gap equation by minimizing E0 with respect to ∆:

∆ = J
∑
k

∆(cos kx − cos ky)
2

Ek
. (3.36)

For the system density, we use the same as the paramagnetic state,

n =
2

N

∑
k

f(εk − µ). (3.37)

This is not strictly correct, but should not affect the structure of the phase diagram too

strongly. The results of this analysis are shown in Fig. 3.4.
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Figure 3.3: Mean-field phase diagram of the 2D single-band Hubbard model with t2 = −0.35t.

Here U is in units of t, and n is the number of electrons per atom. Compare to Fig. 2

of [LW07]; our seems to be reflected across the y-axis, for reasons unknown to us. The

ferromagnetic portion of the phase diagram persists all the way to the fully-occupied lattice,

in contrast to the dilute-gas result presented in the previous section, which indicated that

no ferromagnetism was possible above n ≈ 1.45.
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Figure 3.4: Mean-field phase diagram of the 2D single-band Hubbard model with t2 = −0.35t,

including the d-wave superconducting order parameter. Here U is in units of t, and n is the

number of electrons per atom. We can see the superconducting region at small U . It

makes contact with the FM region around a hole doping of ∼ 0.5 with these parameters. It

is possible that with this model, the superconducting region should really span the entire

doping region at small U , but we cut it off where the computer gave a gap of zero to the

precision used.
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In summary, we have found that it is reasonable to expect ferromagnetic behavior at low

temperatures near the overdoped end of the superconducting dome, using both perturbation

theory and mean-field theory in the two-dimensional single-band Hubbard model.
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CHAPTER 4

Dzyaloshinskii-Moriya interactions from density waves

Portions of this chapter are adapted from the publication:

Powell, I. E., Durr, S., Rombes, N. and Chakravarty, S. DensityWave Mediated Dzyaloshinskii-

Moriya Interactions. In preparation.

4.1 Introduction

Despite concerted efforts to illuminate the precise nature of the pseudogap phase of the

cuprate high-temperature superconductors[Var99, Var06, YRZ06, NPK07], it remains un-

clear which of a host of competing order parameters is responsible for the interesting behavior

of this phase. One promising candidate[CLM01] is the ` = 2 spin-singlet order, the d-density

wave (DDW), which gives rise to a dx2−y2 gap and currents that alternate between adjacent

plaquettes on a square lattice. The relevance of this state is certainly believable given the

proximity of the pseudogap phase to the antiferromagnetic Mott insulator at low doping,

which doubles the Brillouin zone in the same way and is susceptible to singlet pairing.

This density wave state of nonzero angular momentum belongs to a larger class of such

states[Nay00], and it is worth exploring other, more exotic members of this class related to

the singlet DDW which maintain the key characteristics necessary for relevance to the pseu-

dogap phase. Such states are also of some interest due to their topological properties.[HRC11]

We focus on a mixed triplet-singlet DDW order, which has generated interest recently due to
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promising transport calculations consistent with surprising physics found in the pseudogap

phase of the cuprate superconductor La2−xSrxCuO4 and related compounds.[GLB19, LL19]

Namely, for nonzero hole doping, the mixed triplet-singlet DDW state generates a nonvan-

ishing thermal Hall conductivity κxy, and hosts hole pockets on the reduced Brillouin zone

boundaries consistent with Hall coefficient measurements.[CK08, DCL10]

At the mean-field level a general density wave state may be described by the Hamiltonian

HDDW =
∑
k,Q

c†k+Q[Φµ
Q(k)τµ]ck + h.c., (4.1)

where Q is the wave vector at which the density wave condensation occurs; τ 1, τ 2, and τ 3 are

the Pauli matrices; and τ 0 = I2. This Hamiltonian can be thought of as arising from a mean-

field decomposition of the most general interacting problem[Lau14, NJK99, Sch89, KK03] in

which the order parameter

〈c†k+Q,αck,β〉 = [Φµ
Q(k)τµ]αβ (4.2)

acquires a nonzero value for some nonzero Q. In our work we assume that all terms which

transform nontrivially under rotations and translations are captured by this mean-field de-

composition.

Here we consider a specific example of Eq. (4.1), namely the the triplet-singlet DDW

wave[HRC11] (denoted iσdx2−y2 + dxy)

Φi
Q(k) ∝ iW0Ni(cos kx − cos ky)

Φ0
Q(k) ∝ ∆0 sin kx sin ky,

(4.3)

where Ni is a unit vector pointing along the spin quantization direction, i = 1, 2, 3, and

Q = (π/a, π/a). This model was shown by Z-X. Li & D-H. Lee to produce a nonzero

thermal Hall effect, shown here in Figure 4.1. In real space the Hamiltonian is written as

HDDW = Ht +Hs (4.4)

with

Ht =
iW0

4

∑
i,α,β

(−1)m+n(N · σ)αβ

× [c†i+ax̂,αci,β − c
†
i+aŷ,αci,β] + h.c.

(4.5)
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and

Hs =
∆0

2

∑
i,α,β

δα,β(−1)m+n

×
[
c†i+ax̂+aŷ,αci,β − c

†
i+ax̂−aŷ,αci,β

]
+ h.c..

(4.6)

The Hamiltonian H0 + HDDW, describes a topological Mott insulator[Nay00, HRC11] with

a quantized spin Hall conductance; it is a variant of the singlet d-density wave model

hypothesized[CLM01] to explain the pseudogap phase of the cuprates. Unlike the sin-

glet d-density state, however, the mixed triplet-singlet iσdx2−y2 + dxy-density wave state

does not inherently break time reversal symmetry, yet it retains most of the signatures

of the singlet d-density wave state. For example, the iσdx2−y2 + dxy-density wave wave

state possesses hole pockets centered along the Brillouin zone diagonals which are consistent

with both the measured Hall coefficient[GLB19] and some aspects of quantum oscillation

experiments[DPL07, SHP08, WC16a]. Recently, second-harmonic generation experiments

have suggested that an inversion symmetry breaking is responsible for large second har-

monic generation signatures in YBa2Cu3Oy[ZBL16] but we note that this could be due to,

in principle, the quadrupole moment induced via a triplet d-density wave[Nay00], and the

spatial reflection symmetry breaking caused by the dxy term.

We now ask ourselves, what effect does this density wave state have on the localized spins

of the lattice? The magnitude of the experimentally-measured thermal Hall effect exceeds

the maximum possible contribution from the density wave state alone by almost an order

of magnitude[LL19]; it is possible that magnetic excitations induced by the density wave

state could contribute further. In our work we assume that at nonzero doping, density wave

fluctuations will exist even when the material in question is in a magnetically ordered phase.

The triplet part of the density wave order parameter induces a staggered spin current[NJK99]

on the lattice, and hence, for neighboring lattice points A and B, this intrinsic spin current

implies that there exists no center of inversion at any point C on the bond connecting A and

B, thereby allowing an antisymmetric exchange among the localized spins.[KKA16, Tat19]

These types of antisymmetric exchanges have been considered in the literature[KH19], but

to our knowledge have never been considered in the context of being generated via intrinsic
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Figure 4.1: Thermal Hall conductivity κxy/T as a function of temperature T produced

by the triplet-singlet DDW state defined by Equation (4.3) with ∆0 = 0.5t, magnetic field

B = 0.1t/µB, and doping p = 0.06. Blue, orange, green, and red curves correspond to

W0 = 0.15t, 0.35t, 0.55t, and 0.75t, respectively. κxy has units of k2
B/~
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spin currents.

We find that the spin currents intrinsic to the triplet flavored density wave states induce a

Dzyaloshinskii-Moriya (DM) interaction between the underlying neighboring spins[KKA16],

and we investigate the effect that this DM interaction has on antiferromagnetic and ferromag-

netic spin textures, using both Holstein-Primakoff and Schwinger boson mean-field theories.

It has been previously demonstrated[SCS19, HPL19, KH19] that certain DM interactions

can lead to a thermal Hall effect. We find that the particular DM interaction induced by

triplet-singlet DDW states can not contribute to κxy, which is consistent with speculations

on the nature of the neutral excitation responsible for the sizable thermal Hall conductivity

seen in the cuprates.[GLB19]

There are strong constraints and unique properties associated with the DM vectors that

are generated by triplet density waves. Because triplet density wave states break spin-

rotational invariance the associated Goldstone boson excitations will destroy the two dimen-

sional triplet density wave order at finite temperatures. However, we find that when the

underlying band structure is sufficiently topologically nontrivial insofar as it hosts a nonzero

spin Hall conductance, and an external magnetic field is turned on, the triplet density wave

induced DM vectors are energetically stable. Furthermore, these DM vectors are pinned to

be collinear with the magnetic field, regardless of its direction, and the DM interaction will

have the same symmetry as the form factor of the triplet density wave.

In the following we derive the DM coefficients induced by triplet density waves and

investigate the effects they have on the physics of the underlying spin textures of the lattice.

We find that for a ferromagnetic background, the ground state remains perfectly collinear

below some critical strength of the density wave; above the critical strength, the ground

state acquires a nonzero canting angle, and we show that quantum fluctuations correct

the classically-predicted threshold for nonzero canting angle. Furthermore, we quantify the

dependence of the spin stiffness on the strength of the density wave. For an antiferromagnetic

background we find that below a critical density wave strength, perfect Neel order survives in

the classical ground state, and above the critical strength the classical ground state acquires
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a nonzero canting angle. We compute the spin-wave spectrum and find that for a particular

density wave strength, the number of zero modes doubles, indicating a possible multicritical

point.

4.2 The Effective Magnetic Hamiltonian

For any type of mixed triplet-singlet density wave condensation the mean-field Hamiltonian

can be written in the suggestive manner

H =
∑
ij

c†iα(tijδα,β + iλij · σ)cjβ (4.7)

where all singlet density wave terms are absorbed into the definition of tij, and λij are the

triplet density wave terms which couple to σ. It can be shown[KKM10] that this λij induces

a DM interaction in the underlying spin structure whose coefficients are given by

Dij = λijTr σNji, (4.8)

where Nji ≡ 〈c†icj〉 = − 1
π

∫ EF
−∞ ImGji(E)dE, Gji(E) is the Green function defined by H, and

EF is the Fermi energy. An expansion of Gji(E) = f(E)tji/t + g(E)λji · σ/t + O(λ2/t)

reveals that the leading contribution to Gji(E) should have the same symmetry as tji under

rotations. In this work we consider a specific example of Eq. (4.1), written in real space as

HDDW = H0 +Ht +Hs (4.9)

where H0 is the tight binding Hamiltonian of the underlying crystal lattice which is some

union of all square planar lattices which host the triplet-singlet DDW. For this triplet-singlet

DDW case, because λij only connects nearest neighbors, tji is simply the tight-binding kinetic

energy coefficient which we will assume to transform trivially under rotation–thus we write

Dij = αλij (4.10)

for some constant α. Because we will allow the density wave strength to be a tunable

parameter we will henceforth absorb α, and all other constant numerical prefactors into the
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definition of W0. The DM coefficients for the triplet dx2−y2-density wave therefore become

DN
i,i±ax̂ = (−1)ix+iyW0

DN
i,i±aŷ = −(−1)ix+iyW0,

(4.11)

where i = ix + iy, and the superscript N denotes that the DM vector points along the N

direction. We stress that the method implemented here can be applied, in general, to triplet

density waves in any angular momentum channel. The direction of the DM vector is along

the triplet quantization axis, and the form factor associated with the triplet density wave

dictates the symmetry of the DM vector on the lattice.

For a density wave-induced DM interaction to not be disordered by Goldstone modes

at finite temperatures there must be some mechanism which externally stabilizes the triplet

density wave’s quantization axis, i.e. the direction of N. It was recently shown[LL19]

that the direction of N for the triplet-singlet DDW can be stabilized by the bulk orbital

magnetization’s coupling to the magnetic field. Explicitly, a magnetic field induces a bulk

orbital magnetization, M , which is given by[CTV06]

M = −
∑

α=N·σ=±1

e

hc
Cα∆EZ,α, (4.12)

where Cα is the Chern number of the band of spin α, e is the electron charge h is Planck’s

constant, c is the speed of light, and ∆EZ,α is the Zeeman splitting

∆EZ,α = −αµBsgn(W0)N ·B, (4.13)

where µB is the Bohr magneton. For the case of the triplet-singlet DDW the resulting energy

density due to the orbital magnetization-magnetic field is[LL19]

∆EZeeman = −µBB
2

πc
sgn(W0∆0)(N · B̂), (4.14)

which implies that it is energetically most favorable for W0∆0N ‖ B. Thus, for ∆0 > 0,

B 6= 0, Eq. 4.11 necessarily becomes

DB
i,i±ax̂ = (−1)ix+iy |W0|

DB
i,i±aŷ = −(−1)ix+iy |W0|.

(4.15)
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From this argument alone we see that stable density wave-induced DM interactions can

only arise from topological density waves with nonvanishing spin Hall conductance–that

is, given ∆EZ,+1 = −∆EZ,−1, stability is only guaranteed if C+1 = −C−1. Furthermore,

because density wave-induced DM vectors must be collinear with the magnetic field, they

will transform like the magnetic field under rotations and time-reversal. This immediately

implies that the corresponding magnons in the problem will have no contribution to any

thermal Hall effect because of the spin rotation and time-reversal symmetry considerations,

namely[SCS19]

κxy[J,Dij,B] = κxy[J,RφB̂Dij, RφB]

κxy[J,Dij,B] = −κxy[J,−B̂Dij,−B]
(4.16)

where Rφ is the vector representation of spin rotation by some angle φ about the axis defined

by φ̂. Rotating the system about an angle π about an axis perpendicular to B̂ maps RφB̂ to

−B̂ and hence κxy = −κxy = 0. The bulk magnetization (Eq. 4.12) would, in principle, pro-

duce a small ferromagnetic-like signal detectable in polar Kerr measurements so long as the

external magnetic field is not exactly zero for weak disorder at small enough temperatures.

More detailed calculations involving interlayer coupling, the inclusion of magnetic impurities,

and nonzero temperatures should be considered in future work to quantitatively compare this

triplet-singlet DDW bulk magnetization signal to the polar Kerr rotation data previously

gathered[XSD08]. Furthermore, it is an interesting question to ask how the Goldstone modes

would disorder the DM vectors and study their effects on the underlying magnetization in

the absence of an external magnetic field or for triplet density wave states with vanishing

spin Hall conductances.

We now study the effect of this dynamically generated DM interaction on the isotropic

Heisenberg ferromagnet and antiferromagnet. Namely, we consider

H = J
∑
i,j

Si · Sj +
∑
i,j

Dij · (Si × Sj)−B ·
∑
i

Si, (4.17)

where J is the spin exchange, and the DM interaction includes the contribution from the

density wave.
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4.3 The Noncollinear Ferromagnet

It has previously been shown[KK03] via a one-loop renormalization group analysis of the

extended U -V -J model that triplet density wave condensation is energetically favorable for

a range of interaction strengths, given J/U < 0. Thus we begin by considering the uniform

ferromagnetic case J < 0. Taking B = Bẑ the symmetric exchange term favors mean-field

states of the form

〈S̄i〉 = nz ẑ, (4.18)

and the antisymmetric exchange favors mean-field states of the form

〈S̃i〉 = ξx(rix,iy)x̂+ ξy(rix,iy)ŷ,

ξx(ri) = ξ0
[(−1)ix + (−1)iy ]

2

ξy(ri) = ξ0
[(−1)ix − (−1)iy ]

2
.

(4.19)

Thus, the mean-field state which occurs in the presence of both types of exchange is

S〈ni〉 = 〈S̄ix,iy〉+ 〈S̃ix,iy〉. (4.20)

The mean-field energy per site in this case is

E0

N
= −|J |S2zcos2(θ)/2− 2S2|W0|sin2(θ)

−BScos(θ),

(4.21)

where N is the number of lattice sites, z = 4 (6) in two (three) dimensions, and θ is defined

as the angle between 〈S̄ix,iy〉 and 〈S̃ix,iy〉. For the square lattice case, with B small, the

ground state is minimized about θ = 0 for all 2W0 < z|J |/2, whereas the ground state is

minimized at θ = π/2 for 2W0 > z|J |/2.

To gain insight into the quantum behavior of this spin Hamiltonian we focus on the two

dimensional case and expand our spin operators about the mean-field ground state[Fis04,

HF09]

Si = ai〈ni〉+ ti (4.22)
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so that we can perform the appropriate Holstein-Primakoff substitution. The amplitudinal

reduction along the mean-field state given as

ai = S − b†ibi, (4.23)

and, to leading order in boson density operators, the transverse fluctuation operator ti is

given by

ti = tx
′

i x̂
′
i + ty

′

i ŷ
′
i, (4.24)

with

tx
′

i =

√
S

2
(b†i + bi)

ty
′

i = i

√
S

2
(b†i − bi)

(4.25)

where the primed coordinates are defined such that x̂′i × ŷ′i = 〈ni〉. Upon substitution of

these operators into Eq. (16) the Hamiltonian can be written in real space as

H = E0 +H0 +H ′, (4.26)

where the classical mean field energy E0 is defined in Eq. (20), H0 is

H0 =
∑
i

µb†ibi +
∑
〈i,j〉

[Z̄θg(j)b†ibj + Z̃θg(j)b†ib
†
j

+ iJScos(θ)(−1)ix+iybib
†
j + h.c.],

(4.27)

with g(j) = +1 for j = i+ x̂, and g(j) = −1 for j = i+ ŷ, and the coefficients are defined as

Z̄θ ≡
JS

2
sin2(θ) +

W0S

2
(cos2(θ) + 1)

Z̃θ ≡
JS

2
sin2(θ) +

W0S

2
(cos2(θ)− 1)

µ ≡ 4Jcos2(θ) + 4W0sin2(θ) +Bcos(θ),

(4.28)

and H ′ is

H ′ =
∑
i

(−1)ixAθ(b
†
i + bi), (4.29)

where

Aθ = sin(θ)

[√
S

2
B −

(
(2S)3/2 + 4SW0

)
cos(θ)

]
. (4.30)
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Terms linear in boson creation and annihilation operators imply spin-wave creation and

annihilation from the ground state. Thus, assuming that the system is in its ground state, it

is typically argued that this coefficient Aθ must vanish at each point i on the lattice. There

exist two unique solutions for vanishing Aθ: The perfectly ferromagnetic case of θ = 0, and

|θ| = cos−1

[
B

4SJ + 4
√

2SW0

]
(4.31)

which is a modified version of the flopped magnetic ground state that occurs at the classical

mean-field level when W0 > J .

For our mean-field ansatz, if we were to restrict ourselves to only the case of vanishing

Aθ the only stable ground state would occur when θ = 0. This is inconsistent with our

classical mean-field prediction of nonzero spin canting existing for some values of W0. If we

instead eliminate terms linear in bosonic creation and annihilation operators by performing

the canonical transformation

bi = b̃i − (−1)ixx

b†i = b̃†i − (−1)ixx,
(4.32)

where xi is the C-number

x =
−Aθ

4Z̄θ + 4Z̃θ − µ
, (4.33)

the Hamiltonian then becomes

H = E0 +N [x2 + 2xAθ] +H ′0 = E ′0 +H ′0, (4.34)

where H ′0 is identical to the Hamiltonian written in Eq. (27) but in terms of the transformed

bosonic operators b̃. The modified ground state energy E ′0 is minimized at θ = 0 for all

values of density wave strength up to a critical value W ∗
0 ≈ 0.75 where B is taken small and

so the linear bosonic terms and corrections to the ground state are absent. Tuning past W ∗
0 ,

however, the ground state energy is minimized about nonzero θ canted away the z-axis. We

plot this corrected ground state canting angle for fixed B as a function of W0 in Fig. 4.2, and

for fixed W0 as a function of B in Fig. 4.3. We see in Fig. 4.2 that canting away from the

z-axis occurs well before the classically predicted threshold of W0 = J , and that the change
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in ground state spin orientation is not discontinuous as predicted by the classical case of Eq.

20.

Upon Fourier transformation the magnon Hamiltonian H ′0 can be written in the Nambu

basis as ∑
k

1

2
ψ†kHkψk (4.35)

where ψ†k = (b̃†k, b̃−k, b̃
†
k+Q, b̃−k+Q), and

Hk =


Z̄θ,k + µ 2Z̃θ,k 2iJkcos(θ) 0

0 Z̄θ,k + µ 0 −2iJkcos(θ)

0 0 −Z̄θ,k + µ −2Z̃θ,k

0 0 0 −Z̄θ,k + µ

+ h.c. (4.36)

To diagonalize the 4 × 4 matrix Hk we must find the appropriate paraunitary matrix, Tk,

which preserves the bosonic commutation relations among the eigenvectors[SMM13]. First,

we numerically compute the Cholensky decomposition of Hk, solving for Hk = K†kKk, where

Kk is an upper triangular matrix. Next, we define Wk = Kkρ3K
†
k, where ρ3 = σ3 ⊗ I2. We

then obtain the unitary matrix which diagonalizes Wk, producing

U †kWkUk = diag( ~Ek,− ~E−k), (4.37)

where Ek are the energy eigenvalues. We use this unitary matrix to define the matrix Tk

Tk = K−1
k Ukdiag(

−−→√
Ek,
−−→√
E−k) (4.38)

which satisfies

T †kHkTk = diag( ~Ek, ~E−k) (4.39)

and is also para-unitary (T †kρ3Tk = ρ3). The dispersion Ekx with ky = 0 is plotted for some

representative values of B, W0 in Figs. 4.4 and 4.5. The dispersion along ky with kx = 0 is

identical. Importantly, Ek > 0 for all k which implies that E ′0 is the true groundstate of our

Hamiltonian at sufficiently low temperatures. For the long wavelength limit the spin-wave

stiffness is given via Ek ≈ µ+ ρsk
2 where µ is the energy gap induced by the magnetic field
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Figure 4.2: The ground state canting angle θ as a function of W0 (listed in units of J).

The blue, orange, green, red curves correspond to B = 0.05J , B = 0.1J , B = 0.15J , and

B = 0.2J respectively.
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Figure 4.3: The ground state canting angle θ as a function of B (listed in units of J). The

blue, orange, green, red curves correspond to W0 = 0.75J , W0 = 0.8J , W0 = 0.85J , and

W0 = 0.9J respectively.
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Figure 4.4: Magnon dispersion Ekx in units of J for various values of density wave strength

with B = 0.1J . The blue, orange, and green curves correspond to W0 = 0, W0 = 0.4J , and

W0 = 0.7J respectively, all below W ∗
0 . In this regime, increasing W0 does not change the

minimum energy.
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Figure 4.5: Magnon dispersion Ekx in units of J for various values of density wave strength

with B = 0.1J . The blue, orange, and green curves correspond to W0 = 0.79J , W0 = 0.85J ,

and W0 = 0.95J respectively, all above W ∗
0 . In this regime, increasing W0 increases the

minimum energy.
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Figure 4.6: Dimensionless spin-wave stiffness of the canted ferromagnet as a function of W0

(listed in units of J). The two curves correspond to the two different bands.

and spin canting. Using a parabolic fitting program we plot the dimensionless spin-wave

stiffness versus density wave strength in Fig. 4.6. To good approximation we find that

(setting the lattice spacing to unity) ρs = ρ0
s ± W0 for density wave strengths up to the

critical value W ∗
0 . Tuning past W ∗

0 the spin-wave stiffness contribution from k = 0 behaves

asymptotically as ρs = K1csc
[
W0−W ∗0
K2

]
for some constants K1 and K2 up to W0 = J .
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4.4 The Noncollinear Antiferromagnet

4.4.1 Mean-Field Theory

Taking B = Bz ẑ (note the change in notation for the magnetic field strength) the DM matrix

for LSCO can be written as Di = (−1)ix+iyD, where

D =


√

2D cos θd
√

2D sin θd W0

−
√

2D sin θd −
√

2D cos θd −W0

0 0 0

 . (4.40)

The x and y spin direction entries are due to the buckling of the oxygen atoms out of the

copper oxide plane and induce a weak net ferromagnetic moment out of the copper oxide

plane.[CTF89, CRZ91, TA94] For our investigation we will set D = 0 and only consider the

effect of the density wave induced terms. We first investigate the mean-field ground state

spin texture in the presence of the triplet density wave in the following. Mean-field states of

the form

〈S̃m,n〉 = ξx(rm,n)x̂+ ξy(rm,n)ŷ

ξx(rm,n) = ξ0 cos(πn) cos2
(π

2
(m+ n)

)
ξy(rm,n) = ξ0 cos(πm) sin2

(π
2

(m+ n)
) (4.41)

are the most energetically favorable for the antisymmetric exchange interaction as was the

case for the ferromagnetic background. On the other hand, the symmetric exchange term

favors mean-field states of the form

〈S̄m,n〉 = nx(−1)m+nx̂+ ny(−1)m+nŷ, (4.42)

where we have assumed an in-plane antiferromagnetic order parameter due to the spin flop-

ping that occurs when the magnetic field B = Bz ẑ is turned on. In the following we take

the somewhat special case nx = ny = na/
√

2, and study the mean-field ground state

〈Sm,n〉 = 〈S̄m,n〉+ 〈S̃m,n〉 (4.43)
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which occurs in the presence of both types of exchange. Upon normalization the local mean-

field energy is

〈Hmn〉 = −(2Jn2
a + 2W0ξ

2
0)

[
1

N2
m,n

+
1√

ξ4
0 + n4

a

]

− 2
√

2(J +W0)
ξ0na(−1)n

N2
m,n

(4.44)

where N2
m,n = ξ2

0 + n2
a +
√

2naξ0 cos(πn) is the square of the normalization and we have

summed only over the nearest neighbor terms. To study the canting angle induced by the

DMI we define (na/
√

2 + ξx(rm,n))/Nm,n = cos θc(rm,n) and (na/
√

2 + ξy(rm,n))/Nm,n =

sin θc(rm,n). For the m+n odd sublattice this local mean-field energy 〈Hodd
mn 〉 can be written

in terms of the angle θc(rm+n=odd) = θo as

〈Ho
mn〉 = −4(J +W0) cos θ0[sin θo − cos θo]

+
2J cos2 θo − 2W0(1− 2 cos θo sin θo)√

(1− 2 sin θo cos θo)2 + (2 cos2 θo)2

− 2
[
2J cos2 θo +W0(1− 2 sin θo cos θo)

]
.

(4.45)

Now we notice that θo and θc(rm+n=even) = θe are related via trigonometric functions in a

simple way: sin2 θo = cos2 θe, cos2 θo = sin2 θe, and sin θo cos θo = sin θe cos θe. Thus

〈Heven
mn 〉 = −2[(J +W0)[2 sin θo cos θo − 2 sin2 θo]

+
2J sin2 θo − 2W0(1− 2 cos θo sin θo)√

(1− 2 sin θo cos θo)2 + (2 sin2 θo)2
]

− 2[2J sin2 θo +W0(1− 2 sin θo cos θo)]

(4.46)

We sum the local mean-field energy over the two sublattices m + n=even and m + n=odd,

and numerically minimize the total ground state energy in terms of θo. We find that for

values of the density wave strength W0 < 0.848J , θo = 5π/4 is the only stable minimum–i.e.

the system is in the perfectly antiferromagnetic state. By tuning past the critical value of

W ∗
0 ≈ 0.848J , however, the energy is minimized about θo = 5π/4 ± θ′, where θ′ is some

nonzero canting angle with respect to the x = y axis. For example, at W0 = 0.9J we find

that θ′ ≈ 0.29 radians. We plot the the dependence of the canting angle on W0 in Fig. 4.9

and the ground state spin texture in Figs. 4.7 and 4.8.
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Figure 4.7: Classical ground state spin texture for the antiferromagnet in real space for

W0 < 0.848J . The x and y axes are in units of the lattice spacing.
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Figure 4.8: Classical ground state spin texture for the antiferromagnet in real space for

W0 = 0.9J . The x and y axes are in units of the lattice spacing.

59



0.5 1.0 1.5 2.0
W0

0.1

0.2

0.3

0.4

θ'

Figure 4.9: The absolute value of the mean-field antiferromagnetic ground state canting

angle θ′ as a function of W0 (listed here in units of J).

4.4.2 Schwinger Boson Mean-Field Theory

To gain insight into the antiferromagnetic spin-wave excitations we utilize Schwinger boson

mean-field theory (SBMFT) as for this problem it is considerably more computationally

convenient than the Holstein-Primakoff approach. In SBMFT the spin operator Si is written

in terms of Schwinger bosons as

Si =
1

2

∑
σ,σ′

b†i,σσσ,σ′bi,σ′ , (4.47)

where bi, b
†
i , satisfy bosonic commutation relations. Insisting that

∑
σ b
†
i,σbi,σ = 2S closes

the algebra, and ensures S2
i = S(S + 1). In the manipulations below, we employ the looser

constraint that this holds only on average: 〈n̂〉 = 2S.

We wish express our Hamiltonian Eq. (18) in terms of these Schwinger bosons. To do so

we define the operators

Âi,j =
1

2

∑
σ,σ′

bi,σ(iσ2)σ,σ′bj,σ′

B̂i,j =
1

2

∑
σ

bi,σb
†
j,σ

Ĉ†i,j =
1

2

∑
σ,σ′

b†i,σ(idi,j · σ)σ,σ′bj,σ′

D̂i,j =
1

2

∑
σ,σ′

bi,σ(σ2di,j · σ)σ,σ′bj,σ′ ,

(4.48)
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which satisfy Âi,j = −Âj,i, B̂†i,j = B̂j,i, Ĉ
†
i,j = Ĉj,i, and D̂i,j = −D̂j,i. Then, using the

following identities (note the change in notation from Di,j in Eq. (18) to di,j),

Si · Sj =: B̂†i,jB̂i,j : −Â†i,jÂi,j

di,j · (Si × Sj) =
1

2
(: B̂†i,jĈi,j + Ĉ†i,jB̂i,j :

+ Â†i,jD̂i,j + D̂†i,jÂi,j)

(4.49)

our Hamiltonian becomes

H = J
∑
〈i,j〉

(B̂†i,jB̂i,j − Â†i,jÂi,j −
1

4
n̂i)

+
1

2

∑
〈i,j〉

(B̂†j,iĈi,j + Ĉ†i,jB̂i,j

+ Â†i,jD̂i,j + D̂†i,jÂi,j)

−Bz ẑ ·
∑
i

Si +
∑
i

λ(n̂i − 2S).

(4.50)

The final term is a Lagrange multiplier enforcing the spin constraint.

Now we enact a mean-field decoupling on the operators Âi,j and B̂i,j, replacing them

with their average values, Ai,j and Bi,j. The choice for the form of Ai,j and Bi,j defines our

mean-field ansatz. The ansatz must be such that the symmetries of the lattice, as well as

the constraints on Âi,j and B̂i,j, are respected. Furthermore, the choice of ansatz defines the

phase of the resulting spin liquid.

Because Ai,j and Bi,j are not physical quantities, and are therefore dependent on the

choice of gauge, we know two such ansätze (for example A′i,j, B
′
i,j and Ai,j, Bi,j) correspond

to the same physical system if they are linked by a gauge transformation. A symmetry

X is then said to be obeyed by an ansatz if there exists some gauge transformation GX

such that the ansatz is left invariant under the operation GXX. The set of operations

G ×X under which the ansatz remains invariant defines the projective symmetry group of

this ansatz. Different ansätze can be distinguished by their corresponding gauge invariant

physical quantities—in particular, the gauge invariant flux corresponding to a Wilson loop:

e.g. Φ1 = Arg(Ai,jA
∗
j,kAk,lA

∗
l,i), where i, j, k, and l define a counter-clockwise loop about

the elementary plaquette.
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Using the machinery laid out in previous work[MLM13, YW16, SCS19], we determine

the appropriate ansatz for our system. We insist that the lattice symmetries of the DM

interaction are obeyed, and also that Ai,j = −Aj,i, and Bi,j = B∗j,i. We are left with two

choices of ansatz: a zero flux ansatz, and a π flux ansatz (defined by Φ1 = 0, π respectively).

We use the zero flux ansatz, which is smoothly connected to the Neel state. Taking only

nearest neighbor couplings to be nonzero, our ansatz is then

Ax̂ = −A−x̂ = A Aŷ = −A−ŷ = −A

Bx̂ = −B−x̂ = iB Bŷ = −B−ŷ = −iB
(4.51)

To complete the mean-field procedure, we would next enforce self-consistency using the free

energy, F :
∂F

∂Ai,j
=

∂F

∂Bi,j

=
∂F

∂λ
= 0. (4.52)

Here, however, we take A and B to be free parameters, with values limited by their upper

bounds[MLM13]: |A| ≤ S + 1/2, |B| ≤ 1/2 .

We can understand the physical correspondence of Âi,j and B̂i,j through their effect as

projection operators[MLM13]. Taking
∑

σ b
†
i,σbi,σ = 2S, we may note that

Â†i,jÂi,j =
1

2
(Si · Sj − S2) =

1

2
P̂s

: B̂†i,jB̂i,j : =
1

2
(Si · Sj + S2) =

1

4
(P̂t − P̂s)

(4.53)

where P̂s projects onto the singlet state, and P̂t projects onto the triplet state. Therefore

Â†i,jÂi,j yields the singlet part, while : B̂†i,jB̂i,j : gives the ferromagnetic contribution.

We write our Hamiltonian in the form

H =
1

2
Ψ†MΨ, (4.54)

where Ψ† = (b†k,↑, b
†
k+Q,↑, b−k,↓, b−k+Q,↓), and

M =


−Bz

2
+ 2BJS1 − J + λ −iBW0S2 2iAJS1 AW0S2

iBW0S2 −Bz
2
− 2BJS1 − J + λ −AW0S2 −2iAJS1

−2iAJS1 −AW0S2
Bz
2
− 2BJS1 − J + λ iBW0S2

AW0S2 2iAJS1 −iBW0S2
Bz
2

+ 2BJS1 − J + λ

 ,

(4.55)
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Figure 4.10: Slices of the spectrum, taking A = 1, B = .1, λ = 6, Bz = .1, J = 1, and

W0 = 1

and S1 ≡ sin(kx)− sin(ky) and S2 ≡ sin(kx) + sin(ky). We obtain the spectrum by diagonal-

izing the “dynamic matrix”, given by K = (σ3 ⊗ I2)M . The results are shown for various

values of W0 and λ in Figures 4.10−4.14.

Next we wish to identify the critical behavior of the model. Therefore we must identify

points in k space where there exists at least one zero eigenvalue. For small W0, this exists

at the points k
(0)
0 = (±π/2,∓π/2). However for larger W0, zero eigenvalues can occur at

k
(1)
0 = ±(π/2, π/2). To isolate these zero modes, we take the limit of vanishing magnetic

field, take J = +1, and solve algebraically for the λ which yield zero energy eigenvalues:

k = k
(0)
0 , λ = J ± 4J

√
A2 +B2

k = k
(1)
0 , λ = J ± 2W0

√
A2 +B2

(4.56)

Examining the spectra at these points, we note that as B (corresponding to the ferromag-

netic contribution) is tuned down to zero, the spectrum becomes linear. This is in agreement

with the spin wave spectrum of antiferromagnetic chains. Furthermore, for W0 ≥ 2J , and
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Figure 4.11: Slices of the spectrum, taking A = 1, B = .1, λ = 6, Bz = .1, J = 1,

and W0 = 2.4. Increasing the magnitude of W0 changes the locations of the minima from

(±π/2,∓π/2) to ±(π/2, π/2).
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setting λ = J − 2W0

√
A2 +B2, we are able to obtain another meaningful zero mode at

k
(1)
0 –indicating multicriticality.

4.5 Discussion

We have shown that a triplet density wave state induces a DM interaction in the host spin

system. Although it has been shown that the triplet-singlet density wave state produces a

nonzero thermal Hall effect[LL19], the magnitude of the experimentally-measured thermal

Hall effect exceeds the maximum possible contribution from the density wave state alone by

almost an order of magnitude.[LL19] The excitations of a spin system including DM interac-

tions can, in principle, contribute to the thermal Hall conductivity[SCS19, HPL19, KH19];

however, we have shown the particular form of DM interaction generated by the triplet den-

sity wave does not seem to produce a nonzero κxy, and thus no additional contribution can

be found through the influence of the density wave state on the underlying spin system.

The density wave can lead to other interesting effects in its host spin system. In par-

ticular, we have identified a critical density wave strength W ∗
0 for both ferromagnetic and

antiferromagnetic backgrounds below which the ground state canting angle θ is independent

of W0, and above which θ grows with W0. This transition is accompanied by a sharp decline

in the spin-wave stiffness in the ferromagnet. In the antiferromagnet, at a particular density

wave strength W̃0, we find a doubling of the number of zero modes, indicating multicriti-

cality. Triplet-singlet density wave order is notoriously difficult to detect directly[HRC11],

and so it is important to explore possible influences that the state might have on its host

system. Experimental detection of such features could help to assess the importance of the

triplet-singlet DDW state in the description of the pseudogap phase of the cuprates.

In our discussion of the antiferromagnet, we made the choice of taking the zero-flux

ansatz, as a realistic mean-field state smoothly connected to the Neel state, and ignored the

possible π-flux ansatz. It would be interesting in future work to include an analysis using

the π-flux ansatz, and to investigate a possible crossover between these two ansatze as the
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Figure 4.12: Slices of the spectrum, taking A = 1, B = .1, λ = 1 − 4
√
A2 +B2, Bz = 0,

J = 1, and W0 = 2. At W0 ≥ 2 we can obtain magnetic order corresponding to k
(1)
0

Figure 4.13: Slices of the spectrum, taking A = 1, B = .1, λ = 1 − 4
√
A2 +B2, Bz = 0,

J = 1, and W0 = 2. Setting B = 0 gives a linear spectrum.
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Figure 4.14: Slices of the spectrum, taking A = 1, B = .1, λ = 1− 2W0

√
A2 +B2, Bz = .1,

J = 1, and W0 = 2.4. Increasing W0 allows for zero modes solely at k
(1)
0 .

density-wave strength is varied.
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