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Abstract

Effective medium theories for either highly conductive or more resistive electrical inclusions in

a moderately conducting background medium are presented for modeling macroscopic (i.e., large-

scale) fluid-filled fractures or cracks in a potential reservoir rock or granular medium. Conductive

fluids are most often brine and resistive fluids of interest are oil, gas, air, and/or CO2. Novel

features of the presentation for conductive fluids include results for both non-interacting inclusions

(using a Maxwell approximation), and for interacting inclusions (via a self-consistent effective

medium scheme). The anisotropic analysis is specifically designed to handle reservoirs with multiple

orientations (usually three orthogonal sets) of oblate spheroidal cracks/fractures, while also having

arbitrary aspect ratios. But these aspect ratios are strictly < 1, thus excluding spherical pores

and simple granular media – both already been widely studied by others. Results show that the

self-consistent approximation depends on fracture aspect ratio α and this approximation becomes

important when fracture porosity is about φ = 1% for aspect ratio α ≃ 0.05, or φ = 3% for aspect

ratio α ≃ 0.10. It is shown that the self-consistent analysis is most important when the fractures

have very small aspect ratio — the inferred reason being that the fracture (or crack) number

density (ρc ≡ φ/α) then becomes very high and the fracture relative spacing correspondingly very

small for any fixed value of porosity (but with decreasing values of aspect ratio). Hybrid methods

(combining self-consistent and non-self-consistent formulas) are also developed to deal with high

volume fractions and multiple sets of fractures having different aspect ratios. Whenever possible

and appropriate, the results are also compared to rigorous bounds, including the Wiener bounds

and the Hashin-Shtrikman bounds, in order to provide one type of partial validation of the methods

being developed.
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INTRODUCTION

In many (perhaps most) electrical/electromagnetic surveys of earth media, the modeling

aspect of the problem is generic, by which we mean to say that no specific microstructure is

assumed to be present. Rather, electrical/electromagnetic modeling is limited to using either

finite element or finite difference modeling approaches that make no special assumptions

about the micro-scale causes of the conductivity used either at grid points, or within finite

element cells (Dey & Morrison, 1979; LaBrecque et al., 1996; Zhou & Greenhalgh, 2001;

Hoversten et al., 2006a,b; Zhou et al., 2009; Newman et al., 2010).

There is currently no adequate theory to provide the needed link between micro-scale (i.e.,

below the scale of typically used finite difference or finite element cells ≃ 100m), macroscopic

fracturing, and the effective electrical conductivity at a scale appropriate for this modeling.

There has been considerable effort expended on the somewhat similar problem

of fluid permeability or hydraulic conductivity (Berryman, 1985; Berryman and

Milton, 1985). However, there are good reasons not to use this analogy here.

First, there is the very important qualitative difference between fluid permeabil-

ity and electrical conductivity which is that the pertinent macroscopic equation

for permeability (i.e., Darcy’s law) does not have the same form as the under-

lying fundamental equation (which is the Navier-Stokes equation), whereas the

equations for microscopic electrical conduction and macroscopic electrical con-

duction take the same form. Also, because of the well-known scale invariance of

electrical conductivity, and the equally well-known lack of scale invariance for

hydraulic conductivity — see Whitherspoon et al. (1980), Long et al. (1982),

Renard and de Marsily (1997), and Fokker (2001) — this analogy, although use-

ful if it were appropriate, will unfortunately not be available to us here. The

lack of such a general theory of electrical conduction in macroscopic fractures means that

knowledge of fracture densities and other characteristics whenever available (along with the

included fluid properties) could not be easily incorporated into realistic forward models of

the conductivities, nor could inverse modeling be simply applied to interpretation of these

same physical properties.

A current area of significant exploration and production effort, where such a theory is

directly applicable is in the so-called “gas-shale” and “tight gas-sands.” In both cases, a
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significant portion of total porosity is due to cracks/fractures. One exploration problem

for electromagnetic techniques (either borehole- or surface-based) is to be able to map areas

with high gas saturation (resistive fractures relative to the background). A reasonable model

of these cracks/fractures treats them (for example) as oblate spheroidal (i.e., more or less

penny-shaped — but at a macroscopically large size) holes filled with either conductive

brine or resistive gas. Such highly conducting or resistive regions (even though quite small

in volume compared to the overall volume of the reservoir) can create a locally anisotropic

background for electromagnetic signals; and, if this set of fractures/cracks is oriented on

average (as they very often are for reasons related to the anisotropy of the ambient tectonic

and overburden stress fields), the electrical behavior of the overall system is therefore also

likely to be anisotropic — both locally and possibly globally. Although useful analytical

tools for modeling these situations have been available for some time, it seems that no work

has yet been done to address these specific circumstances, and this gap in the literature

provides one major motivation for the present work.

For electromagnetic surveys (both borehole and surface based) of earth media containing

fluid-filled fractures, it is therefore necessary to understand and quantify the effects of either

highly conductive or more resistive fluids residing in thin cracks or fractures fluid within

the moderately conducting earth host. The main model we propose to consider will be

that of thin fractures in the shape of oblate spheroids. These fractures can in principle

be oriented any way in space, but because of the tectonic forces it is highly likely that

on average the fractures of most interest will be oriented so that one of the two longer

dimensions (of each approximately oblate-shaped spheroid) is vertical, while the only thin

dimension is horizontal. It is not difficult, since the mathematics is virtually the same, to

include the possibility in our studies of some of the fractures being oriented so both long

dimensions are horizontal, while the thin dimension is vertical. It is somewhat harder to

consider cases where the fractures are oriented arbitrarily in space, so this situation will not

be a major emphasis of the following analysis, but such circumstances can also be treated

straightforwardly with the methods under development here.

The ideas and tools used in this work are based in large part on some material outlined

in Chapter 18 of Torquato (2002). This earlier work provides the needed physical and

mathematical foundations, but the various specific cases studied here have not been treated

previously by others, as far as the authors have been able to determine.
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A general outline of the paper is: The following section on Microstructure-based Con-

straints provides a very brief review of the large literature on effective medium theories for

the electrical conductivity problem in heterogeneous materials. The next section on Ef-

fective Conductivity introduces the equations for anisotropic conductive systems, mostly

based on the textbook presentation in Torquato (2002). Some simple examples are dis-

cussed here to show explicitly how this method can be used to treat the problems of interest

to us. The presentation is limited to cases of oblate spheroids (i.e., ellipsoids having two

large dimensions and one small dimension, like a pancake) here and throughout the paper

— in part because this is the formulation emphasized by Torquato, and in part because

(we postulate that) the behavior of most fracture systems of geophysical interest can be

well-approximated by collections of thin oblate spheroidal inclusions. For the preliminary

analyses of the present work, we place restrictions on cases considered in order to make

some quick progress in the section Simplifications for Diagonal Conductivities. These

choices reduce the number of possibilities to be studied drastically (otherwise we would need

to consider all possible relative orientations of fractures and combinations thereof), and so

it makes our self-assigned task possible to complete within a single journal article. Then the

next section treats the well-known Maxwell Approximation [also see Milton (2002) and

Torquato (2002)], which provides some convenient and very useful explicit formulas for com-

parisons to later results. The Maxwell approximation is sometimes called a “non-interaction

formula,” which (as will be discussed) is not an entirely accurate characterization.

Then, our main result which is the Self-Consistent Generalization for the anisotropic

problem is presented. This approach requires updates of the effective overall background

medium for high concentrations of inclusions. In order to check the usefulness of this

particular nonlinear approximation scheme, its introduction is followed by a discussion of

pertinent analytical methods of validating the computed results by making comparisons

to various known rigorous bounding formulas such as the Weiner (1912) bounds and the

Hashin-Shtrikman (1962) bounds.

Examples in the early parts of the paper are for conductive inclusions in a more resistive

background medium. The section on Results for Resisitive Inclusions considers – within

the same general analytical framework – what happens when the inclusions themselves are

more resistive than the background (host) medium.

The significance and applicability of the crack density parameter ρc is emphasized in
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the section on Crack Density Analysis. It is shown explicitly that — while this choice

(or one of the other minor variants) of crack density measure is often useful for analyzing

data — the concept of crack density should be understood as only an approximation to the

actually very complex system behavior and therefore needs to be treated with some care

when making general statements about such systems.

We conclude with a short discussion of some difficult problems having more general frac-

ture orientation distributions, and also provide a Worked Example for Three Distinct

Fracture Sets. Finally, some pertinent mathematical details are collected in the lone Ap-

pendix.

MICROSTRUCTURE-BASED CONSTRAINTS ON THE CHOICE OF AN EF-

FECTIVE MEDIUM THEORY

Before the work of Milton (1985), Norris (1985), Avellaneda (1987), and others in the

mid-1980’s, effective medium theories for the overall (or average) properties of composites

were virtually always introduced for complicated heterogeneous-medium modeling problems

without regard to the possibility of there being actual microstructures implicitly associated

with each (or any) specific modeling choice. While not all effective medium theories do

have implicit microstructures, it seems most appropriate to take advantage of this useful

information whenever possible. In principle, it may be appropriate in some cases to design

a near-optimal effective medium method when we know which microstructure it is that we

want to mimic with our theoretical approach.

Prior to work in the early 1990’s, the literature on elastic composites was in a state of

confusion due to the observed fact that elastic behavior of aerogels and granular materials

could not both be explained or modeled successfully by the same theory. The work of Berge

et al. (1993) resolved this problem for the first time by showing that the cause of this

confusion arose from misapplication of both the differential scheme and the self-consistent

methods to problems incompatible with the true (and distinctly different) microstructures

implicit in each of these two theories. This insight was attained by noting that the implicit

microstructure of the solid constituent of an aerogel is compatable with that anticipated

when using the differential effective medium approach (Norris, 1985; Avellaneda, 1987) for

the elastic analysis. Similarly, the microstructure of a granular-like material such as fused-
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glass beads is very similar to that being modeled by a self-consistent-style of analysis (Milton,

1985). Thus, a long-standing point of confusion in the effective medium theory literature

was successfully resolved in the area of elastic-composites modeling simply by being careful

to apply the theory with the most compatible implicit microstructure to each problem of

interest.

An entirely analogous situation arises in the area of electrical conductivity modeling.

There has been great success in modeling electrical (and also dielectric) behavior of granular

media saturated with conducting fluids using (again) the differential effective medium scheme

(Sen et al., 1981; Norris et al., 1985; Zimmerman, 1991; Berryman, 1995). The point to

be emphasized here is that the pertinent microstructure of granular materials saturated

with conducting fluids is completely analogous to that of the elastic aerogels in the elasticity

application: in the elastic context, both the role and the actual shape of the solid component

(which supports the elastic stresses and strains) is very similar geometrically (e.g., completely

analogous) to that of the conducting fluid in the pores of a granular material. So it seems

very natural to imagine that the same type of theoretical approach (the differential scheme

in particular) should work for both these applications, even though the physical contexts

are quite different (elasticity versus electrical conduction). The implicit assumptions of the

differential scheme are nevertheless virtually the same in these two cases. Our experience

with modeling Archie’s law in the geophysical context is that the differential scheme works

very well, and does so at the small scales associated with Archie’s law and borehole analysis

because the theory and the physical problem both do have compatible microstructures.

However, the microstructure of an aerogel-like material is usually not appropriate for

the applications of most interest to us in our present application. We are mainly trying

to model macroscopic fractures containing either a more highly conducting fluid than the

conductivity of the host (solid) medium, or (sometimes) possibly a more insulating fluid. So

a differential scheme is expected to be less likely to give good results than a self-consistent

scheme, based on perceived incompatibility (versus desired compatibility) of the respective

implicit microstructures.

Because we are treating fractures having one thin dimension and two large dimensions

throughout our following analysis, the main conducting paths in these systems will always

be along the directions of these two longer dimensions (unless the pore-fluid itself is more

insulating than the background). Also, if there happens to be a significant component of
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surface conduction present in addition to the conductivity of the main saturating fluid, such

components can be easily appended to the analysis by noting that the effective conductivity

in the long dimensions is clearly in parallel (and therefore very easy to model for planar

fractures) along with the main conduction paths being analyzed. In many cases, the surface

conduction should provide a relatively small added contribution (whenever the surface layer

itself can be assumed to be much thinner than the macroscopic fracture opening as should

normally be true). The surface conduction enhancement to the effective conductivity in the

two main directions of current flow for highly conducting pore-fluids is therefore expected

to make only a very small contribution in this geometry. (One obvious exception to this

scenario could be when the fluid in the fracture is very resistive, while there is also a very

conductive surface layer which might then dominate the overall system conductivity. We

shall not consider this special case further here.)

Related research along these lines continues to be developed (Berryman, 2009, 2010;

Milton, 2012), and so it seems most appropriate to our goals to incorporate such ideas into

the work presented here.

EFFECTIVE CONDUCTIVITY OF EARTH MEDIA CONTAINING MACRO-

SCOPIC FLUID-FILLED FRACTURES

In the following presentation, we will typically be considering a single type of background

conducting medium which will be labeled j = 0. There will also most often be three

mutually orthogonal sets of macroscopic fractures, labeled j = 1, 2, 3, each of which contains

the same type of conducting fluid. These sets of fractures may not however be present in

equal concentrations, and therefore the results established in this way can easily become

anisotropic. Deviations from our usual assumptions will be noted whenever appropriate.

While there could be many different orientations of conducting fractures present in a real

reservoir, it will become apparent that it is relatively straightforward to allow such general

conditions. However, our present effort is focused on showing how the method works in

some special cases while also demonstrating that the results obtained do satisfy a number

of reasonable constraints, including for example satisfying certain rigorous bounding results

for isotropic versions of the mostly anisotropic problems being considered.

Torquato (2000) (p. 462), Shafiro & Kachanov (2000), and/or Mavko et al. (2009) (pp.
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414–417) show — using Torquato’s notation — that the effective electrical conductivity of

a medium containing conducting ellipsoids can be expressed as:

3
∑

j=0

φj(Σe − σjI) · R(j,0) = 0, (1)

where Σe is the effective anisotropic (3 × 3 matrix or tensor) electrical conductivity of the

target medium, having host (i.e., background) scalar conductivity of σ0, and inclusions

all of which have conductivity σ2, but nevertheless are composed of differently oriented

fluid-filled fractures in our present application. The matrix I is the 3 × 3 identity matrix.

Volume fractions φ0 and φj are those of the host (0) and j-th inclusion (j = 1, 2, 3), where

φ0 +
∑

j=1,2,3 φj = 1, by which we simply mean that the host and these fluid inclusions

together fill the entire volume of space to be studied. The matrix

R(j,0) =

[

I +
σj − σ0

σ0
Aj

]

−1

(2)

is called the “electric field concentration tensor” for an inclusion of type-j in the matrix

material of conductivity σ0, and the matrix A is the depolarization matrix for ellipsoidal

inclusions defined in our Appendix, and in the references by Stratton (2007), and Torquato

(2002). Recall that R(j,0) is just equal to the identity matrix I if σj = σ0, which is the host

medium’s value of conductivity. So R(0,0) = I.

[Note: This first equation (1) in the paper is not our main result. It is a preliminary form

to be modified later in order to produce the self-consistent version which is the main new

result of this paper. Eq. (1) is actually one of several equivalent ways of writing the explicit

Maxwell approximation, which will also be discussed in more detail in a later section. One

important point however is to recognize now that here we are usually writing this Maxwell

approximation for oblate spheroidal inclusions, while the most referenced version of the

Maxwell approximation is normally written specifically for spherical inclusions.]

As explained in the Introduction, we limit consideration to some likely cases in which

the fractures of interest are oriented either vertically, or horizontally. (Other cases can

obviously be treated by rotating coordinates, but the possibilities quickly proliferate, and

so we will not pursue this complication here.)
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The diagonal depolarization tensor Aj has, for example when j = 3, the form:

A3 =











Q3

Q3

1 − 2Q3











, (3)

where, for oblate spheroids (which is the only type of ellipsoid considered at the moment,

but see a later section for discussion of the more general case), we have

Qj =
1

2

{

1 +
1

(c/a)2 − 1

[

1 − arctan(χa)

χa

]}

≡ Q, (4)

with

χ2
a = −χ2

c = (a/c)2 − 1, (5)

and α ≡ c/a ≤ 1, so that c is the short-axis length, while a is the length of the other

two axes for an oblate spheroid. When the spheroids all have the same aspect ratio, the

value of Qj = Q is actually independent of j because it depends only on the shape of the

ellipsoid — not on the fluid electrical conductivity σj within the ellipsoid, and also not on

the orientation of the ellipsoid itself. Examples of Q for some specific values of aspect ratio

α are: Q = 0.036916 for α = 0.05, and Q = 0.069604 for α = 0.10, and Q = 0.098712 for

α = 0.15.

If the oblate spheroid happens to be very flat, then a/c → ∞ and therefore the value

of Q → 0. (We never actually take this limiting process all the way to zero, because then

there would be no finite volume fraction to be associated with the fractures themselves,

and the model would then not be internally consistent.) Thus, only one significant diagonal

component in each of the Aj’s would survive in this limit, and this component has the value

of unity. It follows then, to a good approximation, that (2) for j = 3 implies the result in

this limit σ2/σ0 >> 1, corresponding to:

σ2R
(3,0) ≃











σ2

σ2

σ0











. (6)

This provides some further insight into the meaning of the electric field concentration matrix

(or tensor) and how it changes for the systems being studied here for different choices of the

conductivity ratio σ2/σ0 (being inclusion conductivity over host conductivity).
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While the scalar quantity Qj = Q itself is actually independent of the index j, the

location of the distinct matrix elements along the matrix diagonal of R(j,0) does depend on

the index j = 1, 2, 3 — which is thereby indexing the type of oblate spheroid, i.e., vertical-x,

vertical-y, or horizontal-z. [Note: We use x, y, z = 1, 2, 3 to index the axis of symmetry of

the oblate spheroids. The spheroids are termed “vertical” if one of the long dimensions is

vertical; or “horizontal” if both of the long dimensions are horizontal.] So we consider two

other distinct versions of (3), which are:

A1 =











1 − 2Q

Q

Q











, (7)

and

A2 =











Q

1 − 2Q

Q











. (8)

We see that the location of the diagonal element 1 − 2Q is determined by the value of j,

while the other two diagonal matrix elements are given by Q itself.

Clearly other orientations are possible and will need to be considered in practice, but for

a first pass through the theory and coding, we will consider only these simpler cases. For

TTI (tilted transversely isotropic) systems, x, y, z can take on different meanings (not truly

vertical and/or horizontal) within the tilted framework; while the math stays essentially

the same as what is being presented here, but having to deal in addition with a rotated

coordinate system.

The significance of these three matrices, A1, A2, A3, is easy to understand: The plane of

the ellipsoid in (3) for A3, is the horizontal or xy-plane, having axis of symmetry direction

z, which we take to be the vertical. In contrast, A1 has axis of symmetry x, while A2 has

axis of symmetry y. We will be assuming (for present modeling purposes) that all of these

ellipsoidal cracks are of the same basic oblate-spheroidal shape, but the volume fractions

φj of each of these three types of fluid-filled fractures (or cracks) may differ. For example,

we might have only vertical fractures. So, along with φ0 which never vanishes, A1 and A2

for example might have non-zero values of φ1 and φ2. Or there might only be horizontal

fractures in which case only φ3 (and of course φ0 ≡ 1 − φ1 − φ2 − φ3) would be nonzero. In

all cases, the total volume fraction must add up to unity, so
∑

j=0,1,2,3 φj = 1.
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For the most general case being considered here, Eqn. (1) may be replaced by

φ0Σe · R(00) = φ0σ0I + (σ2I − Σe) ·
3

∑

j=1

φjR
(j0). (9)

Recall that R(00) ≡ I. Also, note that we are assuming only one type of fluid constituent

at a time, so all three types of fractures contain fluid having the same value of conductivity

σ2. [Note: This assumption greatly simplifies the current presentation – which will become

complicated enough even so, but it is certainly not an absolute requirement of our general

approach.]

Using the notation just introduced, we can now rewrite the expression for (1), dividing

through by φ0, which gives:

Σe = σ0I +
1

φ0
[σ2I − Σe] ·

3
∑

j=1

φjR
(j0). (10)

Since Σe appears on both sides of this equation, we note that as written this is clearly an

implicit equation for Σe. One advantage of writing the equation this way arises from the

realization that the fractures occupy a very small amount of space, and so their total volume

fraction is quite small. Thus, for a very crude first approximation, we can assume that

Σe ≃ σ0I, (11)

plus terms of order φj/φ0 (relative volume fraction) times other terms depending on differ-

ences between host and inclusion conductivities. Clearly, this approximation is useless as a

stopping point, but it is nevertheless a helpful starting point for an iteration scheme based

on (10) — one that we expect will converge to the self-consistent result being sought here.

Note that for the final iterative scheme we will obtain, the value of the background “con-

stant” itself σ0 does not remain constant, because the background as seen by the individual

inclusions is changing on the average with each iteration, and in a cumulatively significance

way.

[Note: Another distinct type of approximation called the differential effective medium

(DEM) scheme could also be derived starting from an equation very similar to (10), but we

will not pursue this option here. We make this choice based on the implicit microstructure

known to be associated with this DEM approximation. [See Norris (1985) and Avellaneda
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(1987)], who show the microstructure is sufficiently different from the microstructure en-

visioned here that we expect the results to be somewhat less useful than the ones we are

considering. Also, see Sen et al. (1981) for isotropic examples.]

If we substitute (11) into the right hand side of (10), retrieve the result and then substitute

this result again into the same right-hand-side, and so on, then we have a well-defined

iterative process to find the effective Σe without having to solve directly the 3 × 3 matrix

equation implied by (10). [Some readers may prefer to solve this matrix inversion problem in

order to study explicitly the convergence characteristics of the iteration scheme. We prefer

not to do this mostly because the use of such an iterative scheme itself tends to emphasize

the reason for calling this method the Self-Consistent Scheme. Furthermore, the present

formula is not a fully self-consistent scheme yet since it is very important to update the

background conductivity σ0 → σ∗, as will be discussed at greater length later in the paper.]

We expect (and also find in practice) that this iteration scheme converges quickly in almost

all of the cases of interest, since by our assumptions σ2 is significantly larger than the

background σ0, but also the fluid-filled–fracture volume fractions satisfy: φ1 +φ2 +φ3 ≪ φ0.

So, for reasonable ratios σ2/σ0 (i.e., not differing too much from unity), each step in the

iteration sequence should not produce a drastic change, and therefore the remaining steps

are expected to produce a quickly converging result for the final value of Σe. However, if

the ratio σ2/σ0 is very large, additional care is required to obtain the desired accuracy.

The methods to be set out here include the Maxwell approximation and generalizations

of the Maxwell approximation [see Torquato (2002)] for the conductivity of this anisotropic,

fractured system. We can also produce other types of approximations, including self-

consistent, differential effective medium, and various other generalizations. But, for an

initial study of these systems, it seems wise to start with a simple choice of approximation

(when available), which the present choice surely is. The next two sections therefore elab-

orate on the Maxwell approximation method, and then in the section on Self-consistent

Generalization of the Method for Higher Concentrations of Inclusions we will

show how to modify the method to make it into one example of a self-consistent effective

medium theory for these same types of systems. These generalizations are not so important

for low concentrations of inclusions, but can become vitally important when the inclusions

are so dense that the field of each inclusion interacts in a significant way with the fields of

close neighbors. So the results also depend then in a significant way on the crack/fracture
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aspect ratio, as will be demonstrated.

Before embarking on our main studies here, one technical point of terminology should

be clarified. We will sometimes use the terms Maxwell approximation and non-interaction

approximation interchangeably in this paper. [Maxwell’s approximation is defined carefully

in the section entitled Explicit Formulas for Σe: The Maxwell Approximation which

follows two sections after this one.] While this choice of language is correct for all the cases

studied here involving fracture-shaped inclusions, it is not correct for some other shapes

of inclusions. In particular, for spherical inclusion shapes, many authors — including for

example Milton (2002) — have pointed out that Maxwell’s approximation actually turns

out to be identical to the results of Hashin-Shtrikman (1962) for coated spheres. Thus,

for such inclusion shapes and composite geometries it is not correct to describe Maxwell’s

approximation as a noninteraction approximation. But with this caveat duly noted, we will

nevertheless continue to use the terms Maxwell approximation and non-interaction approx-

imation interchangably within the confines of the present paper since we never consider

spherical inclusions directly in the present work.

SIMPLIFICATIONS FOR DIAGONAL CONDUCTIVITIES

Formula (10) is more general than is really needed to solve the special cases that we have

discussed explicitly so far. If the fractures are not all perfectly aligned with the coordinate

axes as they actually are assumed to be in the cases shown in Eqs. (3), (7), (8), then the

formulas for the Aj’s — and, therefore, for the R(j,0)’s — are no longer diagonal. But it is

clearly advantageous to consider these special cases: (a) because they could in fact happen

in practice, and (b) because they are so simple we can often write down formulas for the

results, which helps our insight.

To provide examples of the R(j,0)’s, we have:

R(3,0) =











1
1+[(σ2−σ0)Q3/σ0]

1
1+[(σ2−σ0)Q3/σ0]

1
1+[(σ2−σ0)(1−2Q3)/σ0]











(12)
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and

R(1,0) =











1
1+[(σ2−σ0)(1−2Q1)/σ0]

1
1+[(σ2−σ0)Q1/σ0]

1
1+[(σ2−σ0)Q1/σ0]











. (13)

The third case [i.e., R(2,0)] is easy to deduce from the forms of the two shown here. Rather

than showing the full result again, we will show instead a very useful approximate form

when σ2 >> σ0 (i.e., very conductive inclusion in a moderately conductive host), which is:

R(2,0) ≃
(

σ0

σ2

)











1
Q2

1
1−2Q2

1
Q2











. (14)

Our main point is that, since in all these cases the R(j,0)’s are diagonal, the effective

conductivity Σe we seek to determine must also be diagonal. We find easily that the final

result can then be written in several (all useful) equivalent forms, one of which is:

Σe = σ0I + (σ2 − σ0)
1

φ0

∑

j

φjR
(j0) ×

[

I +
1

φ0

∑

j

φjR
(j0)

]

−1

. (15)

Another alternative we make use of is:

Σe = σ2I + (σ0 − σ2) ×
[

I +
1

φ0

∑

j

φjR
(j0)

]

−1

. (16)

It has generally been found to be a good idea to start with the largest conductivity value and

perturb around that value, as convergence of our scheme is usually more rapid under these

circumstances. So Equation (16) is perhaps the most attractive of these formulas for very

conductive inclusions in a more resistive background medium, because it emphasizes the

influence of σ2, which is the conductivity of the fluid in the fractures. When the fluid con-

ductivity is high, the result (16) is then expected to be substantially more highly conducting

than the surrounding earth materials. This formula is also somewhat shorter to write, and

therefore easier to code. Alternatively, if the host is the most conductive component and

the inclusion conductivity is much smaller, then (15) may often be the preferred alternative.

Finally, note that both of these forms are entirely equivalent to (10).
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SOME EXPLICIT FORMULAS FOR Σe: THE MAXWELL APPROXIMATION

There is some remaining algebra needed to find a simple programmable formula for the

effective conductivity. However, this is all very straightforward, so the details will not be

shown here.

The final result is most conveniently written in terms of two constant scalar factors: A

and B. These factors are:

A−1 =
1

σ2 − σ0

+
1 − 2Q

σ0

, (17)

and

B−1 =
1

σ2 − σ0
+

Q

σ0
, (18)

where Q was defined previously in (4). Then, we find that

−(σ2 − σ0) ×
∑

j=1,2,3

φjR
j0 =











φ1A + (φ2 + φ3)B

φ2A + (φ3 + φ1)B

φ3A + (φ1 + φ2)B











,

(19)

and, therefore, the Maxwell approximation for Σe is given explicitly by

Σe = σ2I − φ0(σ0 − σ2)
2 ×











D

E

F











, (20)

where

D−1 = φ0(σ2 − σ0) + φ1A + (φ2 + φ3)B,

E−1 = φ0(σ2 − σ0) + φ2A + (φ3 + φ1)B,

F−1 = φ0(σ2 − σ0) + φ3A + (φ1 + φ2)B.

(21)

With these definitions, we see that the formula (20) reduces correctly to Σe = σ2I if φ1 =

φ2 = φ3 = 0, as it should. If σ2 → σ0, both A and B approach (σ2 − σ0), so D, E,

and F all approach 1/(σ2 − σ0), and therefore Σe → [φ0σ0 + (1 − φ0)σ2]I. This limit is

exactly the Wiener (1912) upper bound on conductivity for these systems [see the section

on Approaches to Validation of Effective Medium Formulas (two sections on) for

more discussion], and it is also what would be expected for conductors in series, or resistors

in parallel. So this result clearly has the right ultimate limit as φ0 → 1.
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To gain some further insight into the meanings of these formulas and the significance of

the Maxwell approximation, consider an example for brine-filled fractures in a typical sand

environment with σ2/σ0 ≃ 0.003 to 0.3. Then, A ≃ σ0/(1−2Q) and B ≃ σ0/Q. If Q ≃ 0.01

or less (as might be consistent with a flat crack geometry), then the only terms in (21) that

survive having any significant magnitude are the leading terms, all of which give the same

result ≃ φ0(σ2−σ0), together with the terms proportional to B ≃ 100σ0 — which may often

(but not always) be negligible, since σ0/σ2 typically may be small (≃ 0.003 to 0.3). Then,

we find that

D ≃ 1

φ0(σ2 − σ0)

[

1 − σ0

φ0(σ2 − σ0)

(

[φ2 + φ3]

Q
+

φ1

1 − 2Q

)]

, (22)

together with analogous (i.e., permuted) expressions for E and F . The last term on the

right side of this expression is generally negligible because (1− 2Q) >> Q. These facts lead

to the conclusion that (20) is nearly isotropic, and has a value not very different from the

isotropic σ0 value, so that

Σe ≃ σ0I +

(

σ0

φ0Q

)











(φ2 + φ3)

(φ3 + φ1)

(φ1 + φ2)











. (23)

We mean by this statement to emphasize only that it is much closer to the background

value σ0 than to inclusion value σ2 in all three directions. [Note that the factor of Q in

(23) guarantees a substantial correction, which can in some cases be on the same order

as σ2/σ0 ≃ 0.03.] This result is only somewhat larger than the host value σ0 due to the

presence of the highly conducting inclusions, but curiously the formula is still independent

of the actual value of σ2. There is nevertheless an enhancement in the conductivity due to

the small value of Q in the denominator of the second term. These results are definitely not

the end of our story, but they tell us that a good starting approximation to the final result

will nevertheless be Σe = σ0I, plus these smaller anisotropic corrections.

If σ2 >> σ0 (as is being assumed either for conductive brine inclusions in a basalt or

for a dry sand host) and the volume fraction of fractures remains small, then the effect of

the inclusions is felt more strongly through the decrease in the volume fraction associated

with σ0 than with the actual value of the fluid conductivity σ2 itself. This fact will prove to

be very useful to us in the following sections concerning self-consistent extensions of these

results.
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Another important feature of (23) that should be emphasized is that diagonal components

of the matrix displayed here can all be written in the general form: (φ2 −φj), where j is the

index of particular diagonal matrix element (and where the total porosity is φ2 ≡ φ1+φ2+φ3).

This behavior is the result of the contributions to conductivity in the j-th direction coming

specifically from the other two fracture sets, i.e., the ones whose axes of symmetry are

orthogonal to the j-th direction. These same types of permuted contributions to the electrical

behavior will be observed for the more sophisticated theories developed in the following

sections. This type of behavior is of significance in all our final results, because we find that

these systems have a tendency to average themselves out — thus becoming more isotropic

in their overall behavior than might be expected from the range of values found in the

respective porosities φ1, φ2, and φ3. In particular, the diagonal matrix elements in (23) can

all be written in the form (φ2 − φj) for j = 1, 2, 3, respectively, showing that the leading

contribution in each element is the total porosity – thus, providing an explicit example and

a partial clarification of this observed averaging behavior.

Finally, we should emphasize that the absence of contributions from σ2 in (23) is strictly

a low-volume fraction, noninteraction approximation result. In contrast, we will find strong

contributions from the fluid electrical conductivity in our later results.

SELF-CONSISTENT GENERALIZATION OF THE METHOD FOR HIGHER

CONCENTRATIONS OF INCLUSIONS

We will now introduce a different generalization of the proposed method that will permit

its use in cases of higher concentrations of good conductors in a more insulating background

medium. The value of this alternative approach is greatest when the sum of all the volume

fractions of the more highly conducting inclusions is large. One general rule of thumb is

that a self-consistent method should surely be considered if φ1 + φ2 + φ3 ≥ 0.5, because

then the interactions among all the inclusions must be important. But we can also test the

importance at smaller volume fractions by first formulating the self-consistent theory, trying

it at increasingly higher inclusion concentrations, and then noting when the results start to

deviate significantly from the results for noninteracting inclusions. This procedure will be

the one followed in our examples.

Before traveling this path, we should perhaps provide an explanation of why we are choos-
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ing one approach instead of some other well-known method such as the differential effective

medium (DEM) scheme (Sen et al., 1981; Norris, 1985; Norris et al., 1985) that has been

used extensively for generally isotropic electrical/dielectric problems previously. The two

main methods usually considered are the self-consistent (SC) or — more specifically — the

CPA (coherent potential approximation), versus the DEM approach. Both of these classes

of methods are known to be realizable, by which we mean that the method of generating

the numerical values is consistent with an actual possible microstructure (though not neces-

sarily the microstructure we want!). Milton (1985) demonstrated realizability for CPA and

Avellaneda (1987) demonstrated realizability for DEM. This realizability condition, once

proven, gives users confidence that the method does not ever give absurd results.

The values coming out of such a realizable theory will always be physical, by which we

mean they lie within or on the known rigorous bounds. The point for us now is that these

two methods, although both are realizable, do not correspond to the same microstructures.

(Since they clearly do not give the same results, this fact provides one sensible way of

distinguishing the method of choice.) We need to choose carefully which of these two (or

among others if others were available) to use for our particular application. For example,

it is known in the elastic modeling context (Berge et al., 1993; Berryman and Berge, 1996;

Berryman et al., 2002) that the CPA or SC method tends to correspond to a material like a

sandstone or sintered glass-bead structure (in which pores may be connected or unconnected

depending on grain shapes and overall porosity content), while — in contrast — the DEM

tends to correspond to an aerogel type of structure, having thin filaments of solid and

connected pore-space at all volume fractions.

So, the approach we now choose is a common one (Stroud, 1975; Torquato, 2002) for

generalizing noninteracting approximations to self-consistent approximations. The concept

is this: we assume that each bit of conducting material in the medium of interest is actually

imbedded in the effective (now self-consistent) overall anisotropic (matrix) conductivity Σ∗.

We use the ∗ superscript to designate the self-consistent (or SC) approximation. Then

equation (1) becomes
3

∑

j=0

φj(Σ
∗ − σjI) · R(j∗) = 0, (24)

and equation (2) becomes

R(j,∗) =

[

I +
σj − σ∗

σ∗
Aj

]

−1

, (25)
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which is now called the electric field concentration tensor for an inclusion of type j in the

matrix of (average) isotropic conductivity σ∗.

Note that we are now making one further approximation in (25) by introducing an average

isotropic σ∗, which is defined by

σ∗ ≡ 1

3
TrΣ∗ =

σ∗

1 + σ∗

2 + σ∗

3

3
, (26)

where

Σ∗ =











σ∗

1

σ∗

2

σ∗

3











. (27)

It is not immediately obvious that this approximation is legitimate; however, the final cal-

culations in the previous section on Explicit Formulas for Σe: The Maxwell Approxi-

mation that lead to (23) have shown explicitly that these results, for relatively low volume

fractions of such fractures in an isotropic host medium, will in fact be close to isotropic to

a very good first approximation. In particular, we see that (23) implies:

σ∗ ≃ σ0

[

1 +
2

3φ0Q
(φ1 + φ2 + φ3)

]

= σ0

[

1 +
2

3φ0Q
(1 − φ0)

]

. (28)

When we need to distinguish this approach from a fully self-consistent method (i.e., one

that starts by assuming the background medium is itself anisotropic and then carries out the

fully anisotropic self-consistent calculation), we will call the present approach the “weakly

self-consistent approximation” and its more rigorous alternative the “fully self-consistent

approximation.” We treat only the weakly self-consistent approximation in this section, but

generalize to the fully self-consistent approximation in the section on Worked Example

for Three Distinct Fracture Sets.

For further clarification, when j = 0, the diagonal depolarization tensor A0 associated

with the background (host) material has the form:

A0 =
1

3
I, (29)

because we have chosen to treat the host medium as if it were composed entirely of conducting

spheres of all sizes as is required in order to fill up the space not occupied instead by the

fractures filled with either higher or lower conductivity fluid. This approach is justified in

part both because it is very convenient, and also because it is completely in line with the
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model we are using. This fact follows because the host medium is assumed to be isotropic,

and also because a truly isotropic medium can be decomposed into isotropic chunks of any

shape (or size) we might choose. The spherical shape is surely the most convenient choice to

make, and it is also one of the most commonly studied cases in all effective medium theories.

So this case can be considered to be very well-understood.

The method just described has been implemented, and gives reasonable estimates of the

anisotropic conductivity, but it can also take many iterations to converge. Even so this is

not much of a drawback, since this process still takes very little computational (or real user)

time. We will present some alternative methods later in the paper that can also be used to

help to validate the self-consistent method as presented here for the anisotropic case.

Although it would be natural to present some examples of the methods just discussed

at this point in the paper, it will prove beneficial to delay such results until the section on

Crack Density Analysis, where we can make more comparisons. For now, we need to

develop some other ideas first, so we can take full advantage of the concept of crack density

(soon to be introduced here) in the presentation of some of the following illustrations.

APPROACHES TO VALIDATION OF EFFECTIVE MEDIUM FORMULAS

So far we have presented methods for computing effective medium estimates of electrical

conductivity for systems having sets of oriented conducting-fluid–filled fractures, all having

the same shape (oblate spheroids) and the same aspect ratio. This situation is not expected

to be totally realistic in the earth, but it is important for us to study this case first so

we can find useful and meaningful ways to validate this class of methods and results. One

known means of accomplishing this validation goal would be to resort to full-scale numerical

modeling. However, we are attempting to avoid that approach here by developing some less

computationally intensive methods, especially by making use of known rigorous bounds. But

this method is also somewhat problematic since the majority of the known bounds (except

for layered materials) are generally written down only for overall isotropic composites. So

one way to check our results within the same sets of computations that we are already

defining and implementing here is to consider cases that do reduce to isotropic results so

they can then be checked relatively easily. The results in some cases are therefore cast in

a way to make comparisons to such rigorous bounds on conductivity for random — but
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isotropic — composites.

There are presently two distinct types of known conductivity bounds (Torquato, 2002,

p. 557): Wiener (1912) bounds and Hashin-Shtrikman (1962) bounds on the conductivity.

[Also see Brown (1955) for a pertinent review and discussion of the limitations of the earlier

methods.] The Wiener bounds are simply the arithmetic (upper, +) and harmonic (lower,

−) means, respectively, of the constituent conductivities based on volume fractions:

σ+
W = φ0σ0 + φ2σ2, (30)

and

σ−

W =

(

φ0

σ0
+

φ2

σ2

)−1

, (31)

where φ0 + φ2 = 1. So these are very easy to implement.

The Hashin-Shtrikman bounds on conductivity for three-dimensional isotropic composites

with only two constituents are:

σ+
HS = σ+

W − φ0φ2(σ0 − σ2)
2

〈σ̃〉 + 2σ2
, (32)

and

σ−

HS = σ+
W − φ0φ2(σ0 − σ2)

2

〈σ̃〉 + 2σ0
, (33)

where

〈σ̃〉 ≡ φ0σ2 + φ2σ0. (34)

Neither of these pairs of bounds (Weiner and Hashin-Shtrikman) distinguishes between

host and inclusion phases, both phases being treated equally. But in our present modeling,

we consistently treat σ0 as the host (i.e., the earth medium within which inclusions are

imbedded), and σ2 as the inclusion phase (i.e., conducting fluid in the fractures). So for

highly conductive inclusions we typically have σ0 << σ2, while σ2 << σ0 for the highly

resistive inclusions, and φ2 < φ0 (inclusions occupy a significantly smaller volume than the

host) in all our modeling examples. These restrictions on the conductivity values are the

reasons for the explicit σ2 contribution in the denominator of (32) and also for the explicit

σ0 contribution in the denominator of (33). If instead σ2 < σ0, then the stated roles of (32)

and (33) are reversed.

For the oriented inclusions in our earlier modeling examples, we treated all the inclusions

as having the same aspect ratio, but possibly having different volume fractions. To bring this
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modeling into line with these rigorous bounds, what we need to do now is set the three volume

fractions of the inclusions equal to each other so that φ1 = φ2 = φ3 and φ2 ≡ φ1 + φ2 + φ3.

And, of course, then we also have φ0 = 1 − φ2. Having equal concentrations of the each of

the three types of oriented (x,y,z-axes of symmetry, respectively) guarantees that the model

will produce an overall isotropic conductivity model. So these computed results can then be

compared directly with the (presumably) rigorous bounds.

Examples follow in Figures 1, 2, and 3. The units of the ordinate in all the Figures has

been normalized so as to cover the range of values expected from that of highly ionized sea

water σ ≃ 5 S·m−1 to that of deionized water having σ ≃ 5 × 10−6 S·m−1.

In related work we have found that, for very small aspect ratios such as α = 10−5, the

SC estimates are important all the time. Except for this warning and the following very

brief discussion, we will not be reporting on this additional work in detail here. When

the fractures have such small aspect ratios, we deduce that the reason for this result is

that the fracture number density then becomes very high and the fracture relative spacing

correspondingly becomes very low for a fixed value of porosity, but decreasingly small aspect

ratio. So self-consistency becomes very important in order to account approximately for the

many close interactions among the numerous small-aspect-ratio fractures.

The cases considered in greater detail here range from α = 0.05 to 0.15. For α1 = 0.05,

SC is important for φ2 ≃ 0.01 and higher. For α2 = 0.10, SC is important for φ2 ≃ 0.03 and

higher. For α3 = 0.15, SC is important for φ2 ≃ 0.06 and higher.

The most important general observation to be made about Figs. 1–4 is this: neither the

Wiener nor the Hashin-Shtrikman bounds depend on the actual shapes of the inclusions,

while clearly both the Maxwell (noninteraction) estimates and the self-consistent estimates

do depend significantly on these inclusion shapes. Thus, as formulated, the results depend

on two distinct types of parameters: porosity and aspect ratio. One natural question that

we can consider then (and the section on Crack Density Analysis will treat this issue

in detail) is whether or not it might be possible to reduce the number of independent

parameters. This issue leads to a discussion of the crack density parameter (i.e., porosity

divided by aspect ratio), which is also elaborated further in the section on Crack Density

Analysis. Note that the crack density concept was introduced into the geophysics literature

by O’Connell and Budiansky (1977), and earlier in the context of conductivity modeling by

Bristow (1960).
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RESULTS FOR RESISTIVE INCLUSIONS

Results for contrasting cases having inclusions that are more resistive (less conductive)

than the host medium are presented in Fig. 5. The results shown are only for the Maxwell

approximation. Results for the self-consistent approach have also been tested for these same

cases, but the SC results appear to be generally unsatisfactory. The most obvious problem

is that, for cases having crack density ρc = φ/α ≥ 0.2, we have found that the iteration

scheme for the SC method actually does not ever converge. For values of ρc < 0.2, the SC

approximation does converge, but the result obtained is always the same for all porosities and

it is more conductive than that of the of host medium. This result is not therefore reasonable

on physical grounds, because introducing less conductive material into the composite cannot

make the composite more conductive. These results do not necessarily imply that there is

no self-consistent scheme that will work for these problems – only that we have not found a

workable scheme so far. Therefore, we do not recommend use of the present self-consistent

method for resistive inclusions in a more conductive background medium.

A likely reason for the convergence problems observed in this case has to do with the use

of the approximation (26) in (25). When the inclusions are highly conducting, this approxi-

mation leads to satisfactory results, since then some thin highly conducting fractures do not

significantly affect the overall system conductivity in the directions perpendicular to these

conducting planes. However, when the inclusions are highly insulating, this approximation

does significantly perturb the overall system behavior, since it makes little difference how

thin (as long as this thickness remains finite) the fractures are if their saturating fluid is

either a non- or a very poor-conductor. The result is then dominated by this approximation,

and so it is not recommended for such cases having insulating fluids in the fractures.

Until a more universally acceptable SC scheme can be formulated for these cases, we

recommend instead using the Maxwell approximation for this subset (resistive inclusions

in a more conducting host) of problems. The results obtained with this Maxwell method

seem perfectly reasonable on physical grounds, and should be useful estimates as long as

the volume fractions do not become unreasonably large. The Maxwell approximation is

a perturbation result, and therefore requires “small” (in some sense that is not always

immediately obvious how to quantify) volumes of inclusions for it to be valid. So where very

large volume fractions of inclusions are present, this method should not be used, and we do
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not have a suitable alternative (short of full-blown computer modeling) to suggest at the

present time.

CRACK DENSITY ANALYSIS

The curves plotted in Figs. 1–3 have been displayed as a function of the volume fraction of

the highly conducting fluid inclusions. The results show that there is no universal behavior

in evidence when the results are studied and presented this way. Next we have two important

parameters to consider: (1) the volume fraction and (2) the aspect ratio of the cracks. It

has been found useful in studies of other physical systems to recognize that there is another

way to display these curves in a more robust and universal form, namely by treating the

curves as functions of a single parameter. One good choice for this single parameter has

been shown by Bristow (1960), O’Connell & Budiansky (1973), Hudson (1981), Shafiro &

Kachanov (2000), Grechka (2005), Grechka and Kachanov (2006a,b), and others including

(Berryman & Grechka, 2006; Berryman, 2007; Berryman, 2008; Aydin & Berryman, 2010)

to be the crack density, defined (for example) by the ratio ρc ≡ φ/α. [This particular choice

of definition for ρc is not universal, as some authors prefer to include additional numerical

factors. Hudson (1981), for example, defines a crack density parameter for applications to

elasticity by ρe ≡ 3ρc/4π, which differs from our present choice of definition for conductivity

applications only by a constant factor of 3/4π. Any of these (and some other) common

choices for the definition of crack density is equally valid as long as each is used consistently,

and not confused with one of the other viable choices.]

The fundamental idea behind all these choices of crack density parameter is that each

crack contributes to the overall electrical behavior in a way that depends more importantly

on the number of cracks than it does on the total volume occupied by the cracks. [A simple

analog description might be to say that these fluid-saturated cracks act somewhat like thin

electrically conducting wires in a resistor network, where the detailed geometry of individual

“wires” themselves is not as important as such simple measures as the length and the cross-

sectional area of these “wires.”] In fact the crack density concept was first introduced for

electrical conduction problems by Bristow (1960) and only later for applications to elasticity

by O’Connell & Budiansky (1973). See Berryman (2008) for some further discussion of these

relationships.
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To test the idea, we now replot the results in Figures 1 and 2 in the way suggested. Figure

3 shows the replotted results for the Maxwell (noninteraction) approximation. Here we see

that the results do in fact seem to fall along a more universal curve than they did before.

Figure 4 shows the replotted results for the self-consistent approximation. Here we see that

the results for smaller porosities and also smaller crack densities still line up well, as they

did in Figure 3.

[Another case treated (but not discussed in detail here) having very small aspect ratio

(α1 = 10−5), shows that the resulting curve does not line up at all well with these other

curves. One possible explanation for this misalignment is related to the fact that the strong

interactions observed in this case led to the conductivity estimates being slightly higher than

the Hashin-Shtrikman upper bounds, though still remaining below the Wiener bounds. This

behavior seemed to indicate that this limit is very tightly constrained in its range of reliable

values, and therefore we concluded this case was too extreme to be discussed further here.

We had considered this case initially to provide one test of the limits of the various theories

considered, and indeed we seem to have succeeded in finding some of those limitations.]

It may also be worthwhile to note that the arguments usually made concerning the im-

portance of the crack density have typically been used for cases where the cracks themselves

were actually voids. Thus, for the case of elastic analysis, these empty cracks are holes,

maximally weakening the overall response to elastic compression and extension. Similarly,

for electrical analysis, empty cracks are essentially perfect insulators, and electrical current

must flow around these obstacles. What has been shown here for the most part is the re-

verse situation, where the cracks are more highly conducting than the surrounding material,

and is showing that the analogous process is also true in which the current tends to be

focused more tightly through the conducting fluid-filled cracks; and the concept of the crack

density ρc = φ/α again captures the main behavior of the system in many (but not all)

circumstances. Also see Rocha & Acrivos (1973a,b) and Chen (1976) for further discussion.

The curves in the three Figures 6–8 present the results of nine distinct numerical ex-

periments. The point of these displays is to show how each of the diagonal components

of the conductivity matrix can vary with crack density defined as ρc = φ/α. To pro-

vide some control (so we are comparing objects being somewhat alike), the three cases

considered all have the same total porosity: φ2 = φ1 + φ2 + φ3 = 0.333. For the

first case (Fig. 6), we have: (φ1, φ2, φ3) = (0.022, 0.111, 0.200). For the second case

26



(Fig. 7), we have: (φ1, φ2, φ3) = (0.089, 0.111, 0.133). For the third case (Fig. 8), we

have: (φ1, φ2, φ3) = (0.067, 0.111, 0.155). The resulting models are clearly anisotropic since

σ∗

1 6= σ∗

2 6= σ∗

3 , etc., in all three cases. Figure 6 shows the diagonal component σ∗

2 ; Figure 7

plots the diagonal component σ∗

1 ; and Figure 8 plots the diagonal component σ∗

3. We end up

with nine different numerical experiments because, in addition to variable volume fractions

φj, we also have variable aspect ratios: α1, α2, and α3.

The main message here is that, in Figures 7 and 8, we see almost linear variation of the

conductivities σ∗

j when plotted versus crack density ρc, which is directly proportional to

porosity φ for fixed aspect ratio. Behavior in Figure 6 however appears to be quite different,

but porosity φ2 = 0.111 is constant, and so the only variable is aspect ratio α. The behavior

in Figure 6 is therefore actually completely consistent with that of the other two Figures in

this set, since each cluster of three points has exactly the same porosity, aspect ratio, and

crack density. This shows again (and the result is especially clear in Figure 6) that crack

density is a good (but not perfect!) measure of the most important dependencies contained

in φ and α. Total observed spread in these plotted values is about 2 out of 200, so this

indicates a 1% error is typical for these particular examples. Errors of this small magnitude

are usually well tolerated in typical applications to earth systems.

If we wanted to claim that different models having the same crack density also have about

the same conductivity, the Figure 6 shows in this fashion that the quantitative error of such

a qualitative assertion is about 1% (at least in these examples).

The crack density approach is certainly not the only possible way analyze data of this

type. Another useful approach (which we will not discuss here) as developed by Herrick

and Kennedy (1994) introduces a measure of electrical efficiency that is also related to pore

geometry and tortuosity of the highly conducting phase.

FURTHER GENERALIZATIONS: ANISOTROPIC MAXWELL APPROXMA-

TIONS

Some of the models that have been presented might seem rather inflexible. In particular,

we have considered so far only cases with sets of fractures wherein all the fractures are

oblate spheroids having the same aspect ratio. A more versatile model is surely of interest

for general field applications, and this section will discuss various types of generalizations
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that are possible within the framework already discussed. Two types of generalizations will

be treated: We consider alternatives such that (1) all three types of fractures (two vertical

and one horizontal) are still oblate spheroids, but possibly having different aspect ratios;

and/or (2) two of the three fracture sets lie at oblique angles to each other (being neither

exactly parallel nor exactly perpendicular).

Three (or more) different aspect ratios

Having different aspect ratios in the various fracture sets is clearly both possible, and

even very likely to happen in practice. In fact, this generalization of the presented model

is both very easy to introduce and also easy to execute in computer code. (For this first

exercise, we still assume that all three fractures sets are mutually orthogonal but consider

violations of this constraint in the next subsection.)

Recalling the forms of Eqs. (3), (4), and (5), we see that a generalization permitting dif-

fering aspect ratios is entirely straightforward. We still assume that the fractures themselves

are oblate spheroids, but there is no difficulty involved in assuming that there are three (or

quite possibly many more — and therefore a distribution of aspect ratios would need to be

considered) distinct aspect ratios present, so that (4) and (5) are replaced by:

Qj =
1

2

{

1 +
1

(cj/aj)2 − 1

[

1 − arctan(χaj)

χaj

]}

for j = 1, 2, 3, . . . , (35)

where

χ2
aj = (aj/cj)

2 − 1. (36)

Limiting the present discussion to only three distinct types, and then making use of these

values, we have:

A1 =











1 − 2Q1

Q1

Q1











, (37)

A2 =











Q2

1 − 2Q2

Q2











, (38)
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and

A3 =











Q3

Q3

1 − 2Q3











. (39)

We are still assuming that the fractures are conveniently aligned with respect to the xyz-

axes. If this is not the case, then — for whichever set or sets of fractures are misaligned —

we need to rotate the corresponding Aj (by which we mean that Aj becomes a full matrix

having six distinct nonzero components, rather than a diagonal matrix having only three

nonzero components), so it has the proper orientation relative to the external coordinate

axes. We shall not pursue these complications here, but they are straightforward to handle

in code.

To obtain the pertinent explicit (Maxwell) formulas for the conductivity, we need to

generalize (17) and (18) so that, for j = 1, 2, 3:

A−1
j =

1

σ2 − σ0

+
1 − 2Qj

σ0

, (40)

and

B−1
j =

1

σ2 − σ0
+

Qj

σ0
, (41)

where Qj was defined previously by (35) and (36). Then, we find that

−(σ2−σ0)
∑

j=1,2,3

φjR
j0 =











φ1A1 + φ2B2 + φ3B3

φ2A2 + φ3B3 + φ1B1

φ3A3 + φ1B1 + φ2B2











(42)

and, therefore,

Σe = σ2I − φ0(σ0 − σ2)
2 ×











D̃

Ẽ

F̃











, (43)

where

D̃−1 = φ0(σ2 − σ0) + φ1A1 + φ2B2 + φ3B3,

Ẽ−1 = φ0(σ2 − σ0) + φ2A2 + φ3B3 + φ1B1,

F̃−1 = φ0(σ2 − σ0) + φ3A3 + φ1B1 + φ2B2.

(44)

This result gives the anisotropic Maxwell approximation and is clearly a very minor variant

of the results obtained earlier in (20) and (21) for the isotropic Maxwell approximation.
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As will be discussed more fully later, the formula (20) can be used together with self-

consistent estimates in certain types of sequential upscaling schemes. But some care in its

use is required to avoid nonconvergence. In particular, since this formula is in fact a Maxwell

approximation, it has some implicit assumptions about the smallness of the inclusion volume

fractions, and also concerning the ratio of the background conductivity σ0 to the inclusion

conductivity. Care should be taken so that these assumptions are not violated within a

complicated sequential estimation scheme.

In following subsubsections on VTI or TTI symmetry and Three or more distinct fracture

sets, we discuss methods of treating nonisotropic overall conductivities using variants of these

formulas when either two distinct or three distinct fracture sets are preesent, respectively. In

subsubsection on Some upscaling approximations to avoid, we discuss an important special

case of these formulas when σ0 → σ2.

VTI or TTI symmetry

One special case important to consider has two orthogonal crack sets with the same

porosity and the same aspect ratio, but the third set is different from these other two.

Common examples of this situation are VTI or TTI symmetries. (a) For VTI (vertical

transverse isotropy), two vertical sets of fractures are orthogonal to each other, but otherwise

the same, having the same overall porosity and the same aspect ratio oblate spheroidal

cracks. The third set of cracks in this case, which is assumed to consist of horizontal

cracks then results in VTI symmetry, and will often have smaller porosity due to having

smaller crack aspect ratios than the other two. This situation may be caused in part by

the overburden pressure which will often tend to open the vertical cracks while at the same

time tending to close any horizontal cracks. (b) For TTI (tilted transverse isotropy), the

geometry is almost the same, with the axis of symmetry not being vertical, but rather tilted

at some angle to vertical. Thus, tilted transverse isotropy can be modeled using exactly

the same codes, etc., but at the last step, we will need to orient the results so the axis of

symmetry is at the correct (tilted) angle to the vertical.

In the section A Self-consistent Generalization of the Method for Higher Con-

centrations of Inclusions, we proposed an approximate method for dealing with generally

anisotropic systems. This approach involved averaging the effective constants via (26). This
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method is expected to work well enough if the overall anisotropy is small in magnitude,

deviating only somewhat from an isotropic system. If instead the system is very anisotropic,

as it might well be in a VTI system (for example), then it will surely be worthwhile to

consider other options. One obvious alternative is to pursue large scale first-principles code

calculations. And such efforts could also be used then to provide additional validation to

effective medium approaches, including the present ones. We might also attempt to work

through a more general effective medium approach than the one presented herein, but such

efforts must also remain in the category of future work for now.

We developed the main ideas in the preceding section on Results for Resistive Inclu-

sions in order to prepare the way for what must be done to solve the present problem in

a practical way. The key issue making this problem especially difficult is this: We do not

have simple results at the present time for constructing good approximations to the overall

behavior of conducting systems when the background medium is itself anisotropic, while

at the same time the concentration of the fractures is sufficiently large that self-consistent

methods are required. In some sense, we have already solved the noninteracting problem

for mixed volume fractions of oriented conducting fractures in all three main directions. So

it is only the interacting problem that we still need to solve; and the problem we encounter

with this setup is that we do not have results yet for the quantitative effects inherent in

imbedding an oriented conducting fracture in an already anisotropic background medium.

And we really must have such a result to do the self-consistent calculation correctly. At

some future time we may have such a result, but at the moment we must find some viable

means of avoiding this step. So the question is what else can we do at present?

Suppose we have either two or three very different sets of fractures present. From the

results of the section on Results for Resistive Inclusions, we know that each of these

sets of fractures can be well characterized by a single independent variable which is the crack

density ρc = φ/α. This idea works very well in general for the noninteraction approximation

(Maxwell), but also for the self-consistent approximation (SC) when using values of ρc (< 2

or 3, for example) that are not too extreme. Now, let us suppose we can choose one of these

oriented fracture sets having the smallest ρc, and call this value ρ
(1)
c . Then we can do a

computation to determine what the effective isotropic conductivity would be for a system

containing only this type of fracture in the background medium σ0 in all three orientations.

Next we can make use of the resulting isotropic conductivity σ∗

1 as the new background value
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for the other two fracture sets. But now we can also reduce the effects of the anisotropy

due to these other two fracture sets by subtracting off the crack density value ρ
(1)
c = φ1/α1

(the meaning of the numbers 1, 2, 3 in relation to the physical coordinate system is arbitrary

here) from those of the other two conductivities ρ
(2)
c and ρ

(3)
c . The results are:

0 ≤ ∆ρ(2)
c =

φ2

α2
− φ1

α1
=

∆φ2

α2
=⇒ ∆φ2 = φ2 − α2ρ

(1)
c , (45)

and

0 ≤ ∆ρ(3)
c =

φ3

α3

− φ1

α1

=
∆φ3

α3

=⇒ ∆φ3 = φ3 − α3ρ
(1)
c , (46)

which define the new values of effective porosities ∆φ2 and ∆φ3 that we will need to use

in the final self-consistency calculation. Equations (45) and (46) also make clear why it is

important to choose the smallest value ρc as the one to use for the first step, since it is not at

all a good idea to use negative porosity changes ∆φ2 and ∆φ3 in the self-consistency method.

Also, the equations (45) and (46) guarantee nonnegative ∆’s if a correct ρc (minimum) value

is used in the isotropic background calculation.

In concept, we expect this method should work well because we are assuming that all

three fracture sets contain the same pore-fluid, thus having the same fluid conductivity σ2.

The point of this exercise is that the rock conductivity background value σ0 is typically

many orders of magnitude smaller than the conductivity σ2 of the fluid in all the fractures.

By moving the contribution of the isotropic background material from that of the host

conductivity value σ0 (which is very small) to that of the effective conductivity value σ∗

1

(which is much closer to the expected final result), we should have greatly reduced the need

for the self-consistent approximation (thus making the final SC calculation easier/quicker

to converge). This approach may have also largely eliminated the need for some other

previously discussed technical results (i.e., such as embedding anisotropic inclusions in an

anisotropic background, as mentioned previously) that have not yet been treated. (This

issue can only be properly resolved by carrying through the harder anisotropic background

calculation. Such work is currently at the planning stage, but beyond the scope of the

present paper.)
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Three or more distinct fracture sets

The method developed in the previous subsection for cases having only two sets of distinct

types of fracture sets is clearly general enough to be applied to systems of three or more

distinct fracture sets of the types that we have been discussing. The only general concerns

with this approach are: (1) that the fluid in all the fracture sets needs to be same (if this is

not true then further generalization will be required, but this is not being considered in the

present work), and (2) that all the crack densities should not be much higher than about

3. The saturating fluids must have the same conductivity in order for the subtractions in

(45) and (46) to make sense in this logical framework. And the crack densities should not

be much higher than about 3, because of the results shown in Figure 5, where the effects of

cracks for the smaller values of ρc < 1 are seen to depend effectively only on crack density

ρc, as was anticipated.

Some upscaling approximations to avoid, and other potential problems with convergence of the

method

As will be discussed in more detail a little later in the paper, it is sometimes useful to

apply the formulas presented to complicated systems sequentially, arriving at intermediate

upscaling results that can then be used to simplify the problem, and possibly improve

convergence of these methods in difficult modeling scenarios. It is important however to

recognize that there are limitations to such methods, and one of these limitations will be

pointed out now.

We have been attempting to model systems having high contrast between the insulating

host medium and the highly conducting inclusions. Thus, the model implicitly assumes that

σ0 << σ2. If we try to apply the methods sequentially so that the true background value

σ0 is replaced by some effective value — say σ∗∗, it is important to notice what happens to

the results contained in (40)–(44) in such cases. As the value σ0 ≃ σ∗∗ → σ2, we find that

the leading terms of the form 1/(σ2 − σ0) start to dominate the secondary terms for both

Aj and Bj . So we find Aj → Bj → (σ2 − σ0), for all j = 1, 2, 3. Thus, all the expressions in

(44) also tend towards the value (σ2 − σ0). In this limit, we then find that (20) approaches
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the result:

Σe → [(1 − φ0)σ2 + φ0σ0] I, (47)

which is exactly the Wiener upper bound for this problem. Since this bound is the highest

value we ever need to consider, and since – under the circumstances we are focusing attention

upon in which background value σ0 has been replaced by an effective value as discussed in

subsubsections 8.1.1 and 8.1.2 — the actual value of σ0 has presumably been replaced by

some larger approximate value σ∗∗, this limiting value is clearly an undesirable one. So some

caution is appropriate when attempting to use these upscaling methods sequentially.

Since the self-consistent effective medium method is itself an inherently sequential-

upscaling method, it is important to keep these limitations in mind when applying it to

a wide range of problems. In particular, the user should be aware that it is possible that

the self-consistent method presented here will in some cases fail to converge. One mode of

failure the authors have observed normally arises when applying the isotropic averaging ap-

proximation in a situation where the overall system is highly anisotropic. Then, the method

updates the average background to a higher value at each step, and tries to fit this average

(the one from the previous step). Failing to do so at each step causes the scheme to ratchet

upward slightly at each iteration step, but never truly converges until it achieves such a high

value of overall conductivity that it is bounded above by the rigorous bounds. But such

results can add nothing to our understanding of these systems since we could just as easily

(or more easily) have used those bounds in the first place, skipping the iteration steps that

lead us back to these results through this complicated process. This observed failure mode

is not universal, but nevertheless it is sufficiently common that the present warning should

be duely noted. It is anticipated that this problem might appear whenever the system being

studied displays highly anisotropic behavior. Fortunately, experience shows that moderate

anisotropy seems to be tolerated well by all the methods discussed here.

Vertical fractures having an oblique angle between them

Another issue concerns how the results change if any two of the three sets of fractures

considered are not orthogonal, as has been previously assumed. The most interesting case is

probably the one in which the vertical fractures being considered are not all either exactly

parallel or exactly perpendicular to each other. We will term such possibilities the “oblique
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cases” for vertical fractures. If there is only one pertinent angle between the fractures, or just

a small number of closely distributed angles, we can presumably decompose the electrical

conduction behavior into two effectively orthogonal components. For any angle θ between

these vertical fracture sets then should be a well-defined (i.e., average) half-angle ≡ θ/2.

This computed direction splits the difference between the two fracture sets, and presumably

is the direction of highest conductivity parallel to the earth’s surface, while the vertical

conductivity is still higher since both fracture sets are still contributing in parallel in the

vertical direction.

So nonorthogonal vertical fracture sets should have highest conductivity in the vertical

direction, and lowest in the direction perpendicular to the smallest half-angle between them.

The third and intermediate conductivity value will be parallel to the half-angle between these

fractures. Such combined fracture sets might therefore appear phenomenologically to act on

the average as a single fracture set. Many diverse sets of angles among the vertical fractures

might also create an essentially isotropic distribution of conductivity in planes parallel to the

surface. Analysis of all these possible scenarios is not difficult if care is taken to account for

the great diversity of conduction paths that is possible, as well as the very well understood

properties of series and parallel circuit analysis for conducting arrays.

Modifications resulting from possible violations of prior assumptions

Clearly other violations of the present assumptions are also possible. For example, the

fluids in the fractures might not all be exactly the same, and therefore the conductivities

that are introduced into the system by these locally differing conductivities would need to

be taken into account as well. These issues are not addressed here specifically, but the

formulation presented is sufficiently general that it could be modified easily with only a

little effort needed to account for such diversity (for example, via mathematical distribution

functions) in the field behavior.

WORKED EXAMPLE FOR THREE DISTINCT FRACTURE SETS

As a way of summarizing what we have learned, we will now work through one example of

how these ideas can be put into practice when there are three differently oriented fractures,
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while the three sets also have different fracture aspect ratios and different volume fractions

(porosities).

The model we consider is this: Fracture set 1 has porosity φ1 = 0.089; fracture set 2

has porosity φ2 = 0.111; fracture set 3 has porosity φ3 = 0.133. Each of these fracture sets

individually has uniform aspect ratio, taken from the three choices: α1 = 0.05, α2 = 0.10,

α3 = 0.15. The corresponding crack densities are: ρ
(1)
c = 0.89, ρ

(2)
c = 2.22, and ρ

(3)
c = 1.33.

Of these three sets, the first one has the lowest crack density, which is 0.89 < 1.0. Because

of the results shown in Figures 4 and 5, we expect the method being employed to work best

when the lowest crack density falls below ρc = 1.0, but not too far below this value, since we

want to include as much of the porosity as possible into the effective isotropic background

material being computed.

Now we can construct this model – the one that will become the new background for

our final Maxwell calculation – by taking the fracture set with the lowest crack density,

and doing a self-consistent calculation assuming this fracture set, and two others having the

same porosity and the same aspect ratio (these fractures are in fact totally artificial, but are

being used to replace the effects of some subsets of the other two real sets of fractures, both

of which have higher crack density than the first one), but mutually orthogonal orientations.

The resulting model is that of an isotropic system having uniform crack density (ρc ≡
φ/α), aspect ratios (α), and porosities (φ) everywhere. And this is the ideal circumstance

for performing the self-consistent calculation. We have already described this procedure

before and so do not need to do so again here. We find that, when the host and inclusion

conductivities are once again given by σ0 = 0.001 and σ2 = 5.0 S·m−1, that the result of

this calculation is a uniform, isotropic conductivity value of σ∗ = 0.68565 S·m−1.

Next, because the actual problem we are trying to solve also contains two other fracture

sets, we need to incorporate the effects of these remaining two sets into the overall con-

ductivity using a Maxwell approximation. To enable this process, we need to reduce the

effective porosity of the other two sets by taking advantage of the crack density concept. We

find that ∆φ2 = 0.111− 0.89× 0.05 = 0.081333, and ∆φ3 = 0.133− 0.89× 0.10 = 0.073667.

Then, we perform a Maxwell calculation, assuming now that ∆φ1 ≡ 0.0 (since this part has

already been incorporated into the host medium), the other two ∆φ’s were just given, while

the host medum now has σ0 = 0.68565, and the fluid-inclusion conductivity is the same

value as before: σ2 = 5.0. We then do the simple one-step Maxwell calculation, and the
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result that we find is:

Σ∗ =











1.2106

0.9592

1.0473











. (48)

These values are all higher than the background value of 0.6857 and the differences are ap-

proximately proportional (respectively) to ∆φ2 +∆φ3, ∆φ3, and ∆φ2, as would be expected

from the analysis resulting in (23). We do NOT expect these results to conform perfectly

with the form of (23), because that result was for systems having uniform crack aspect ratios

(i.e., Q was constant).

In the present calculation, crack density, crack aspect ratio, porosity, effective porosity,

etc., are all different from one fracture set to the others, and there are no obvious further

simplifications that could be made to the model than the main one we already introduced

based on determining a reasonable estimate of an isotropic background crack density and a

corresponding isotropic conductivity model associated with that crack density. We believe

that, at the present time [until these self-consistent methods have been generalized for

application to anisotropic systems — i.e., based on work such as that of Carslaw and Jaeger

(1959), Rocha and Acrivos (1973a,b), and Chen (1976)], this type of estimate is one of the

better choices available to us that can be obtained relatively easily using these effective

medium methods.

DISCUSSION AND CONCLUSIONS

When attempting to model the behavior of earth materials containing fractures, there are

various models in common use. One frequent choice that we have not pursued here considers

layered materials. In such a model, a fracture can be treated as its own layer. The main

advantage of this approach is the simplicity of the averaging method (layered models are

very easy to quantify, especially for conductivity applications); while the main disadvantage

is that this geometry can be too special and therefore fairly unrealistic, especially if we also

want to model elastic behavior at the same time as the electrical conductivity, or fluid-flow

permeability. The treated model results have also been compared by the authors to results

of layered models, and the results were quantitatively very similar; but we have chosen not

to show these comparisons here to help limit the length of the paper. At the very least,
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such layered models should be generalized so as to treat them as being poroelastic in their

mechanical aspects (Berryman, 2011).

We have chosen to treat the fractures here as being highly electrically conductive (or

possibly resistive) ellipsoidal inclusions. This model is surely also subject to criticism, since

it is quite unlikely that actual fractures are of precisely this shape. On the whole, the pre-

sented model appears to provide a very reasonable aspproximate description of complicated

anisotropic electrical behavior in many cases. And we have shown explicitly that the concept

of crack density ρc ≡ φ/α is one very useful tool for relating systems having quantitatively

similar behavior, even though the true microgeometry may be very different from that of

simple ellipsoids.

Eq. (10) is a general formula for the effective electrical conductivity Σe of the composite

material having various ellipsoidal inclusions of any given orientation. That formula is

implicit as written, since the desired quantity Σe appears on both sides of the equation.

This equation can be solved numerically either by iteration, or by a numerical inversion of

the matrix:
[

I +
1

φ0

∑

j

φjR
(j0)

]

. (49)

For most cases studied in detail here, this matrix (49) was actually diagonal, and therefore

trivial to invert. But for arbitrary orientations of these ellipsoids in space, the matrix

becomes full and, therefore, a numerical inversion procedure (for a 3 × 3 matrix) will be

required in general.

We introduced self-consistent methods for overall isotropic systems and also for

anisotropic systems. In both cases, these models have been successfully treated for highly

conducting fluid (such as ocean brine) inclusions in the form of saturated fractures (oblate

spheroids) in a more poorly conducting host medium (earth or earth plus poorly conducting

fluid inclusions). Application of the same methods to cases having more resistive inclusions

than the host medium itself were found to be problematic for the self-consistent method,

but were nevertheless handled quite readily by the Maxwell approximation approach. The

Maxwell approximation is always valid for either more conductive or more resistive inclu-

sions as long as the volume fraction of the inclusions is not too large. Therefore, Maxwell

approximation should probably not be used for porosities much above φ = 0.1. The SC

approximation seems to be reliable for conductive inclusions up to about φ = 0.20. The
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convergence of the SC iteration scheme was found to be dependent on crack density ρc = φ/α,

and we generally obtain that, for ρc ≥ 0.2, the self-consistent scheme can have convergence

problems. When this happens, it might be appropriate to switch to the Maxwell approxima-

tion, but this method is limited as well, since it does not take interactions between inclusions

for general shapes properly into account.

Within the limitations already discussed, we have found that the recommended effec-

tive medium methods do converge to reasonable models for these systems, e.g., for models

that typically satisfy rigorous bounds such as Wiener (1912) and Hashin-Shtrikman (1962)

bounds. There are currently some limitations of these methods that can likely be eliminated

if some more technical results (Rocha and Acrivos, 1973a,b; Chen 1976) were to be imple-

mented, so that the background (host) medium could be treated consistently as anisotropic

itself. Developing both formulas and effective medium theories (such as an improved self-

consistent method) in order to quantify the effect of adding one or many conducting ellip-

soids of arbitrary orientation(s) to an anisotropic conducting host material is therefore an

important goal for our future research – especially when aimed at potential improvements

to our modeling capabilities for higher porosities, higher crack densities, and highly resistive

inclusions.
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APPENDIX: CALCULATING THE DEPOLARIZATION A-MATRIX FOR

OBLATE SPHEROIDS

[Note: In the following analysis, we are using Stratton’s definitions of the spheroid di-

mensions (Stratton, 2007), but Torquato’s choice of normalization of the matrix elements of

the depolarization matrix A (Torquato, 2002).]

When a uniform electric field E0 is applied to a polarizable system, the local polarization

field P and the electrical intensity field E are given by P = M · E0 and E = R · E0.

For background/host conductivity σ0 and inclusion conductivity σ2, the inclusion-shape

dependent second-order tensors M and R are given then by M = (σ2 − σ0)R, and R =

43



[I + A(σ2 − σ0)/σ0]
−1, with I being the 3 × 3 identity matrix. A is a symmetric (and

here limited to diagonal) tensor of depolarization factors, such that the components satisfy

0 ≤ Ai ≤ 1, for i = 1, 2, 3 in 3D.

Stratton (p. 214) shows that one pertinent elliptic integral for oblate spheroids is

2

a2c
A3 ≡

∫

∞

0

ds

(s + c2)R(s)
, (50)

where in general for ellipsoids having semi-axes a, b, c, we have

R(s) =
√

(s + a2)(s + b2)(s + c2). (51)

For an oblate spheroid having two large dimensions of length a = b, and one short dimension

of length c, the result obtained by Stratton is:

2

a2c
A3 =

∫

∞

0

ds

(s + a2)(s + c2)3/2
=

2

(a2 − c2)3/2

[
√

a2 − c2

c
− arctan

(
√

a2 − c2

c

)]

, (52)

Torquato (p. 442) gives :

A1 = Q =
1

2

{

1 +
1

(c/a)2 − 1

[

1 − arctan(
√

(a/c)2 − 1)
√

(a/c)2 − 1

]}

, (53)

where the depolarization matrix

A =











Q

Q

1 − 2Q











(54)

is diagonal in this representation, which is aligned with the principal axes of the oblate

spheroid.

It follows that Torquato’s result satisfies A3 = 1−2Q = 1−2A1 = 1−2A2, and also that

2

a2c
A3 =

2

(a2 − c2)3/2

[
√

a2 − c2

c
− arctan

(
√

a2 − c2

c

)]

, (55)

the right hand side of which is exactly Stratton’s result [as shown in (52)] for his choice of

the normalization of A.
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FIG. 1: Log-log plot of effective conductivity estimators. Black curves correspond to the Maxwell

approximation for four choices of the fracture aspect ratio: α1 = 0.05, α2 = 0.10, α3 = 0.15, and

α4 = 0.20. Volume fractions considered are φ2 = 0.01, 0.02, 0.04, 0.10, and 0.20. Red lines are

the upper and lower Wiener bounds on conductivity. The dashed blue lines are the upper and

lower Hashin-Shtrikman bounds. The host medium is assumed to be a basalt (or dry sand) having

conductivity σ0 ≃ 0.001 S· m−1. The conducting brine inside the fractures is assumed to have

σ2 ≃ 4.8 S· m−1.
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FIG. 2: Log-log plot of effective conductivity estimators. Black curves correspond to the self-

consistent (SC) approximation for the same four choices (those also considered in Fig. 1) of the

fracture aspect ratio: α1 = 0.05, α2 = 0.10, α3 = 0.15, and α4 = 0.20. Volume fractions considered

are φ2 = 0.01, 0.02, 0.04, 0.10, and 0.20. Red lines are the Wiener bounds on conductivity; blue

dashed lines are the corresponding Hashin-Shtrikman upper and lower bounds. Input conductivities

for host and inclusion are the same as in Figure 1.
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FIG. 3: Log-log plot of effective conductivity estimators versus crack density (see the section on

Crack Density Analysis). All curves correspond to the Maxwell approximation for four choices

of the fracture aspect ratio: α1 = 0.05, α2 = 0.10, α3 = 0.15, and α4 = 0.20. Volume fractions

are considered from φ2 = 0.01 to 0.20. Crack density is defined as ρc ≡ φ/α. To appreciate the

importance of plotting the results versus crack density, these curves should also be compared to

those in Figure 1. Note that these results all apparently fall close to a nearly universal curve for

the cases considered here. This apparent universality is due in part to the fact that the Maxwell

approximation does not take interactions between inclusions actively into account. The bounds

shown in Figs. 1 and 2 do not depend on aspect ratio and, therefore, are not pertinent for these

comparisons.
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FIG. 4: Log-log plot of effective conductivity estimators. Black curves correspond to the self-

consistent (SC) approximation for the same four choices (those considered in Fig. 2) of the fracture

aspect ratio: α1 = 0.05, α2 = 0.10, α3 = 0.15, and α4 = 0.20. Volume fractions considered range

from φ2 = 0.01 to 0.20. Crack density is defined here as ρc ≡ φ/α. Note that, for all crack aspect

ratios α1, α2, α3, and α4, these computed results apparently lie on a nearly universal curve for

small ρc < 0.2. The results for larger values of ρc clearly do not necessarily lie on such a universal

curve. To appreciate the value of plotting these curves versus crack density more fully, the results

should also be compared to those in Figure 3. The Wiener and Hashin-Shtrikman bounds actually

do not depend on fracture aspect ratio, and so are not pertinent for comparisons here.
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FIG. 5: Log-log plot of effective conductivity estimators for resistive inclusions in a moderately

conducting background earth material. Black curves correspond to the Maxwell approximation for

four choices of the fracture aspect ratio: α1 = 0.05, α2 = 0.10, α3 = 0.15, and α4 = 0.20. Volume

fractions considered are φ2 = 0.005, 0.01, 0.02, 0.04, and 0.10. Red lines are the upper and lower

Wiener bounds on conductivity. The dashed blue lines are the upper and lower Hashin-Shtrikman

bounds. The host medium is assumed to be a basalt (or dry sand) having conductivity σ0 ≃ 0.001

S· m−1. The resistive fluid inside the fractures is assumed to have conductivity σ2 ≃ 5.5 × 10−6

S· m−1. Note that the smallest aspect ratios result in the largest changes from the host value at a

fixed porosity. The biggest effect is clearly for small aspect ratio (α1 = 0.05), from which we infer

that these insulating fractures create blockages so that current must flow around these inclusions,

thereby causing a very noticeable reduction in overall conductivity.
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FIG. 6: First of three figures illustrating results obtained using a self-consistent effective medium

theory for anisotropic electrically conducting fluid-filled fractures. The model consists of three

distinct oriented fracture sets, each of which is imbedded in the same type of host material having

low conductivity σ0, with much higher conductivity material (such as ocean brine) in the fractures.

These three sets of fractures can each have different aspect ratio cracks α1, α2, and α3, as well as

different volume fractions (or porosities) φ1, φ2, and φ3, respectively. We keep one volume fraction

φ2 = 0.111 fixed, and also maintain the total crack volume fraction φ2 ≡ φ1 + φ2 + φ3 constant,

while permitting both φ1 and φ3 to vary. The conductivity shown here is the diagonal component

σ∗

2 of the resulting anisotropic effective medium model. This Figure illustrates results for fixed φ2,

but the three aspect ratios are nevertheless still variable — therefore resulting in nonconstant crack

densities. It is especially important to note in this case that, while the values of σ∗

1 and σ∗

3 are both

changing substantially (as will be shown in the following two Figures) because their values of crack

density are also changing substantially, while in contrast the values shown here are all remaining

very nearly constant. Thus, the crack density – while not a perfect measure of this key behavior of

a complicated systems – provides one very good measure of an important variable in these systems.

It is key to notice that the overall behavior is very simple in this case, as conductivity is clearly

an increasing function of the (very nearly uniquely defined) crack density parameter for each fixed

value of crack aspect ratio α.
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FIG. 7: Second of three figures illustrating results obtained using a self-consistent effective medium

theory for anisotropic electrically conducting fluid-filled fractures. The abscissa in each Figure is

the crack density ρc ≡ φ/α, where α is the aspect ratio of the pertinent cracks, and φ is the pertinent

porosity. The conductivities shown here are the diagonal components σ∗

1 of the anisotropic effective

medium model. Thus, this Figure also illustrates (implicitly) results for variable φ1. Conductivity

is clearly not a simple increasing function of crack density in this case, as it was in Fig. 6. But for

fixed porosity φ1, the conductivity is observed to be a monotonically increasing function of (1/α).
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FIG. 8: Third of three figures illustrating results obtained using a self-consistent effective medium

theory for anisotropic electrically conducting fluid-filled fractures. The conductivity shown here is

the diagonal component σ∗

3 of the anisotropic effective medium model. This Figure also illustrates

(again implicitly) results for variable φ3. Conductivity is clearly not a simple increasing function

of crack density in this case, as it was in Fig. 6. But for fixed porosity φ3, the conductivity is

observed to be a monotonically increasing function of (1/α) (as was also true in Fig. 7).
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