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ABSTRACT OF THE THESIS

Advancements in Modeling

Forest Fires with the

Stoyan-Grabarnik Statistic

by

Brooke Maressa Hollister

Master of Science in Statistics

University of California, Los Angeles, 2024

Professor Frederic R. Paik Schoenberg, Chair

Spatio-temporal point processes are a common method to analyze data that involves event

occurrences in space and time, such as wildfires. Model parameters for a point process are

typically fitted using maximum likelihood estimation, which finds parameter values that

maximize the probability of observing the data according to the specified model. This

method, however, often involves finding a complex and non-closed-form integral. The Stoyan-

Grabarnik (SG) statistic is a way to find model parameters for a spatial point process that

is faster and easier than maximum likelihood estimation and does not require computing

or approximating a computationally intensive integral. This work uses the SG statistic

methodology to estimate model parameters for forest fire ignitions occurring in National

Forest System lands in California between 2008-2012. The models utilize covariates such

as precipitation, wind speed, temperature, and evaporation and are evaluated for a vari-

ety of subsets of the data, including size and cause over northern and southern California.

The results show that modeling accuracy is not compromised while also revealing interest-
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ing patterns in the relationship between fire ignitions and weather conditions. Results in

this work could help advance modeling efficiency and provide insights pertinent to fire risk

management.
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CHAPTER 1

Introduction

Point process models are used to describe patterns of event occurrences, or points, that

happen spatially, such as earthquakes, fires, or crime [Oga98, NSK13, KS23]. Maximum

likelihood estimation is a common method for estimating parameters that govern the con-

ditional intensity in a point process model [Rei05]. The parameter vector of a point process

N can be estimated by Equation 1.1 [KS23], where λ represents the conditional intensity

(the rate of events per unit area × unit time) for a realization of the point proccess N

{(ti, xi, yi, )}ni=1 = {τi}ni=1.

θ̂ = argmax
θ∈Θ

(∑
i

logλ (τi; θ)−
∫ T

0

∫ ∫
λ (τ ; θ) dt dx dy

)
(1.1)

More specifically λ (τ) is defined as:

λ (τ) = lim
h↓0

E[N(t, t+ h)]|Ht

t
(1.2)

This method, however, can be computationally intensive due to the integral in the likelihood

function. It has been shown that the Stoyan-Grabarnik (SG) statistic in Equation 1.3 is

a consistent estimator, under general conditions, for parameters of a point process on a

spatio-temporal region I [KS23]. The SG statistic also does not require computation or

approximation of an integral term [KS23].

SI (θ) =
∑
i:τi∈I

1

λ (τi; θ)
(1.3)

The SG statistic is the inverse of the conditional intensity, which is the instantaneous rate

of events that occur at a given time. One useful property of the SG statistic is that the
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expectation of the sum of the SG statistic happens to be the volume of the spatial region

[SG91].

E[SI (θ)] = E[
∑
i:τi∈I

1

λ (τi; θ)
] = |Ij| (1.4)

The SG stat was first proposed in 1991 as a measure for the mean value of marks for a

marked Gibbs point process [SG91]. A marked Gibbs point process is a point process that

can account for interactions, dependency, and repulsion between points where each point

has an associated magnitude, or a mark [GSG96]. For example, a mark for an earthquake

point process could be the magnitude of the earthquake. Since its introduction, the SG

statistic has been recommended as a goodness-of-fit diagnostic for assessing the goodness-

of-fit for a spatial point process [BTM05] and determining the optimal bandwidth for kernel

smoothing when estimating the conditional intensity for a spatial point process [CL18]. More

recently the SG statistic was proposed by Kresin and Schoenberg [KS23] to be consistent

for estimating parameters of a spatial-temporal point processes, which has been the main

motivation for this work. They show that when the spatio-temporal region I is divided into

subregions, or cells, model parameters can be fit optimally by minimizing the sum of squares

of the integral of the spatial distribution of residuals across all cells [KS23].

θ̃ = argmin
θ∈Θ

p∑
j=1

 ∑
i:τi∈Ij

1

λ (τi; θ)
− E

 ∑
i:τi∈Ij

1

λ (τi; θ∗)

2

(1.5)

In Equation 1.5, the SG statistic is summed over all points in a given cell and the expected

value of the SG statistic is summed over all points. Then the sum of all of the differences

over all of the cells is minimized to get the parameter vector θ̃. This allows the parameters to

be adjusted according to the best fit between the observed data and the model predictions.

Kresin and Schoenberg demonstrated a few examples of applying this technique to model

crime and earthquakes [KS23].

This study aims to showcase the effectiveness of the SG stat in the context of hind-casting

California fires on National Forest System lands for 2008-2012. Forest fires have become

more intense and more frequent in the western US due to climate change, resulting in major
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property loss, ecological damage, and threats to human safety [SJA20]. There are a number

of ways that fire and land management agencies, like Cal Fire, assess fire risk. Currently, Cal

Fire, relies on Fire Hazard Severity Zone maps to assess wildfire risk [Autnd]. Although these

maps are comprehensive, they are also highly complex and require substantial resources to

create. Another common measure for wildfire is the Burning Index (BI). The predictive power

of the BI, however, may be limited [PSW05, XS11]. Point process methods have emerged as

an approach for wildfire modeling due to their theoretical foundation and ability to account

for inherent dynamic spatial patterns [SJV13, NSK13, JMS12]. Recent approaches offer their

own unique strategies, but they seem to be more computationally intense than using the SG

statistic, or they have variable results and high uncertainty [QDM21, YWD15, SSM13].

In this work, the conditional intensity (λ) represents the rate of forest fire ignitions per

km × year. Various weather covariates, such as precipitation and wind, are included in

the mathematical model that describes λ. In addition to demonstrating the performance of

modeling with the SG statistic, hopefully, the results will provide insight into the spatial

distribution patterns of forest fire ignitions across California and shed light on the potential

driving factors of forest fire ignitions. Furthermore, the insights gained from this research

could be informative for future fire risk assessment and land management practices [WHC06].

This project was started by Abigail Coelho, who performed the initial data pre-processing

and modeling [Coe23]. I have continued her work by refining some methods to improve

model convergence and residuals. Additionally, I have recalculated the precipitation covariate

measure to enhance the accuracy of the models.
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CHAPTER 2

Data

2.1 Forest Fire Data

Forest fire occurrence data is from the US Department of Agriculture Forest Service [USD24].

There are 329,480 instances of forest fires in this dataset in the US from 1987 to 2021. Only

fires in California for 2008-2012 have been selected arbitrarily for manageability, leaving

7179 entries. The relevant variables selected for this project include ignition location in

latitude and longitude, ignition date, cause (lightning, campfire, miscellaneous, children,

debris burning, smoking, arson), and acres burned. Note that the fires recorded in this

dataset are strictly from National Forest System lands. Consequently, wildfires that occurred

outside of National Forest System lands are not included in this work. Although this reduces

the scope of the work, the central focus on assessing the accuracy of using the SG statistic

remains unchanged, prioritizing this goal over forest fire prediction.

After subsetting the California fires for the years 2008-2012, rows that did not have all of

the information for ignition date, location, and cause were dropped. Modeling was performed

for the following combinations of subsets of the data: unnatural/human-caused (n = 4489),

natural/lightning caused fires (n = 2690), northern (n = 4197), southern california fires (n =

2982), as well as fires larger than 1 acre (1195), and fires larger than 10 acres (n = 496). In

the analysis, data with “lightning” as the cause is considered a natural-caused fire, while fires

with any other cause, were designated as unnatural. Figure 2.1 shows the ignition locations

of natural and unnatural caused fires. According to the National Park Service, about 85%
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Figure 2.1: Lightning-caused fires in orange (n = 2690) and non-lightning caused fires in

blue (n = 4489)

of fires in the US are caused by humans, so fires with a “Miscellaneous” cause were grouped

into the “unnatural” category as well (US Forest Service Research Data Archive).

2.2 Weather Data

The weather dataset, from 1,233 National Oceanic and Atmospheric Administration stations

in California, was used to determine the weather conditions associated at the location and

on the date of each fire ignition [Nat24]. The variables selected from this data set for

modeling are monthly precipitation, maximum temperature, minimum temperature, average

wind speed, and evaporation. These variables were selected due to their association with

fire behavior [al17, BFL14, KSF09]. Fuel composition and topographical features have also

5



shown to be important factors in wildfire ignition and spread [SRK07]. This study, however,

focuses mainly on demonstrating the efficacy of the Stoyan Grabarnik statistic for modeling

point processes. Therefore, these factors will not be examined since they are beyond the

scope of this paper, but they would be interesting factors to examine in future work.

Entries for temperature and wind speed that were beyond the .999 and .001 quantile were

removed, as evaporation and precipitation exhibit more natural variability [Coe23]. Since the

lack of accumulated precipitation, leading to dry conditions [Jon10, al17], has a significant

effect on wildfire ignitions, a 4 day rolling precipitation calculation was used in Coelho’s

modeling [Coe23]. In this work, the 4 day rolling average has been changed to a seasonal

precipitation calculation that sums rain from November to March, which is typical rainy

season in California [LDC18], preceding a fire. For fires that happened in January, February,

or March, precipitation is calculated from the preceding November to the previous month.

For example if a fire happened in February 2011, then the rainy season was calculated using

the period from November 2010 to January 2011.

2.3 Merging Fire and Weather Data

A k-dimensional tree was used to connect each fire with the nearest weather station and

its corresponding weather readings on the day of the fire. A k-dimensional tree is a data

structure that organizes points along given dimensions. In this case, the tree organizes the

fire origins and weather stations according to latitude, longitude, and date. This method

is less computationally intensive than calculating distances between every station and every

fire.

Not all stations have equipment to record all of the weather variables and not all sta-

tions record every day. Therefore, the closest stations to a given fire with the most recent

measurements available were selected for missing variables. Therefore some fires may only

have an approximation of the weather conditions on that day. Figure 2.2 shows the number

6



Figure 2.2: Number of stations that recorded each weather variable.

of stations that recorded each weather variable [Coe23, Nat24].
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CHAPTER 3

Methods

In order to model forest fires occurrences as a point process with the SG statistic, a spatial

division framework is needed. The region of California was divided into 100 cells on a 10 x

10 grid, each cell, or bin, being 104.607 km by 114.263 km, or 11952.710 km2. Dividing the

region into cells enables parameters to be estimated more locally and allows for the capture

of data patterns in that cell. The grid partitioning scheme is arbitrary, a notion supported

by Kresin and Schoenberg [KS23]. Out of these 100 cells, only 40 cells contained fires.

The chosen model for the conditional intensity, or the instantaneous rate of wildfire

ignitions given a time t and location x, y, is

λ (t, x, y) = γm(x, y) + αW (t, x, y) (3.1)

where m(x, y) is a background rate and W (t, x, y) is a linear combination of weather covari-

ates. The background rate serves as an indicator of the typical frequency of fire ignitions

within a specific region over time. It can be thought of as a way to encapsulate natural

periodicity and seasonality of fire behavior [PSW05]. The background rate was calculated

with a min-max normalization of the count of wildfire occurrences in each cell over the years

2005 – 2007. There were a total of 5,036 fire instances across all of the cells during this

period. These years are omitted in the model estimation, so that the background rate and

covariate effects may be estimated separately, as in [Oga98]. The remaining 7,179 fires during

2008-2012 are used for model estimation.

Parameters are estimated by minimizing the sum of squared differences between the SG

statistic and its expected value. As shown below in Equation (3.2), the expected value of the
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SG stat is the size of the spatio-temporal region |Ij|, or in other words, each 11952.710 km2

cell over the period 2008-2012.

θ̃ = argmin
θ∈Θ

p∑
j=1

 ∑
i:τi∈Ij

1

λ (τi; θ)
− E

 ∑
i:τi∈Ij

1

λ (τi; θ∗)

2

= argmin
θ∈Θ

p∑
j=1

(
SIj (θ)− E

[
SIj (θ

∗)
])2

= argmin
θ∈Θ

p∑
j=1

(
SIj (θ)− |Ij|

)2
(3.2)

Once the intensity function λ(τi; θ) is calculated for each point using the weather data and

the inverse is summed for all points in the cell, the expected value of the inverse conditional

intensity is subtracted off. Since the expected value of SIj (θ
∗), which is Ij, happens to be

the size of the cell times number of years, this computation is relatively straightforward.

This is repeated for each cell and then the squared differences for each cell are summed.

This function is minimized iteratively according to the algorithms in the ‘optim’ function in

R to get the parameter estimates.

Model testing begins by evaluating the performance of a model with just one variable,

such as the background rate. The starting parameter estimate for this variable is set as 1

in ‘optim’. Then optimization is performed iteratively using parameter estimates from the

last run until the parameter estimate converges, or until the SG statistic stops decreasing.

This approach ensures the parameter space is adequately explored while utilizing a stopping

criterion based on the SG statistic. Then, additional variables, such as maximum tempera-

ture, are progressively incorporated one at a time, with each new initial parameter estimate

set to 1. Table 3.1 provides a list of the models with variables in the order that they were

added. The impact on the model’s predictive ability is assessed according to the same cri-

terion mentioned before. Throughout this process, different combinations of variables are

tested, sometimes adding new variables and at other times removing some, to determine the

most effective set of predictors for the conditional intensity. Most models converged quickly
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and only required 2 iterations. Modeling was performed for the following subsets of data:

All fires, natural caused, unnatural caused, northern CA fires, northern natural, northern

unnatural, southern CA, southern natural, southern unnatural, fires larger than 1 acre, and

fires larger than 10 acres.

Variables

Bkgd

Bkgd, awnd

Bkgd, awnd, tmax

Bkgd, awnd, tmax, evap

Bkgd, awnd, tmax, evap, tmin

Bkgd, awnd, tmax, evap, tmin, prcp

Bkgd, awnd, tmax, evap, tmin, prcp, constant

Bkgd, constant

Bkgd, constant, awnd,

Bkgd, constant, awnd, evap

Bkgd, constant, awnd, evap, tmax

Bkgd, constant, awnd, tmax

Bkgd, constant, prcp

Bkgd, constant, tmax

Bkgd, constant, tmax, prcp

constant

Table 3.1: Example of models tested in sequential order.

A test data set of 100 random fire points (with dates and coordinate locations) was gen-

erated for each region for the purpose of model evaluation. Like the actual data, every point

was matched to weather conditions with a k-dimensional tree. The conditional intensities

10



for the test data set was computed based on the same models for the actual data set for

each fire incident. The intensities were aggregated by region and then average intensity for

each region was computed. Each model’s performance is evaluated based on the mean abso-

lute residual. The mean absolute residual provides a summary estimate of the discrepancy

between the model’s predictions and the actual rate of fire ignitions. The mean absolute

residual was computed by first subtracting the actual rate of fire ignition (actual intensities)

from the predicted rate of fire ignitions (predicted intensities) for each region. Then all of

the absolute differences were averaged.
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CHAPTER 4

Results

4.1 Rate of Ignited Fires Statewide

Of all the models that were designed to predict forest fires in California (n = 7179), the

model that incorporates the background rate, a constant term, and the maximum tempera-

ture variable, performs the best in terms of mean absolute residual (Table A.2). The mean

absolute residual represents the mean of the differences between the actual conditional in-

tensities of forest fires for each region and the predicted intensities from the testing data set

for each region. Recall that the conditional intensity is the rate of fires per unit area per

year. The calculations in the code I inherited were in terms of megameters, therefore all of

the tables are also in terms of megameters as the measurement for area. For the sake of

consistency and ease of building upon Coelho’s work [Coe23], I opted to retain the parts of

the code using megameters. It is also a little bit easier on the eyes to interpret the residuals

when they are expressed in megameters, as they tend to be small decimals when expressed

in kilometers. Therefore, the conditional intensity is the rate of fire ignitions per megameter

squared per year, or simply divide by 1,000,000 and intensity will be per kilometer squared

per year.

To provide context for interpreting the residuals, there are about 35 fire ignitions per

region per year. The actual mean conditional intensity across all 40 regions is about 3000

ignitions per megameter squared per year, translating to about .003 ignitions per kilometer

squared per year. The standard deviation among all the conditional intensities across the
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all regions is about 3170 per megameter squared per year, which is reasonable considering

that some regions in California are more prone to fires than other regions due to differences

in terrain and population density.

The constant model assigns one uniform conditional intensity for all regions, making it

a fair benchmark for assessing the effectiveness of each model. In terms of mean absolute

residual, the best model performs 86% better than the constant model and has about an

80% better SG statistic (Table A.2). Figure 4.1 shows heatmaps of the actual, predicted,

and residuals of the intensities by region for the best statewide model. The density plot of

the residuals is shown in Figure 4.1d. The heatmaps show that the predictions are a close

match to the actual intensities, with the exception of 2 white region cells. The test data

set did not have points in these regions, therefore there are no predictions for them. There

were few fires to begin with in these regions, so it is not expected to significantly affect the

modeling performance. Additionally, the density curve of the residuals is mainly centered

around 0, with some overestimates.

For the natural-caused fires, the best performing model incorporates the background

rate, average wind speed, and maximum temperature. This model has a 43% better mean

absolute residual and about 48% better SG statistic value (Table A.3). Figure 4.2 shows

the true values of the conditional intensities of natural-caused fires. Figure 4.3 demonstrates

a progression of improvement in residuals as variables are added to or subtracted from the

model.

For unnatural-caused fires, the model with background rate, a constant term, seasonal

precipitation, and maximum temperature has the lowest residual (Table A.4). Among this

subset of data, this model improves the constant model’s residual by 83% and the SG statistic

by 70% (Table A.4). The average residual, without counting the constant model’s residual,

for natural fires is 835 and 656 for unnatural fires. The average SG statistic was .02496

for natural versus .02795 for unnatural. There were 1799 more data points, however, for

unnatural caused fires.
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(a) All fires true values (b) All fires best model predictions

(c) All fires best model residuals (d) Residual density

Figure 4.1: Best performing model predictions, residuals, and residual density curve for

statewide fire rates.

Figure 4.2: True values for all natural fires.
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(a) all natural best model (b) Mean Abs Residual: 773

(c) all natural just BKGD model (d) Mean Abs Residual: 852

Figure 4.3: Sample of models for statewide natural subset (continued on next page)
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(e) all natural poor model (f) Mean Abs Residual: 917

(g) all natural constant model (h) Mean Abs Residual: 1368

Figure 4.3: (continued)

4.2 Rate of Southern CA Fires

Of the models that predict fire ignitions for southern California, the model using the back-

ground rate, average wind speed, maximum temperature, evaporation, minimum tempera-

ture, seasonal precipitation, and a constant term performs the best (Table A.5). The residual

for this model is 488 fires per megameter per year, which improves upon the constant model’s

residual by 92%. This model improves on the constant model’s SG statistic by 92%. Fig-

ure 4.4 shows heatmaps of the actual and predicted conditional intensities, as well as their

16



residuals. Residuals are mostly centered around 0, but there seem to be a few outliers that

are experiencing underestimation (Figure 4.4d).

(a) True values of rates (b) Best model predictions

(c) Residuals (d) Residuals density

Figure 4.4: Best performing model predictions, residuals, and residual density curve for

Southern CA fire rates.

For the subset of southern CA natural-caused fires, the model with the lowest residual

(602) incorporates the background rate, evaporation and a constant term (Table A.6). This

model has a 55% better residual and 52% better SG statistic than the constant model.

Among the southern CA unnatural-caused fires, background rate, a constant term, average

wind speed, maximum temperature, and seasonal precipitation proved to be the most effec-

tive covariates (Table A.7). The resulting residual for this model was 493 and the SG stat

was .00916, which is 90% and 80% better, respectively, than the constant model. The mean

residual for all of the southern CA unnatural fire models (516) tend to be lower than the
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mean residual for the natural fire models (720). The SG statistics also tend to be slightly

lower for unnatural fires (.01163 vs .01172).

4.3 Rate of Northern CA fires

For the subset of northern California fire data, the model with just the background rate per-

forms the best with a residual of 704 and SG statistic of 0.00812 (Table A.8). The heatmaps

in Figure 4.5 show the difference in performance between the realized conditional intensities

versus the predicted intensities according to this model. The density of residuals (Figure

4.5d) are centered around 0, with some weight around -1000, suggesting some underestima-

tion. Compared to the constant model, the background rate model has a 73% better residual

value and 70% better SG statistic.

In the case of natural-caused fires in northern CA, the model with the lowest residual (547)

incorporates the background rate, average wind speed, and maximum temperature (Table

A.9). The SG statistic for this model is 0.00801. Conversely, the most effective covariates

to model unnatural-caused fires seem to be the background rate, seasonal precipitation,

maximum temperature, and a constant (Table A.10). This model had a residual of 636 and

an SG stat of 0.01073. The unnatural fire models have a slightly higher mean residual and

SG stat of 666 and 0.01039, respectively, as compared to the natural fire models that have

a mean residual of 610 and SG stat of 0.00777.

4.4 Rate of Large Fires

When sub setting the data for fires that grew larger than 1 acre, the model that shows

the lowest residual (217) incorporates the background rate, a constant term, average wind

speed, evaporation rate, and maximum temperature (Table A.11). The SG stat for this

model is 0.02863. The heatmaps show a close resemblence between the acutal and predicted
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(a) True values of rates (b) Best model predictions

(c) Residuals (d) Residual density

Figure 4.5: Best performing model predictions, residuals, and residual density curve for

Northern CA fire rates.
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intensities (Figure 4.6). The residuals appear normally distributed (Figure 4.6d).

Among fires that were larger than 10 acres, the best model uses the background rate, a

constant, seasonal precipitation, and maximum temperature covariates (Table A.12). This

model resulted in a mean absolute residual of 119 fire ignitions per megameter per year and

an SG stat of 0.03609. The residuals appear to be reasonable for this subset as well (Figure

4.7).

(a) True values of rates (b) Best model predictions

(c) Residuals (d) Residual density

Figure 4.6: Best performing model predictions, residuals, and residual density curve for > 1

acre fire rates.
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(a) True values of rates (b) Best model predictions

(c) Residuals (d) Residual density

Figure 4.7: Best performing model predictions, residuals, and residual density curve for > 10

acre fire rates.
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CHAPTER 5

Discussion

It is interesting how influential the background rate is for all of the models, carrying most of

the weight in out of all of the covariates. This is unsurprising, however, considering that the

background rate was calculated using a min-max normalization of counts of fire occurrences

data from 2005-2007, and therefore encapsulates seasonal and regional patterns of the rates

of fire ignitions.

Another notable result is that the best models for all subsets of unnatural fire models

incorporate seasonal precipitation and maximum temperature covariates. This could be

attributed to factors like camping accidents, which may be more likely to happen in better

(warmer, drier) weather for camping, or accidental ignitions (from discarded cigarette butts,

fireworks, etc.).

In the case of natural fires, both in northern CA and statewide, the best models incor-

porate average wind speed and maximum temperature covariates. This may indicate that

either these conditions are more conducive to lightning or these conditions are more con-

ducive to fire ignitions resulting from lightning. Southern CA natural fires, on the other

hand, seem to be better predicted by evaporation. There are a greater percentage of natural

fires in northern CA (50%) than in southern California (20%) in this data set, suggesting

that lightning caused fires may be more common in northern CA.

Other than the greater than 1 and 10 acre subsets, the model seems to predict southern

CA fires most accurately, potentially because unnatural fires make up a large majority of

fires (80%) in that region. Perhaps the model captures conditions conducive to igniting or

22



creating fire-prone conditions in forested areas in southern California.

On a different note, there might be better ways to generate a test data set to evaluate the

models. Generating 100 random fire locations and points for each region might lead to over

or under-estimating fire counts for certain regions. Moreover, the years 2007-2009 were some

of California’s driest years in the state’s hydrologic record [Jon10], which might influence

the weather data and, subsequently, impact model accuracy. Another potential source of

inaccuracy stems from the scarcity of fires larger than 1 acre in this data set, which may

result in some bias when predicting smaller fires. Additionally, evaporation readings may be

inaccurate for most fires since only 17 weather stations recorded evaporation.

Finally, it is worth noting the constant model is not a perfect benchmark, since the

constant model’s residual and SG statistic might already be performing significantly better

(larger than 10 acre subset) or worse (Southern CA fire subset) to begin with.
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CHAPTER 6

Conclusion

By incorporating randomness and spatial patterns, point process theory offers an intuitive

way to model the complex spatial dynamics of forest fire behavior. The SG statistic seems to

be an easy and accurate tool for modeling forest fire point processes based on the relatively

low residuals of all of the above models. In terms of models, models for the SoCal, SoCal

unnatural, and larger fires seem to perform notably well. Modeling with the computation-

ally effective SG statistic could help inform decision-making among insurance agencies, fire

departments, and land management organizations.

Potential avenues for future research could include implementing more recent or diverse

data that are not restricted to forest system lands. Furthermore, integrating additional

covariates that are suggested in literature to be important to forest fire ignition could be

implemented in modeling, such as fuel composition or topography [SRK07]. An analysis of

the performance of the SG statistic against the MLE for a variety of point process models

could also be insightful. It also would be interesting to further investigate why the SG

statistic performs well in modeling and if there are advantages in model selection over the

MLE method. Additionally, there is research to be done to examine other ways to divide,

including non-uniform divisions, regions in question [Coe23].
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APPENDIX A

Subset Variables Parameters Mean Abs Residual SG Statistic

All Fires (n=7179) Bkgd, constant, tmax 9831, 1, 1 556 0.01545084

All Natural (n=2690) Bkgd, awnd, tmax 6555, 1, 1 773 0.02499571

All Unnatural (n=4489) Bkgd, constant, prcp, tmax 6822, 48, -.1, 1 620 0.02548996

SoCal (n = 2982) Bkgd, awnd, tmax, evap, tmin, prcp, constant 9888, 21, .1, -524, -2, -.3, 210 488 0.004326582

SoCal Natural (n = 600) Bkgd, constant, evap 3064, -312, 946 602 0.01156501

SoCal Unnatural (n = 2382) Bkgd, constant, awnd, tmax, prcp 7724, -332, -4, 5, 1 493 0.009156331

NorCal (4197) Bkgd 9831 704 0.008119111

NorCal Natural (n = 2090) Bkgd, awnd, tmax 6052, .3, 1 547 0.008012237

NorCal Unnatural (n = 2107) Bkgd, constant, prcp, tmax 6115, -69, .04, 1 636 0.01072884

All > 1 acre (n = 1195) Bkgd, constant, awnd, evap, tmax 2273, -99, -1, 498, 1 217 0.02863146

All > 10 acres (n = 496) Bkgd, constant, prcp, tmax 1102, 6, .1, 1 119 0.03608812

Table A.1: Summary of best performing models of all the subsets.

25



Variables Parameter Input Residual SG

Bkgd 9831 610 0.01905628

Bkgd, awnd 10435, .9 594 0.01885406

Bkgd, awnd, tmax 10435, .9, 1 591 .01873597

Bkgd, awnd, tmax, evap 10296, -1, .4, 1 585 0.01772847

Bkgd, awnd, tmax, evap, tmin 10286, -3, .5, -57, 1 595 0.01562562

Bkgd, awnd, tmax, evap, tmin, prcp 10568, -9, .2, 8, .6, 1 594 0.0158948

Bkgd, awnd, tmax, evap, tmin, prcp, constant 10568, -9, .2, 8, .6, 1, 1 581 0.01356592

Bkgd, constant 9831, 1 595 0.01887556

Bkgd, constant, awnd, 10443, 5, 1 595 0.01884705

Bkgd, constant, awnd, evap 10443, 5, 1, 1 601 0.01739696

Bkgd, constant, awnd, evap, tmax 10374, -82, 25, -142, 1 561 0.01291623

Bkgd, constant, awnd, tmax 10374, -82, 25, 1 564 0.01510645

Bkgd, constant, prcp 10443, 5, 1 597 0.01744089

Bkgd, constant, tmax 9831, 1, 1 556 0.01545084

Bkgd, constant, tmax, prcp 9831, 1, 1, 1 580 0.01470446

constant 6555 4304 0.07451696

Table A.2: Performance of statewide models. Green highlight indicates the best performing

model.

26



Variables Parameter Input Residual SG

Bkgd 6555 852 0.02632275

Bkgd, awnd 6555, 1 828 0.02607548

Bkgd, tmax 6555, 1 824 0.02604629

Bkgd, awnd, tmax 6555, 1, 1 773 0.02499571

Bkgd, awnd, tmax, evap 6555, 1, 1, 1 806 0.02482011

Bkgd, awnd, tmax, evap, tmin 6555, 1, 1, 1, 1 815 0.02484679

Bkgd, awnd, tmax, evap, tmin, prcp 6555, 1, 1, 1, 1, 1 871‘ 0.02394823

Bkgd, awnd, tmax, evap, tmin, prcp, constant 5902, 9, 2, -5, -10, .3, 230 917 0.02406679

Bkgd, constant 5654, 1 825 0.02606407

Bkgd, constant, awnd, 5654, 1, 1 815 0.02603648

Bkgd, constant, evap 5654, 1, 1 844 0.02601103

Bkgd, constant, tmax 5654, 1, 1 831 0.02421392

Bkgd, constant, awnd, evap 5654, 1, 1, 1 806 0.02396486

Bkgd, constant, awnd, evap, tmax 5654, 1, 1, 1, 1 789 0.02392683

Bkgd, constant, awnd, tmax 5654, 1, 1, 1 806 0.02396486

Bkgd, constant, prcp 5654, 1, 1 886 0.02477208

Bkgd, constant, prcp, tmax 5769, -147, .1, 1 915 0.02424074

constant 2459 1368 0.04800243

Table A.3: Performance of statewide natural fire models. Green highlight indicates the best

performing model.
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Variables Parameter Input Residual SG

Bkgd 9831 800 0.03760277

Bkgd, awnd 8100, 1 643 0.03007842

Bkgd, tmax 8100, 1 643 0.02995469

Bkgd, tmin 8100, 1 642 0.03073728

Bkgd, awnd, tmax 6653, 4, 1 643 0.02995108

Bkgd, awnd, tmax, evap 6660, -.8, .4, 1 647 0.02675935

Bkgd, awnd, tmax, evap, tmin 6751, -2, 2, -414, 1 644 0.02662729

Bkgd, awnd, tmax, evap, tmin, prcp 6701, 1, 2, -333, -.5, 1 700 0.02548808

Bkgd, awnd, tmax, evap, tmin, prcp, constant 6701, 1, 2, -333, -.5, 1, 1 686 0.02132167

Bkgd, awnd, tmax, evap, prcp 6660, -.8, .4, 1, 1 659 0.02504448

Bkgd, constant 8100, 1 644 0.0302903

Bkgd, constant, awnd, 6671, 28, 1 644 0.0294622

Bkgd, constant, evap 6671, 28, 1 661 0.02865668

Bkgd, constant, tmax 6671, 28, 1 622 0.02583569

Bkgd, constant, awnd, evap 6590, -114, 27, 1 644 0.02944663

Bkgd, constant, awnd, evap, tmax 6591, -130, 29, 24, 1 623 0.02578562

Bkgd, constant, awnd, tmax 6590, -114, 27, 1 623 0.02576577

Bkgd, constant, prcp 6671, 28, 1 640 0.02914911

Bkgd, constant, prcp, tmax 6822, 48, -.1, 1 620 0.02548996

constant 4916 3639 0.0852278

Table A.4: Performance of statewide unnatural fire models. Green highlight indicates the

best performing model.
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Variables Parameter Input Residual SG

Bkgd 10658 508 0.01093702

Bkgd, awnd 10658, 1 549 0.009708471

Bkgd, tmax 10658, 1 550 0.009599583

Bkgd, tmin 10658, 1 541 0.009966676

Bkgd, evap 10658, 1 550 0.009667786

Bkgd, awnd, tmax 9493, 3, 1 549 0.009551603

Bkgd, awnd, evap 9493, 3, 1 550 0.009623112

Bkgd, awnd, evap, tmin 9468, -4, 170, 1 595 0.007365078

Bkgd, awnd, tmax, evap, tmin 9924, .4, 2, -467, 1 501 0.005661551

Bkgd, awnd, tmax, evap, tmin, prcp 9795, 15, 1, -355, 1, -.2 509 0.006362882

Bkgd, awnd, tmax, evap, tmin, prcp, constant 9888, 21, .1, -524, -2, -.3, 210 488 0.004326582

Bkgd, awnd, evap, tmax 9468, -4, 170, 1 513 0.007898588

Bkgd, awnd, evap, tmax, prcp 9718, -.02, -408, 1, 1 572 0.00996795

Bkgd, constant 10658, 1 547 0.009764503

Bkgd, constant, awnd, 9520, 17, 1 549 0.009696463

Bkgd, constant, evap 9520, 17, 1 558 0.006815458

Bkgd, constant, tmax 9520, 17, 1 540 0.005975145

Bkgd, constant, awnd, evap 9487, -14, 5, 1 546 0.005827478

Bkgd, constant, awnd, evap, tmax 9487, -14, 5, 1, 1 561 0.004854959

Bkgd, constant, awnd, tmax 9487, -14, 5, 1 531 0.005821689

Bkgd, constant, prcp 9520, 17, 1 528 0.00838603

Bkgd, constant, prcp, tmax 9653, 46, -.1, 1 533 0.005452304

constant 7717 5930 0.04476622

Table A.5: Performance of Southern CA fire models. Green highlight indicates the best

performing model.
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Variables Parameter Input Residual SG

Bkgd 4916 823 0.01457826

Bkgd, tmax 4072, 1 677 0.01326278

Bkgd, tmin 4072, 1 681 0.01334229

Bkgd, evap 4072, 1 638 0.0125644

Bkgd, awnd 4072, 1 679 0.01307194

Bkgd, awnd, tmax 3004, 17, 1 742 0.01215888

Bkgd, awnd, evap 3004, 17, 1 616 0.0122512

Bkgd, awnd, evap, tmin 2899, -21, 705, 1 784 0.01111701

Bkgd, awnd, evap, tmin, tmax 3111, 125, 357, -14, 1 767 0.01100117

Bkgd, awnd, evap, tmin, tmax, prcp 3274, 74, 100, -23, 12, -.3 708 0.009768093

Bkgd, awnd, evap, tmin, tmax, prcp, constant 3274, 74, 100, -23, 12, -.3, 1 711 0.009841118

Bkgd, awnd, evap, tmax 2899, -21, 705, 1 729 0.01107663

Bkgd, awnd, evap, tmax, prcp 2844, 126, 892, -11, 1 807 0.009460894

Bkgd, constant 4072, 1 681 0.01321258

Bkgd, constant, awnd, 3039, 108, 1 720 0.01235648

Bkgd, constant, evap 2961, -123, 612 602 0.01156501

Bkgd, constant, tmax 3039, 108, 1 725 0.01307052

Bkgd, constant, evap, awnd 3064, -312, 946, 1 614 0.01073742

Bkgd, constant, evap, awnd, tmax 3064, -312, 946, 1, 1 607 0.01085555

Bkgd, constant, awnd, tmax 2709, -562, 126, 1 921 0.01168934

Bkgd, constant, prcp 3039, 108, 1 744 0.01080448

Bkgd, constant, prcp, tmax 3039, 108, 1, 1 874 0.01008116

constant 2049 1323 0.02378105

Table A.6: Performance of Southern CA natural caused fire models. Green highlight indi-

cates the best performing model.
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Variables Parameter Input Residual SG

Bkgd 9831 500 0.01698546

Bkgd, tmax 9662, 1 524 0.01324631

Bkgd, tmin 9662, 1 521 0.0138267

Bkgd, evap 9662, 1 522 0.01342258

Bkgd, awnd 9662, 1 524 0.01341743

Bkgd, awnd, tmax 7558, 4, 1 523 0.0132095

Bkgd, awnd, evap 7558, 4, 1 530 0.01249217

Bkgd, awnd, evap, tmin 7547, 15, -209, 1 530 0.01238891

Bkgd, awnd, evap, tmin, tmax 7547, 15, -209, 1, 1 495 0.0078457

Bkgd, awnd, evap, tmin, tmax, prcp 7470, 22, -527, -4, 1, 1 518 0.01220914

Bkgd, awnd, evap, tmin, tmax, prcp, constant 7547, 15, -209, 1, 1, 1, 1 546 0.008587935

Bkgd, awnd, evap, tmax 7547, 15, -209, 1 516 0.01018514

Bkgd, awnd, evap, tmax, prcp 7820, -18, -265, 1, .5 468 0.01035117

Bkgd, constant 9662, 1 525 0.01347154

Bkgd, constant, awnd, 7580, 27, 1 524 0.01341715

Bkgd, constant, evap 7580, 27, 1 527 0.01181268

Bkgd, constant, tmax 7580, 27, 1 500 0.01007124

Bkgd, constant, awnd, evap 7558, -2, 5, 1 533 0.01114382

Bkgd, constant, awnd, evap, tmax 7762, -299, -6, -229, 5 508 0.009204567

Bkgd, constant, awnd, tmax 7558, -2, 5, 1 499 0.01001216

Bkgd, constant, awnd, tmax, prcp 7724, -332, -4, 5, 1 493 0.009156331

Bkgd, constant, prcp 7580, 27, 1 530 0.01233982

Bkgd, constant, prcp, tmax 7748, -376, -.1, 5 509 0.008579723

constant 6555 5147 0.04626734

Table A.7: Performance of Southern CA unnatural caused fire models. Green highlight

indicates the best performing model.
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Variables Parameter Input Residual SG

Bkgd 9831 704 0.008119111

Bkgd, tmax 10681, 1 723 0.007605743

Bkgd, tmin 10681, 1 723 0.007617798

Bkgd, evap 10681, 1 720 0.007659412

Bkgd, awnd 10681, 1 721 0.007619417

Bkgd, awnd, tmax 10755, -14, 1 710 0.007676337

Bkgd, awnd, evap 10862, -1, 1 745 0.006885035

Bkgd, awnd, evap, tmin 11159, -18, 171, 1 869 0.006534318

Bkgd, awnd, evap, tmin, tmax 11159, -18, 171, 1, 1 823 0.00696118

Bkgd, awnd, evap, tmin, tmax, prcp 11159, -18, 171, 1, 1, 1 752 0.004578604

Bkgd, awnd, evap, tmin, tmax, prcp, constant 11159, -18, 171, 1, 1, 1, 1 785 0.003429229

Bkgd, awnd, evap, tmax 11045, -23, 111, 1 809 0.006411216

Bkgd, awnd, evap, tmax, prcp 11159, -18, 171, 1, 1 750 0.005227454

Bkgd, constant 10681, 1 723 0.007585825

Bkgd, constant, awnd, 10884, -9, 1 751 0.007148185

Bkgd, constant, evap 10884, -9, 1 778 0.00628336

Bkgd, constant, tmax 10884, -9, 1 716 0.00643593

Bkgd, constant, awnd, evap 10884, -9, 1, 1 786 0.006261589

Bkgd, constant, awnd, evap, tmax 11763, -198, 3, 262, 1 737 0.006187247

Bkgd, constant, awnd, tmax 10884, -9, 1, 1 735 0.006145212

Bkgd, constant, awnd, tmax, prcp 10884, -9, 1, 1, 1 727 0.005265315

Bkgd, constant, prcp 10884, -9, 1 717 0.005396933

Bkgd, constant, prcp, tmax 11052, -152, .3, 1 752 0.005324268

constant 4916 2560 0.02707852

Table A.8: Performance of Northern CA fire models. Green highlight indicates the best

performing model.
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Variables Parameter Input Residual SG

Bkgd 6555 621 0.009087815

Bkgd, tmax 6130, 1 606 0.008989532

Bkgd, tmin 6130, 1 606 0.008988054

Bkgd, evap 6130, 1 607 0.008987192

Bkgd, awnd 6130, 1 608 0.008995568

Bkgd, awnd, evap 6052, .3, 1 646 0.007670369

Bkgd, awnd, tmax 6052, .3, 1 547 0.008012237

Bkgd, awnd, evap, tmin 6330, -25, 259, 1 587 0.007438812

Bkgd, awnd, evap, tmin, tmax 5984, -31, 125, 2, 1 608 0.007485533

Bkgd, awnd, evap, tmin, tmax, prcp 6242, -28, 143, -1, 1, .2 596 0.006489052

Bkgd, awnd, evap, tmin, tmax, prcp, constant 5927, 4, -153, -2, 1, .3, -8 585 0.006474877

Bkgd, awnd, evap, tmax 6330, -25, 259, 1 616 0.007610472

Bkgd, awnd, evap, tmax, prcp 6156, -27, 204, 1, 1 592 0.006488753

Bkgd, constant 6130, 1 607 0.008999138

Bkgd, constant, awnd, 6047, 2, 1 613 0.008987556

Bkgd, constant, evap 6047, 2, 1 641 0.008824857

Bkgd, constant, tmax 6047, 2, 1 607 0.006965281

Bkgd, constant, awnd, evap 6086, -11, 2, 1 667 0.007586513

Bkgd, constant, awnd, evap, tmax 6463, -46, -18, 265, 1 554 0.006800176

Bkgd, constant, awnd, tmax 6086, -11, 2, 1 594 0.00688513

Bkgd, constant, awnd, tmax, prcp 6077, -236, -3, 3, 1 602 0.006798284

Bkgd, constant, prcp 6047, 2, 1 648 0.007101054

Bkgd, constant, prcp, tmax 6047, 2, 1, 1 706 0.008212981

constant 2459 1200 0.02305346

Table A.9: Performance of Northern CA natural fire models. Green highlight indicates the

best performing model.
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Variables Parameter Input Residual SG

Bkgd 6555 643 0.01406388

Bkgd, tmax 5791, 1 646 0.01214027

Bkgd, tmin 5791, 1 647 0.01247978

Bkgd, evap 5791, 1 645 0.01254081

Bkgd, awnd 5791, 1 647 0.01214036

Bkgd, awnd, evap 5791, 1, 1 668 0.009863116

Bkgd, awnd, tmax 6319, 17, -2 659 0.009160935

Bkgd, awnd, evap, tmin 6511, 16, -683, 1 659 0.009413558

Bkgd, awnd, evap, tmin, tmax 6511, 16, -683, 1, 1 653 0.009209737

Bkgd, awnd, evap, tmin, tmax, prcp 6511, 16, -683, 1, 1, 1 656 0.00828473

Bkgd, awnd, evap, tmin, tmax, prcp, constant 6754, 2, -799, -2, 1, .2, 24 653 0.008252987

Bkgd, awnd, evap, tmax 6636, 16, -611, 1 660 0.009148306

Bkgd, awnd, evap, tmax, prcp 6424, 16, -11, -2, 5225 959 0.008854719

Bkgd, constant 5791, 1 643 0.01236474

Bkgd, constant, awnd 6224, -60, 1 647 0.009718151

Bkgd, constant, evap 6218, -52, -25 647 0.01038015

Bkgd, constant, tmax 6224, -60, 1 653 0.01195231

Bkgd, constant, awnd, evap 6670, -191, 18, 1 653 0.009446194

Bkgd, constant, awnd, evap, tmax 6518, -178, 25, -338, 1 663 0.009131983

Bkgd, constant, awnd, tmax 6670, -191, 18, 1 662 0.009143235

Bkgd, constant, awnd, tmax, prcp 6670, -191, 18, 1, 1 677 0.008205568

Bkgd, constant, prcp 6224, -60, 1 639 0.01223331

Bkgd, constant, prcp, tmax 6115, -69, .04, 1 636 0.01072884

constant 3278 1793 0.03105843

Table A.10: Performance of Northern CA unnatural fire models. Green highlight indicates

the best performing model.
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Variables Parameter Input Residual SG

Bkgd 3278 619 0.04949834

Bkgd, tmax 3602, 1 312 0.03434171

Bkgd, tmin 3602, 1 309 0.03437456

Bkgd, evap 3602, 1 309 0.03433921

Bkgd, awnd 3602, 1 331 0.03519787

Bkgd, awnd, evap 2428, 4, 1 301 0.03423737

Bkgd, awnd, tmax 2428, 4, 1 302 0.0342134

Bkgd, awnd, evap, tmin 2288, -2, 146, 1 300 0.03423358

Bkgd, awnd, evap, tmin, tmax 2303, -2, 65, -.2, .4 303 0.03418714

Bkgd, awnd, evap, tmin, tmax, prcp 2385, -10, 30, -.1, .3, .2 305 0.03056667

Bkgd, awnd, evap, tmin, tmax, prcp, constant 2385, -10, 30, -.1, .3, .2, 1 305 0.02917121

Bkgd, awnd, evap, tmax 2300, -2, 22, .4 301 0.03420666

Bkgd, awnd, evap, tmax, prcp 2305, -3, 239, -.2, -440 295 0.03293188

Bkgd, constant 3602, 1 324 0.03496247

Bkgd, constant, awnd 2388, 25, 1 325 0.03495536

Bkgd, constant, evap 2388, 25, 1 295 0.03196619

Bkgd, constant, tmax 2388, 25, 1 265 0.02961159

Bkgd, constant, awnd, evap 2396, 21, 1, 1 296 0.03190561

Bkgd, constant, awnd, evap, tmax 2273, -99, -1, 498, 1 217 0.02863146

Bkgd, constant, awnd, tmax 2396, 21, 1, 1 250 0.0294631

Bkgd, constant, awnd, tmax, prcp 2466, -23, -8, .5, .2 303 0.03036383

Bkgd, constant, prcp 2388, 25, 1 295 0.03192359

Bkgd, constant, prcp, tmax 2252, -26, .2, 1 245 0.03100999

constant 1230 626 0.06083515

Table A.11: Performance of models for fires > 1 acre. Green highlight indicates the best

performing model.
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Variables Parameter Input Residual SG

Bkgd 3278 945 0.07453827

Bkgd, tmax 3460, 1 193 0.04092866

Bkgd, tmin 3460, 1 185 0.04042579

Bkgd, evap 3460, 1 206 0.0415448

Bkgd, awnd 3460, 1 225 0.04402666

Bkgd, awnd, evap 1150, 6, 1 202 0.04126217

Bkgd, awnd, tmax 1150, 6, 1 158 0.03889707

Bkgd, awnd, evap, tmin 1085, -3, 172, 1 160 0.03745831

Bkgd, awnd, evap, tmin, tmax 837, -11, 26, 2, .4 153 0.03740829

Bkgd, awnd, evap, tmin, tmax, prcp 978, -6, -4, 2, -.2, .03 162 0.03755906

Bkgd, awnd, evap, tmin, tmax, prcp, constant 978, -6, -4, 2, -.2, .03, 1 149 0.03514591

Bkgd, awnd, evap, tmax 1085, -3, 172, 1 158 0.03889697

Bkgd, awnd, evap, tmax, prcp 877, -11, 1, 2, 1 143 0.03717759

Bkgd, constant 3460, 1 207 0.04177178

Bkgd, constant, awnd 1074, 39, 1 183 0.04002182

Bkgd, constant, evap 1074, 39, 1 206 0.04150975

Bkgd, constant, tmax 1074, 39, 1 148 0.03721344

Bkgd, constant, awnd, evap 918, 131, -12, 1 183 0.04001638

Bkgd, constant, awnd, evap, tmax 918, 131, -12, 1, 1 141 0.03679683

Bkgd, constant, awnd, tmax 918, 131, -12, 1 134 0.0368862

Bkgd, constant, awnd, tmax, prcp 840, -211, -6, 4, 1 132 0.03632122

Bkgd, constant, prcp 1074, 39, 1 208 0.04016326

Bkgd, constant, prcp, tmax 1102, 6, .1, 1 119 0.03608812

constant 436 256 0.05223884

Table A.12: Performance of models for > 10 acre fires. Green highlight indicates the best

performing model.
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