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\begin{abstract}
The design practice of Box-Girder Seat-Type (BGST) bridges in the Western U.S. is continuously evolving based on the results of advanced modeling and analysis techniques. This is mainly to help engineers and researchers to better understand the behavior of BGST bridges during seismic excitations. Within this backdrop, this study fills the gaps in the current knowledge of assessing the combined effect of strong motion duration and spectral shape on the response of bridges using a comprehensive set of numerical simulations and statistical analyses. Three-dimensional finite element models of two real BGST bridges are analyzed using a large set of ground motions obtained from crustal sources and subduction sources. By means of \textit{Step-wise regression} – and other statistical procedures – the sensitivity of bridge response parameters to various ground motion parameters including Arias Intensity ($I_a$), RotD50 spectral acceleration at the bridge’s first natural period ($S_a(T_1)$), Significant Duration ($D_{95}$), mid-frequency ($f$), the derivative of the mid-frequency ($f'$) and time at 30% of cumulated Arias Intensity ($I_{cum}$) are evaluated. Results indicate that in the case of ground motions arising from shallow crustal sources, $I_a$ and $S_a(T_1)$ are the best predictors of the bridge response, and strong motion duration ($D_{95}$) has no statistically meaningful impact on the response of bridges. However, it is observed that the $D_{95}$ of the ground motions ascending from the subduction sources highly affects the bridge response; utilizing $D_{95}$ alongside $S_a(T_1)$, or $I_{cum}$ can significantly increase the accuracy of bridge response estimates. Hence, it is concluded that $D_{95}$ is not an important ground motion intensity measure for ground motion selection for bridges located in areas with crustal earthquakes. In contrast, $D_{95}$ is important in subduction zone ground motions and must be given proper consideration in the design and analysis of BGST bridges.
\end{abstract}

1. Introduction

Highway bridges are among the vulnerable components of any urban infrastructure. They are expected to sustain minor damage and maintain their functionality after major man-made as well as natural disasters such as Earthquakes [11]. During the last three decades, bridges designed according to seismic design codes were observed to occasionally show poor performance during major earthquakes [7]. With the onset of sophisticated methods of analysis, the design and analysis codes for bridge construction (e.g., [11]) have evolved to look beyond single bridge behavior and aim at developing sustainable transportation network systems [1]. Caltrans SDC [11] recommends bridge design with a global target column ductility demand ($\gamma_D$) between 3 and 5; ductility is used as a surrogate for more direct performance measures. However, there are certain gaps in the current bridge analysis procedures. One of the major gaps present in the current methodology is the obliviousness of Intensity Measures (IMs) that carry more information about the nature of impeding ground motions compared with the conventional pseudo-spectral acceleration towards quantifying the response of bridges. By this assertion, this study investigates the merits of adding strong motion duration, or Arias intensity, as a measure input energy, to the pseudo-spectral acceleration for estimating the response of bridge structures.

The current practices in bridge design are widely based on the recommendations of AASHTO Specifications (2011), which mainly incorporate four methods of analysis. These include: i) Equivalent Static Analysis (ESA), ii) Elastic Dynamic Analysis (EDA), iii) Inelastic Static Analysis (ISA), and iv) Nonlinear Time History Analysis (NLTHA). While the first three methods are appealing due to low computational overhead ranging from multimodal analysis to pushover, NLTHA requires that the bridge model must be analyzed under at least seven independent time histories applied in two orthogonal directions [12]. The peak response of bridge members for each set of time histories shall be recorded by applying the ground excitations in four orienta-
tions (0, 10, 6030, 60, 90 degrees). For each orientation (and for each of the seven sets of time histories), the peak response at each pertinent Degree of Freedom (DOF) is recorded. This will result in (4 orientations) × (7 sets of time histories) = 28 peak responses at each pertinent DOF. The bridge is designed for the average of the recorded peak responses at each degree of freedom of interest. If fewer than seven sets of time histories are used, then the maximum rather than the average response shall be used for design. The selection of these ground motions is primarily based on a matching of ground motion spectra with the probabilistic Uniform Hazard Spectrum (UHS) of the location. Hence, it is deduced that these methods consider only the amplitude and frequency content of the ground motions, and the duration of ground motions is neglected.

Duration characteristic of a ground motion is generally identified in terms of its strong motion duration, also known as Significant Duration (D_s). D_s was initially measured using visual inspection (e.g., [40]). Current common ways to quantify D_s include (i) Bracketed Duration which is the time elapsed between the first and last excursions of the accelerogram above a specified acceleration threshold, e.g., 0.05 g [32, 8]; (ii) the time interval over which a specific percentage range, e.g., 5–75%, 5–95% (denoted as D_{5-75} and D_{5-95}, respectively), of the integral \( \int_0^{t_{\text{max}}} a^2(t) \, dt \) is accumulated, where \( a(t) \) represents the ground acceleration at time t, and \( t_{\text{max}} \) represents the length of the accelerogram [39]. While these metrics correspond to the canonical definition of ground motion duration, other duration metrics that are only implicitly correlated to the duration of strong ground motion, and may not even possess units of time, have also been proposed. \( ID = \int_0^{t_{\text{max}}} a^2(t) \, dt / (PGA \times PGV) \), for example, is a dimensionless duration metric proposed by Cosenza and Manfredi [16]. Although the form and nature of a duration metric do influence its usability in structural design and assessment, a more important criterion is its correlation to key structural demands [13].

One of the earliest studies to employ nonlinear dynamic analyses to examine the effect of duration on structural response was done by Clough et al. [15]. This study analyzed a nonlinear model of a 20-story building and assessed the effect of duration on the peak lateral displacements, member ductility demands, and column axial forces by using sections of an accelerogram recorded from the 1940 El Centro earthquake, of different lengths, and scaled to different intensities. Several other studies, including Mahin [22], Bommer et al. [9], Ruiz-García and Miranda [30], Oyarzo-Vera and Chouw [27], and Mantavya and Anderson [23], have since employed nonlinear dynamic analyses to assess the influence of duration on structural demands. The conclusions reached by each of these studies were found to depend on (i) the nature of ground motions used; (ii) the metrics used to quantify duration; (iii) the characteristics of the structural models employed; and (iv) the structural demand parameters considered. The broad consensus that one may draw from this wide body of research is that ground motion duration generally does not affect peak demands, like peak story drifts and peak member forces, but significantly influences cumulative damage metrics (e.g., total dissipated hysteretic energy and accumulated plastic strain). Studies that simulated structural collapse also found that duration of ground motions affect collapse capacity or the capacity of a structure to resist structural collapse, as typically quantified by a collapse fragility curve [28]. Recently, Chandramohan [13] compared the structural response effect of duration and spectral shape of ground motions originating from crustal and subduction sources. This study analyzed building structures from three different locations in North America and concluded that the long duration and spectral shape of ground motions originating from subduction sources play a significant role in changing the response of the structures. However, all these studies were primarily based on analyzing the impact of strong motion duration on buildings or single bridge columns, and there is no exclusive literature available which has precisely investigated the effect of strong motion duration on the bridge response considering the complete dynamic response of the bridge model.

The study summarized herein, primarily investigates the impact of utilizing various IMs (features of the statistical relations), or their combination, on the response of two reinforced concrete (RC) Box-Girder Seat-Type (BGST) Bridges. These IMs include RotD50 spectral acceleration at the bridge’s natural period (\( S_b(T_b) \)), Arias Intensity (\( I_a \)) [2], Significant Duration (\( D_{5-95} \)), mid-frequency (\( f_{\text{mid}} \)) (Dabaghi and Der Kiureghian [17]), time at 30% of cumulated Arias Intensity (\( t_{30\%} \)) [17] and the derivative of the mid-frequency (\( f'(T) \)) at \( t_{\text{mid}} \). The bridges are analyzed under two groups of 500 ground motions, the first group arising from crustal sources and the second group from subduction sources. The analysis is conducted by rotating the two orthogonal components of the ground motions through 180 degrees in an interval of 9 degrees. The median of maximum column drift ratio (Rot50CDR) and dissipated energy (Rot50DE) in each direction is obtained and compared with the significant duration \( D_{5-95} \) of the ground motions. It should be noted that in this study the EDP of Column Drift Ratio (CDR) and Dissipated Energy (DE) is termed in the form of RotppEDP, where Rot indicates the rotation of ground motion components, pp indicates the percentile value used for the measure (e.g., “00”, “50” and “100” correspond to minimum, median and maximum values, respectively; the median value is used in this study), and EDP indicates that the measure is an Engineering Demand Parameter (i.e., Column Drift Ratio CDR or Dissipated Energy DE). The motivation behind using such an EDP is to be consistent with the current state of the art Intensity Measure (IM), i.e., RotD50 spectral acceleration; RotDpp, where Rot indicates the rotation of the two orthogonal components of the ground motions, D indicates the period dependency and pp corresponds to the percentile value (mainly limited to the 50 percentiles, i.e., the median value). RotD50 is the median value of the spectral acceleration obtained when the two horizontal components are applied orthogonally and rotated throughout 180 degrees on a Single Degree of Freedom (SDOF) system with a varying spectral period [10]. Consequently, in this research RotD50 should not be confused with Rot50EDP, while the former is a measure of IM obtained after rotating the 2 ground motions components on an SDOF with varying period, latter is a measure of the EDP (Column Drift Ratio CDR and Dissipated Energy DE) obtained after rotating the two components of ground motions through 180 degrees on the MDOF bridge models. To avoid any confusion and for the sake of brevity, in this study, the RotD50 spectral acceleration at bridge’s first mode period is termed as \( S_b(T_b) \) or \( S_b(T_b) \) and \( S_b(T_b) \) are used interchangeably in this paper.

Using regression tools and machine learning algorithms, the obtained Rot50CDR, and Rot50DE are used as the target variables for various predictors of ground motion and response parameters for the two groups of 500 ground motions. This is followed by a statistical sensitivity analysis wherein the predictive power of the different predictors (features, also dubbed as Intensity Measures) is estimated through Step-wise regression, Random Forest, and Neighborhood Component Analysis (NCA). Through the series of statistical analysis, the sensitivity of each predictor is observed in terms of statistical values (which include: \( R^2_{\text{adj}} \), AIC, BIC, Relative Feature Importance RI, NCA Feature Weight FW; described later). Finally, conclusions are provided of the above-mentioned features that are statistically significant in predicting the response of the bridges (hence are related to the EDP) and whether the duration of the strong motions substantially affects the response of the bridges. It should be noted that based on the earlier studies [21, 31] the vertical component of ground motions is considered to have a negligible effect on the displacement demands of bridge columns and hence, the vertical component of ground shaking is not considered in this study.
2. Bridge models

Two representative RC highway bridge structures are selected for the statistical analysis. Table 1 includes the details of the two ordinary bridges with seat-type abutments which reflect the common bridge engineering practice in the western United States. Finite Element models of the bridges were developed in OpenSees [24]. The finite element models are comprised of: seat-type abutments, shear keys, column bents, elastomeric bearing pads, backfill soil, and superstructure. An illustration of the model is provided in Fig. 1. The concrete and steel used in modeling possess a compressive strength $f'_{c} = 35$ MPa with a modulus of elasticity $E_{s} = 27789$ MPa and yield strength $= 470$ MPa with a modulus of elasticity $E_{s} = 200000$ MPa, respectively.

The models are based on the bridge models presented in Omrani et al. [26]; however, their structural component models are upgraded, and associated modeling parameters are updated; Caltrans SDC [11] recommends the superstructure be designed to remain elastic during earthquake events; therefore, the superstructure is modeled with elasticBeamColumn using uncracked section properties. To capture the dynamic response accurately, the mass of the superstructure is distributed throughout the length of the deck with each span’s mass being distributed in ten intervals. The bridge columns are modeled using beamWithHinges element (two Gauss integration points) with fiber-discretized cross sections to model confined concrete for the core, unconfined concrete for the cover and steel rebars. The plasticity of columns is concentrated at two plastic hinges at the opposite ends connected by a linear elastic element. The plastic hinge length is determined based on Caltrans SDC [11]. Assuming a monolithic construction of cap beam and columns, the cap beam is modeled as a rigid bent using elasticBeamColumn element with high torsional, in-plane, and out-of-plane stiffnesses. The concrete and steel are modeled using Concrete01 and ReinforcingSteel materials, respectively, which are available in OpenSees.

The base of Bridge A and Bridge B are simulated as fixed and pinned connections, respectively, with the stiffness of connections arising from piles beneath. However, the flexibility of base connections arising from piles beneath is specifically modeled. To describe the translational behavior of pile foundations, a linear elastic spring model is used, and the vertical movement is restricted. In most practical situations, the response of laterally loaded piles is only controlled by the uppermost part of the pile length, $l_{a}$ [14]. The length, $l_{a}$, is typically on the order of 5 to 10 pile diameters and is a function of the material

![Fig. 1. Details of the finite-element model of bridge structures: a) Transverse abutment combo spring, b) Longitudinal abutment combo spring, c) Bearing pads response, d) Abutment pile response, e) Backfill soil response, and f) Brittle shear key response.](image-url)
of the pile with respect to the soil, Eq. (1) presents simple algebraic expressions given by Fang [18], for estimating $l_c$ of a circular solid pile with diameter, $d$, Young’s modulus, $E_p$, for parabolic increases of soil modulus, $E_y$, is the reference Young’s modulus of the soil at depth, $z = d$, and $d$ is the diameter of a pile. Eq. (2) is then used to calculate the total horizontal stiffness of pile footing ($K_{h,tot}$). In Eq. (2), $N$ represents the number of piles in the footing and the term inside brackets represent the stiffness of single pile and are valid for piles with length, $L > l_c$. In this study, the reference modulus of sand, 35 MPa is used for the conservatism and piles are assumed to be made of concrete ($E_p = 21994$ MPa).

$$l_c = 2d\left(\frac{E_p}{E_y}\right)^{0.22}$$

(1)

$$K_{h,tot} = N \left[ \frac{8dE_y}{(E_p/E_y)^{0.28}} \right]$$

(2)

Shear keys are designed and modeled in a brittle/isolated manner using the hysteretic spring model available in OpenSees. The model is defined with a trilinear spring model as given in Fig. 1f. The abutments are assumed as high abutments and the isolated shear keys are designed as per Caltrans SDC (2013) with the area of vertical reinforcement ($A_{sk}$) calculated as per Eq. (3), with $P_{d,rep}$ is the superstructure dead load reaction at the abutment and $f_{sp}$ is the yield strength of steel rebars. To be conservative, $\alpha = 1$ is used in Eq. (3).

$$A_{sk} = \frac{\alpha \times P_{d,rep}}{1.8 \times f_{sp}}$$

(3)

Based on past experimental observations detailed in Kottari [20], the sliding shear resistance of an isolated shear key is associated with two states: i) shear resistance at first sliding ($V_{slid}$) and ii) ultimate sliding shear resistance ($V_u$) right before the rupture of the dowel bars. Assuming a smooth construction joint, the shear resistance due to the dowel action ($F_d$) of the vertical dowel bars is calculated using Eq. (4) which leads to the calculation of $V_{slid}$ in Eq. (8) through Eqs. (5), 6, and 7. Based on the equilibrium of the horizontal and vertical forces [5], $V_u$ is calculated as per Eq. (9).

$$F_d = \sum_{i=1}^{n_{df}} \sqrt{2M_{pl,i}/f_{cb,i}}d_{bj}$$

(4)

$$M_{pl,i} = f_{c,i}d_{bj}^3/6$$

(5)

$$f_{cb,i} = a_i/f_{sp}^{0.5}$$

(6)

$$a_i = 2.0 + 0.5 \frac{d_{bj}}{d_{bj}}$$

(7)

$$V_{slid} = \frac{T + F_d}{(1 - \mu_s \tan \beta)}$$

(8)

$$V_u = \frac{\mu_s \cos \gamma + \sin \gamma}{1 - \mu_s \tan \beta} - A_{sk}f_{sp}$$

(9)

In these equations, $M_{pl,i}$ is the plastic moment capacity of bar $i$, and the compressive strength of confined concrete, $f_{cb,i}$, is the uniaxial concrete compressive strength (in ksi), $d_{bj}$ is the diameter of bar $i$ (in inches), $\beta$ is the angle of the inclined face of the shear key with respect to a vertical plane, $T$ is the cohesive force, and $H_f$ is the coefficient of friction of the smooth construction joint ($H_f = 0.36$) [20]. $\gamma$ is the angle of inclination of the vertical dowel bar with respect to the vertical (Angle of Kink). It is assumed that a bond breaker is applied to the construction joint, hence $T = 0$ in Eq. (8). The value of $T$ is obtained from Kottari [20] through interpolation for the provided diameter of dowel bars. The initial stiffness ($k_1$) of the backbone curve is computed through the summation of shear and flexural responses of the concrete cantilever action of the shear key [26]. The stiffness of hardening ($k_2$) and softening ($k_3$) branches are expressed as a percentage of $k_1$ (ranging from 0.5% to 2.5% for various rebar diameters). In this study, $k_2$ and $k_3$ are assumed to be expressed with the same percentage of $k_1$; the ratio of $k_2/k_1$ is interpolated to reach dowel fracture as per Kottari [20].

The model of abutment comprises of i) abutment piles, ii) backfill soil, and iii) elastomeric bearing pads. Piles of the abutments are modeled through a trilinear hysteretic spring model in OpenSees with the backbone curve defined as per Chol [14]. The backbone is presented in Fig. 1d. Caltrans recommendation for pile stiffness [45], 119 kN/pile, is considered in this study. The model assumes that piles become plastic at a deformation of 25.4 mm and first yielding occurs at a displacement equal to 30% of the ultimate deformation and the yielding force is 70% of the ultimate force. The initial stiffness is assumed to degrade with soil surface yielding. The parameters of the model are given in Eq. (10) to (14).

$$K_{eff} = 7.0 \ kN/mm/pile \times \text{Number of Piles}$$

(10)

$$K_1 = 2.333 \times K_{eff}$$

(11)

$$\Delta_1 = 7.62 \ mm$$

(12)

$$K_2 = 0.428 \times K_{eff}$$

(13)

$$\Delta_2 = 25.4 \ mm$$

(14)

The backfill soil is modeled using the HyperbolicGapMaterial with a Generalized Hyperbolic Force-Deformation (GHF) backbone [35]. The backbone is presented in Fig. 1e. The details of the model can be found in Omran (2015). Hence, the active resistance of the abutment is provided by the piles, while the passive action includes resistance due to the piles and backfill soil. The elastomeric bearing pads are modeled using the Steel01 material as shown in Fig. 1c [29]. The initial stiffness, $k_{pad}$ of the bearing pad is calculated using Eq. (15), where $G$ is the shear modulus, $A$ is the cross-sectional area, and $h$ is the thickness of the bearing pad. The yield force, $F_y$, is calculated by multiplying the normal force, $N$ acting on the bearing with the coefficient of friction, $\mu$, of the pad. Schrage [42] presented an expression for the coefficient of friction, specific to elastomer on concrete, based on experimental tests and is a function of the normal stress, $sigma_n$ (in MPa), as presented in Eq. (16). Five parallel springs, representing abutment behavior, at each short side of the deck is modeled to capture resistance to the longitudinal and rotational movements. These springs are connected by a rigid link representing the short edge of the deck. In the transverse direction, one spring on each corner of the deck is modeled to represent the behavior of the abutment. The arrangement of the longitudinal and transverse springs are shown in Fig. 1a and 1b, respectively.

$$k_{pad} = \frac{G A}{h}$$

(15)

$$\mu = 0.05 + 0.4 \frac{\sigma_n}{\sigma_n}$$

(16)

3. Ground motions

Two groups of ground motions are used in this research. Group 1 includes 500 ground motions generated from subduction sources from all over the world, while group 2 contains 500 ground motions originating from crustal sources. For group 1, ground motions arising from subduction sources with $6.0 < M_w < 9.5$ and $10 \ km < R_{rup} < 350 \ km$. For group 2, 500 ground motions are selected from a total set
of 7000 main shock ground motions available in NGAWest2 database[38]. Crustal ground motions are selected based on the spectral match with the subduction ground motions, which means among the 7000 crustal ground motions, the selected 500 ground motions have the closest spectra (between 0 and 5.0 secs) to the spectra of 500 subduction ground motions. The response spectrum of the subduction ground motion is discretized at period ranges of 0.05 to 1.0 sec, 1.0 to 3.0 sec, and 3.0 to 5.0 sec at intervals of 0.05 sec, 0.10 sec, and 0.20 sec, respectively. This results in a target set of 500 vectors of pseudo-spectral accelerations ($S_i$). For the same periods, vectors of spectral accelerations ($C_j$) of all 7000 crustal ground motions are calculated. Then the spectrum of each subduction ground motion ($S_i$) is compared against the spectra of all 7000 crustal ground motions individually using the sum of squared error, $SSE = \sum (S_i - C_j)^2$. The crustal ground motions with the lowest $SSE$ is considered as the best match for that subduction ground motion.

In contrast with prior research (e.g., [13]), the crustal ground motions are not scaled to match the subduction target spectrum; hence, the ground motions used in this study are as recorded in both of the databases. Once the best match is identified, the target subduction ground motion and the spectrally equivalent crustal ground motion are selected and removed from their corresponding databases. This process is repeated for all the 500 subduction ground motions, and their spectrally matching 500 crustal ground motions are selected. The resulting ground motions in group 2 arise from crustal sources with $4.5 < M_w < 8.0$ and $1 \text{ km} < R_{rup} < 150 \text{ km}$. The unscaled RotDS0 spectra of the as-recorded ground motions from group 1 and group 2 are shown Fig. 2a and 2b, respectively, along with the Design Uniform Hazard Spectrum (UHS) of bridges A and B. Also, the distributions of the strong motion durations ($D_{95}$) for the two groups of ground motions are shown in Fig. 3. It is noticed from Fig. 3, ground motions arising from crustal sources tend to have a shorter significant duration ($D_{95}$) than subduction sourced ground motions.

4. Statistical analysis

The methodology for investigating the significance of features (also known as Intensity Measures, IMs, and is used interchangeably throughout the text) in the prediction of EDP is based on statistical tools and machine learning algorithms to develop regression equations through which sensitivity of each predictor on the goodness of fit is compared and conclusions are deduced. The two groups of ground motions are used to conduct Nonlinear Time History Analysis of the two BGST bridges. Since the response of a bridge is different in the two orthogonal directions and depends heavily on the intercept angle of ground motion, for each ground motion, the two orthogonal components of each record are rotated through 180 degrees at 9 degrees increments. Hence a total of 42,000 (2 bridges x 500 ground motions x 21 angles x 2 groups) nonlinear simulations are conducted throughout this study. As mentioned in the Introduction section, two types of EDPs are considered in this study: Rot50CDR and Rot50DE. While the former is associated with the peak response of column drift ratio, the latter corresponds to the energy dissipated throughout the time history of ground motion.

While peak Column Drift Ratio (CDR) is obtained from the history of column drift ratio, Dissipated Energy (DE) is obtained by monitoring the accelerations, velocities, and displacements of each node and then solving the product of equation of motion (Eq. (17), (6)) by subtracting inertial energy ($\int \text{M} \ddot{u} \text{d}t$) from the input energy, as shown in Eq. (18).

In these equations, $M$ and $C$ denote the mass and damping matrices of the MDOF system, and $f_i$ is the restoring force. $\mu_k$ is the ground acceleration and $\mu$ and $\xi$ are the relative acceleration and velocity of each mass with respect to the ground. The energy balance of the Eq. (17) is valid throughout the duration of the ground motion. Eq. (17) consists of three terms on the left-hand side which denote the relative kinetic energy, damping energy, and absorbed energy. The first term denotes the relative kinetic energy of the system with respect to the ground, which characterizes the energy temporarily stored in the kinematics of the system. The second term represents the damping energy dissipated by viscous damping, while the third denotes the absorbed energy that consists of the irrecoverable hysteretic energy and the recoverable strain energy. Despite the presence of the recoverable part, when the integration is carried out until the system comes to rest, the strain energy essentially vanishes. The final term on the right-hand side of the equation is the relative input energy induced by the ground motion to the system, as measured relative to the ground, excluding any rigid body translation. Still, if integration is carried out to the time when the system comes to rest, this is essentially equivalent to the absolute input energy [43].

Thus, the actual input energy induced to a system during an earthquake event is dissipated entirely by means of viscous damping and hysteretically absorbed energies (represented by the second and third term), which leads Eq. (18) where DE denotes the Dissipated Energy. Eq. (18) is applied to each node for each degree-of-freedom during each time step of ground motion to calculate DE for each node. Due to the additive nature of energy, DE of each node for each degree of freedom is added scalarly throughout the response history to obtain the overall dissipated energy.

$$\int M \ddot{u} \text{d}t + \int C \dddot{u} \text{d}t + \int f_i \text{d}t = - \int M \dddot{u} \text{d}t$$

(17)

$$DE = \int M \dddot{u} \text{d}t - \int M \dddot{u} \text{d}t$$

(18)

Fig. 2. RotDS0 Spectra of: (a) Subduction GMs, (b) Crustal GMs.
For conducting the sensitivity analysis, the ground motion time histories are characterized by several IMs which include: Arias Intensity \( (I_a) \), Significant Duration \( (D_{5-95}) \), mid-frequency \( (f_{mid}) \), and the derivative of the mid-frequency \( (f') \) at \( t_{mid} \). Significant Duration \( (D_{5-95}) \) is the time interval over which 5–95% of the integral \( \int_{t_0}^{t_{max}} \sigma^2(t) \, dt \), is accumulated, where \( \sigma(t) \) represents the ground acceleration at time \( t \), and \( t_{max} \) represents the length of the accelerogram [39]. \( I_a \) used in this study is SRSS of the Arias Intensities of the two orthogonal components. An illustration to calculate the \( f_{mid} \) and \( f' \) for a record is provided in Fig. 4. The upper left of the figure represents the time history of the ground motion. At every instance when the ground motion history crosses the zero-level, the cumulative number of zero-crossing is noted at the time of crossing as shown in the lower left of Fig. 4. Then, a second-order polynomial \( f(t) \) is fitted to the cumulative count of zero-level up-crossings. The fitted polynomial is differentiated to obtain a linear estimate of the filter frequency as a function of time. The value of this function at \( t_{mid} \) represents the estimate of \( f_{mid} \) and its slope represents the estimate of \( f' \). IMs, including \( D_{5-95} \), \( f_{mid} \) and \( f' \) are obtained from the component of the ground motion that possesses a higher Arias Intensity. As stated earlier, another parameter that is used as a feature (i.e., IM) in the statistical regression analysis is the RotD50 spectral acceleration at the bridge natural period (termed as \( S_n(T_b) \)).

Apart from these general parameters, the crustal ground motions are further classified as pulse-like or non-pulse-like using Shahi and Baker [34] algorithm. Examples of the acceleration and velocity time-histories for non-pulse-like and pulse-like ground motions are provided in Fig. 5a and 5b, respectively. As can be seen in the figures, non-pulse-like ground motions tend to have similar amplitudes throughout the acceleration time history, while for pulse-like ground motions, high amplitudes are noticed only at a few peaks. The pulse characteristic is highly noticeable in the velocity time history of the pulse-like ground motion. Based on Shahi and Baker [34], among the 500 crustal ground motions, 62 ground motions are classified as pulse-like. For these 62 ground motions, pulse period \( (T_p) \) and pulse velocity \( (V_p) \), obtained from the Shahi and Baker [34] algorithm, are added as additional predictive features in the statistical analysis. Some of the limitations that this study possesses include that the bridge models used are assumed to represent the general bridge configurations and do not explicitly consider the effects of Soil-Structure Interaction (SSI). Also, there are no explicit considerations of near-fault condition and basin effects in the models.

Before performing the statistical analysis to correlate EDPs to IMs, general outliers are removed from the dataset of both crustal and subduction ground motions. This is done by first scaling the entire data set using the Feature Scaling Standardization algorithm [4], which involves normalization by nullifying the bias. The scaled data points are then used to fit Eq. (19) (without the pulse parameters \( V_p \) and \( T_p \), i.e., indicator function \( I = 0 \)) and the corresponding residuals are calculated. In Eq. (19), the variable \( I \) represents an indicator function which takes a value of 1 if the ground motion is pulse-like else is allotted a value of 0. The outliers in the resulting residuals (and hence outliers in the dataset) are then removed using the anomaly detection algorithm of K-Means clustering. K-Means clustering aims to partition \( n \) observations into \( k \) clusters in which each observation belongs to the cluster with the mean, which has the smallest Euclidean distance to the observation, serving as a prototype of the cluster. Outliers in the fitted data points are detected by clustering the residuals vs. \( M_w \) and residuals vs. \( R_{rup} \) of the fit into \( K \) clusters. The cluster of residuals farthest from the rest is classified as the outliers and the corresponding data is removed from the data set. The value of \( K \) is decided to be the elbow point of the plot.

Fig. 3. Significant Durations \( (D_{5-95}) \) of Crustal GMs and Subduction GMs.

Fig. 4. Illustration for \( f_{mid} \) and \( f' \).
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K vs. Average within-cluster distance to the centroid. This minimizes the average distance between the data points and the centroid within a cluster while limiting the value of $K$. To prevent removal of outliers from only certain magnitudes and epicentral distances, the outlier detection is conducted in batches. The residuals for the fitting of each formulation are clubbed into batches based on the magnitudes of their respective earthquake events, such as residuals of each formulation for $6.5 < M_w < 7.0$ form one batch, $7.0 < M_w < 7.5$ form another batch and so on. Then, the above-mentioned anomaly detection process is performed on each batch and a cluster of the outliers is removed. The process is conducted for both crustal and subduction ground motions for both types of EDPs.

This method of outlier removal, in case of crustal ground motions, reduces the data set from 500 to 469 and 475 for Bridge A and Bridge B, respectively, while for subduction group, the data set of 500 is reduced to 471 and 476 for Bridge A and Bridge B, respectively. The removed (outlier) data is not used in any further data processing. The sensitivity analysis of bridge response to all the features (including $I_a, D_{sw55}, f_{mid}, t_{mid}, f, T_p, V_p$) is then conducted using three of the algorithms including Step-wise regression, Random Forests, and Neighborhood Component Analysis (explained in the following sections). The main benefit of using these algorithms as compared to traditional methods of gradient-based sensitivity analysis is that they do not require any closed functional forms to compute the partial derivatives, and the conclusions are derived from the trends observed in the data. The particular advantages and drawbacks of each algorithm are mentioned under their respective sections.

$$\ln(EDP) = a_0 + a_1 \ln(I_a) + a_2 \ln(D_{sw55}) + a_3 \ln(f_{mid}) + a_4 \ln(t_{mid}) + a_5 f' a_6 \ln(T_p) + a_7 \ln(V_p) + a_8 \ln(S_a)$$

### 4.1. Step-wise regression

The general equation form used in the regression analysis is expressed in Eq. (19). Different combinations of Eq. (19) are formulated to predict the natural log of EDP (i.e., Rot50CDR and Rot50DE) using Step-wise regression. Particularly backward selection algorithm is used to conduct the Step-wise regression. In the backward selection algorithm, the regression is conducted with a null model containing all the available features as the predicting variables and then at each step, the least predictive variable is dropped from the regression until only one predictor is left. In other words, the coefficients of different features are set to zero in a stepwise manner to create a flow of alternative and simpler formulations. The different formulations of Eq. (19) used in this study, are mentioned in Table 2, named as formulation I – IX. These formulations are then compared with each other. The features ($I_a, D_{sw55}, f_{mid}, f, t_{mid}, V_p, T_p, S_a$) used in prediction equations in the statistical analysis are widely classified as ground motion features (which include: $I_a, D_{sw55}, f_{mid}, f, t_{mid}, V_p, T_p$) and response feature ($S_a$). The formulations of the Eq. (19) are carefully made to minimize the use of ground motion features and response features in the same functional form. Hence, except for the inclusion of Significant Duration ($D_{sw55}$) in the same equation with $S_a$ (i.e. formulation VIII) no other formulation includes both ground motion features and response features. For pulse-like cases, the backward selection algorithm does not specifically lead to these formulations in the same order. While for non-pulse-like cases, formulations III to VII (including ground motion features) and formulations VIII to IX (including response feature) are the average result of backward selection algorithm where $f$, $t_{mid}$, $f_{mid}$ and $D_{sw55}$ are dropped in the same order as per their predictive power to estimate Rot50CDR and Rot50DE. Nonetheless, the selected formulations are mainly presented to properly emphasize the effect of ground motion duration and other ground motion and spectral parameters on the response of bridge structures.

To conduct the Step-wise regression, the reduced dataset containing EDPs (Rot50CDR and Rot50DE) and their corresponding ground motion and spectral parameters ($I_a, D_{sw55}, f_{mid}, f, t_{mid}, V_p, T_p, S_a$), are randomly arranged and split into Training, Validation and Testing sets, with 70% of data in the Training set, 15% in the Validation set, and 15% in the Testing set. The Training set in used in fitting the data points using nonlinear regression. To prevent overfitting, regressions are conducted via k-Fold cross-validation with k set to 10. The obtained coefficients are then tested for goodness of fit on the combined dataset. The statistical measures that are used to measure the goodness of fit include Adjusted R-Squared ($R_{adj}^2$), Akaike Information Criterion (AIC), and Bayesian Information Criterion (BIC). These measures are carefully chosen to test the goodness-of-fit as they penalize the addition of each predictor (complexity) that is included in the fitted equation. Hence, unless the addition of a predictor/feature produces a better predictive equation, these measures tend to support the equations of a lower order. $R_{adj}^2$ is a variation of Coefficient of Determination ($R^2$) which is used in model selection. Unlike $R^2$, the $R_{adj}^2$ increases only when the increase in $R^2$ (due to the inclusion of a new explanatory variable) is more than one would expect to obtain randomly. $R_{adj}^2$ is calculated using Eq. (20). AIC [3] and BIC [33] are estimators of the relative quality of statistical models for a given set of data and are founded on information theory. Hence the models that minimize the information loss are considered to be of higher quality. AIC and BIC values of a model are calculated using Eq. (21) and Eq. (22) [36], respectively. For Eqs. (20) to (22), $n$ represents the number of data points, $p$ represents

![Fig. 5. Example of GMs classified as (a) Non-Pulse-Like, (b) Pulse-Like.](image-url)

<table>
<thead>
<tr>
<th>Formulation</th>
<th>Fitting Equation: $\ln(EDP) =$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>$a_0 + a_1 \ln(I_a) + a_2 \ln(D_{sw55}) + a_3 \ln(f_{mid})$</td>
</tr>
<tr>
<td>II</td>
<td>$a_0 + a_1 \ln(I_a) + a_2 \ln(D_{sw55}) + a_3 \ln(f_{mid}) + a_4 f + a_5 \ln(T_p)$</td>
</tr>
<tr>
<td>III</td>
<td>$a_0 + a_1 \ln(I_a) + a_2 \ln(D_{sw55}) + a_3 \ln(f_{mid}) + a_4 f + a_5 \ln(T_p) + a_6 \ln(V_p)$</td>
</tr>
<tr>
<td>IV</td>
<td>$a_0 + a_1 \ln(I_a) + a_2 \ln(D_{sw55}) + a_3 \ln(f_{mid}) + a_4 f + a_5 \ln(T_p) + a_6 \ln(V_p) + a_7 \ln(S_a)$</td>
</tr>
<tr>
<td>V</td>
<td>$a_0 + a_1 \ln(I_a) + a_2 \ln(D_{sw55}) + a_3 \ln(f_{mid}) + a_4 f + a_5 \ln(T_p) + a_6 \ln(V_p) + a_7 \ln(S_a) + a_8 \ln(V_p)$</td>
</tr>
<tr>
<td>VI</td>
<td>$a_0 + a_1 \ln(I_a) + a_2 \ln(D_{sw55}) + a_3 \ln(f_{mid}) + a_4 f + a_5 \ln(T_p) + a_6 \ln(V_p) + a_7 \ln(S_a) + a_8 \ln(V_p) + a_9 \ln(S_a)$</td>
</tr>
<tr>
<td>VII</td>
<td>$a_0 + a_1 \ln(I_a) + a_2 \ln(D_{sw55}) + a_3 \ln(f_{mid}) + a_4 f + a_5 \ln(T_p) + a_6 \ln(V_p) + a_7 \ln(S_a) + a_8 \ln(V_p) + a_9 \ln(S_a) + a_{10} \ln(V_p)$</td>
</tr>
<tr>
<td>VIII</td>
<td>$a_0 + a_1 \ln(I_a) + a_2 \ln(D_{sw55}) + a_3 \ln(f_{mid}) + a_4 f + a_5 \ln(T_p) + a_6 \ln(V_p) + a_7 \ln(S_a) + a_8 \ln(V_p) + a_9 \ln(S_a) + a_{10} \ln(V_p) + a_{11} \ln(S_a)$</td>
</tr>
</tbody>
</table>
of pulse-like ground motions. It is crucial to note here that the value of $R_{adj}^2$ increases from 0.719 to 0.735 and 0.628 to 0.639 when $D_{5.95}$ is dropped from the regression to estimate Rot50CDR and Rot50DE, respectively. Also, it is observed that the values of AIC and BIC decrease when $D_{5.95}$ is dropped as a feature in the drop formulation VII to IX. A similar trend is observed between formulations VI and VII involving features $I_a$ and $D_{5.95}$ for both types of EDPs. This shows that the effect of duration in crustal pulse-like ground motions is highly insignificant.

Table 4 presents the results of non-pulse-like crustal ground motions. In general, it is observed that the goodness of fit in predict-
ing EDPs (Rot50CDR and Rot50DE) is better in non-pulse-like ground motions than the pulse-like ground motions. This table shows that for both target variables (Rot50CDR and Rot50DE), among the formulations based on ground motion features (i.e., formulation III, IV, V, VI, and VII), formulation VII (consisting only of \(I_a\)) results in the highest \(R_{ab}^2 = 0.877\), and \(R_{ab}^2 = 0.817\) in estimating Rot50CDR and Rot50DE, respectively. Formulation VII also possesses lowest AIC and BIC values of 574.87 and 595.84 in estimating Rot50CDR, and values of 1198.66 and 1219.63 in estimating Rot50DE. This means that among the ground motion features, \(I_a\) possesses the highest predictive power in estimating the EDPs. Similar to pulse-like cases, it is observed from Table 4 that for non-pulse-like crustal ground motions for formulation VII to IX, \(R_{ab}^2\) increases from 0.929 to 0.939 and 0.850 to 0.857 when \(D_{h,95}\) is dropped from the regression to estimate Rot50CDR and Rot50DE, respectively.

Also, it is observed that values of AIC and BIC decrease when \(D_{h,95}\) is dropped as a feature in the drop from formulation VII to IX. Similar trend is observed between formulations VI and VII involving features \(I_a\) and \(D_{h,95}\) for both types of EDPs. This shows that the effect of duration in crustal non-pulse-like ground motions is highly insignificant, and \(I_a\) and \(S_a\) alone can be used in the ground motion selection process.

Table 5 shows the results of the goodness of fit measures for Bridge A for subduction ground motions. It is observed from the table that for both target variables (Rot50CDR and Rot50DE), among the formulations containing ground motion features, i.e., formulations III to VII, formulation VI (consisting of \(I_a\) and \(D_{h,95}\)) gives highest \(R_{ab}^2 = 0.841\), and \(R_{ab}^2 = 0.574\) in estimating Rot50CDR and Rot50DE, respectively. Formulation VI also possesses lowest AIC and BIC values of 513.73 and 525.17 in estimating Rot50CDR, and values of 1174.56 and 1181.00 in estimating Rot50DE. Also, it is noticed that dropping \(D_{h,95}\) in formulation VII results in 0.09 (=0.841-0.753) decrease in \(R_{ab}^2\) and increase of 12.80 (=526.52-513.72) and 14.98 (=540.15-525.17) in AIC and BIC in estimating Rot50CDR. Similarly, it is noticed that dropping \(D_{h,95}\) in formulation VII results in 0.065 (0.574-0.509) decrease in \(R_{ab}^2\) and increase of 5.43 (=1179.99-1174.56) and 4.62 (=1185.62-1181) in AIC and BIC in estimating Rot50DE. This means that among the ground motion features, \(I_a\) along with \(D_{h,95}\) possesses the highest predictive power in estimating the EDPs; hence duration cannot be ignored in subduction ground motions. It is further observed from Table 5 that for subduction ground motions for formulation VII to IX, \(R_{ab}^2\) decreases from 0.937 to 0.857 and 0.594 to 0.537 when \(D_{h,95}\) is dropped from the regression to estimate Rot50CDR and Rot50DE, respectively.

Also, it is observed that the values of AIC and BIC increase significantly when \(D_{h,95}\) is dropped as a feature in the drop from formulation VIII to IX. These results indicate that in subduction ground motions, \(S_a\) alone is not a good estimator of the EDPs of bridge structures.

4.2. Random forest

Random Forests algorithm is based on two methods: 1) Bagging, and 2) Random subspace method [44]. In this study, the method of Bagging is primarily used to create randomized decision trees. Given the number of trees (S) used in developing the forest, S datasets are created from random sampling (with replacement) of the data. This is called the bootstrap dataset. For each bootstrap dataset, a Classification and Regression Tree CART (K) is created. Due to the ‘with-replacement’ nature of the process, the bootstrap datasets can have duplicate data records and can have missing data records from the original datasets. Bootstrap datasets that do not contain a particular record from the original dataset are called Out-Of-Bag (OOB) examples [44]. Out-Of-Bag (OOB) estimate for the generalization error is the aggregation of errors of the OOB examples. The first step in measuring the variable importance in a data set is to fit a random forest to the data. During the fitting process, the OOB error for each data point is recorded and averaged over the forest. To measure the importance of the \(j^{th}\) feature after training, the values of the \(j^{th}\) feature are permuted among the data, and the OOB error is again computed on this perturbed data set. The importance score for the \(j^{th}\) feature is computed by averaging the difference in OOB error before and after the permutation over all trees. The score is normalized by the standard deviation of these differences. Features that produce large values for this score are ranked as more important than features that produce small values [44]. Due to their non-parametric nature, Random Forests are fairly robust and have a high power of handling large data sets with higher dimensionality. Random forests also work very well with smaller datasets, and contrary to previously used Step-wise regression, Random Forests handle the outliers better and can deduce the highly nonlinear relationships among the features and target variable. Using the Random Forests algorithm, the relative importance (RI) of each feature in predicting the target variable (EDP) is obtained and compared.

Fig. 6 and Fig. 7 present relative importance (RI) of the different features in predicting EDPs for crustal (non-pulse-like and pulse-like) ground motions and subduction ground motions, respectively. Since \(S_a\) is a response parameter and Random Forests algorithm computes the relative importance of the features, to understand the feature importance properly, the random forest is applied twice for each case, first to all the features except \(S_a\) and then all features including \(S_a\). Hence
for crustal ground motions, there are results for total 8 cases (2 EDPs × two types of motions × 2 cases) of random forests, which include 2 EDPs (Rot50CDR and Rot50DE), two types of motions (non-pulse-like and pulse-like), and 2 cases (excluding Sg and including Sc). While for subduction ground motions, results are presented for 4 cases (2 EDPs × 2 cases).

Results in Fig. 6a and 6c illustrate that for non-pulse-like crustal ground motions, while predicting the Rot50CDR and Rot50DE, Ie is heavily rated as the best predictor of response EDPs among the ground motion features. Other features such as $f_m$ and $t_m$ do show some importance; however, they are deemed not as significant as compared to $I_e$. It is observed that when Sc is included as a predictor (Fig. 6b and c), $S_g$ tends to overpower all the other predictors and shows the highest RI in estimating both types of EDPs. For pulse-like crustal ground motions, it is observed from Fig. 6a and g that pulse parameters $V_p$ and $T_p$ are as significant as $I_e$ in predicting the Rot50CDR and Rot50DE, respectively. Among these three, $V_p$ is classified as the most important feature with the highest RI followed by $I_e$ and $T_p$. Similar to non-pulse-like case, when $S_g$ is included as a predictor (Fig. 6f and h), $S_g$ shows the highest RI in estimating both types of EDPs. This is again expected since $S_g$ is clearly a response parameter itself and does not solely depend on the ground motion time-history. However, it is further observed that the RI for $S_g$ in pulse-like ground motions is lower than the RI for $S_g$ in non-pulse-like ground motions, which shows the importance of pulse parameters and the stochasticity involved in the EDPs arising from pulse-like ground motions. For both types of ground motion, $D_{95}$ is heavily deemed insignificant in estimating the EDPs. $D_{95}$ still tends to show greater importance for non-pulse-like ground motions when predicting the energy-based EDP (Rot50DE); for all other cases, it is clear that $D_{95}$ is not a good estimator of the EDPs.

Results in Fig. 7a and c show that even for subduction ground motions, while predicting the Rot50CDR and Rot50DE, $I_e$ is heavily rated as the best predictor of response EDPs among the ground motion features. However, it is clear from the figures that the RI of the duration parameter $D_{95}$ is significantly higher for subduction ground motions than the crustal ground motions. $D_{95}$ consistently rises to be the second most important feature among the ground motion features. This proves that the consideration of duration in subduction ground motions is highly important as compared to crustal ground motions. Furthermore, even when $S_g$ is included as a predictor (Fig. 7b and d), though $S_g$ shows the highest RI in estimating both types of EDPs, $D_{95}$ continues to show significant RI for both types of EDPs. This further bolsters the conclusion that duration must be given proper attention while selecting subduction ground motions.

4.3. Neighborhood component analysis (NCA)

Previously used Random Forests algorithm has some drawbacks for determining feature importance. For example, if the data contains groups of correlated features of similar relevance for the target variable, then smaller groups are favored over larger groups. Random Forests algorithm sometimes leads to overfitting. Neighborhood component analysis (NCA) is a non-parametric and embedded method for selecting features to maximize prediction accuracy of regression and classification algorithms [19]. Functionally, it serves the same purposes as the K-nearest neighbors (KNN) algorithm but makes direct use of stochastic nearest neighbors. NCA aims at learning a distance metric by finding a linear transformation of input data such that the average leave-one-out (LOO) classification performance is maximized in the transformed space. The critical insight to the algorithm is that matrix $A$ corresponding to the transformation can be found by defining a differentiable objective function for $A$, followed by the use of an iterative solver such as conjugate gradient descent. In this case, the aim is to predict the response given the dataset. NCA randomly picks a point (Ref) from the dataset as the ‘reference point’ for $x$ and then sets the response value at $x$ equal to the response value of the reference point (Ref). One of the benefits of this algorithm is that the number of classes $k$ is determined as a function of $A$, up to a scalar constant. This makes the algorithm simplistic for model selection and assigning feature weights (FW) to the different predictors. Values of FW close to zero represents that the particular features can be ignored in estimating the target variable. NCA learns the feature weighting vector by maximizing the expected leave-one-out classification accuracy. The algorithm makes no parametric assumptions about the distribution of the data and scales naturally to multiclass problems [41]. Unlike many other objective functions (where good optima are not necessarily deep but rather broad) for this algorithm, the larger drive of objective function $f(A)$ results in better performance. In other words, overfitting is highly reduced. Let $T = \{ (x_1, y_1) \cdots (x_d, y_d) \}$ be a set of training samples, where $x_d$ is a $d$-dimensional feature vector, and $N$ is the number of samples. The goal of the algorithm is to find a weighting vector $FW$ that lends itself to select the feature subset when the distance between two samples $x_i$ and $x_j$ is given by Eq. (23).

$$D_{FW}(x_i, x_j) = \sum_{d=1}^{d} (FW_d |x_d - x_j|$$

(23)

Figs. 8 and 9 present the results for feature weights (FW) for crustal and subduction ground motions, respectively. Since the FW are absolute values, all the features ($I_e$, $D_{95}$, $f_m$, $t_m$, $V_p$, $T_p$, and $S_g$) are used to conduct NCA on the EDPs (Rot50CDR and Rot50DE). Fig. 8a and b, show the FW for the non-pulse-like crustal ground motions in estimating Rot50CDR and Rot50DE, respectively. It is observed that for Rot50CDR, $S_g$ and $I_e$ show the highest FW while all other features have FW close to 0, which signifies that the other features are not important. While for Rot50DE, apart from $S_g$ and $I_e$, an increased FW is noticed for $D_{95}$, showing that duration is an important feature in estimating the dissipated energy. From Fig. 8c and d, it is observed that for pulse-like crustal ground motions, the most important features consist of pulse parameters $V_p$ and $T_p$ and response parameter $S_g$ for both EDPs. Similar to the non-pulse-like case, an increased FW is noticed for $D_{95}$ and $I_e$ for estimating Rot50DE. NCA for Bridge A under subduction ground motions is shown in Fig. 9a and b for Rot50CDR and Rot50DE, respectively. From the figures, it is noticed that for subduction ground motions $S_g$, $I_e$, and $D_{95}$ possess the highest FW and hence are
highly important features to estimate both types of EDPs (Rot50CDR and Rot50DE).

5. Results and discussion

While the results have been mainly presented for Bridge A, identical results were also observed for Bridge B; hence, general conclusions are made for the BGST bridges. Based on the results of the three statistical procedures, in general, it is observed that for non-pulse-like ground motions when estimating the peak response (Rot50CDR), duration of the ground motion has minimal impact and the response is mainly controlled by the Arias Intensity ($I_a$) and the Spectral Acceleration at first mode period ($S_a$). However, when estimating the energy-based EDP, Rot50DE, it is observed that the impact of duration rises and is usually the third most important feature following Arias Intensity ($I_a$) and the Spectral Acceleration at first mode period ($S_a$). This is intuitive as longer duration leads to more deterioration cycles causing higher energy dissipation.

Nevertheless, it is observed that the absolute importance of the duration is still much lesser than the $I_a$ and $S_a$ for estimating Rot50DE using non-pulse-like crustal ground motions. Hence it can be said that $I_a$ and $S_a$ are sufficient features for estimating the target EDP. For pulse-like crustal ground motions, the main features that are deemed significant in estimating the EDPs include pulse parameters $T_p$ and $V_p$, and spectral parameter $S_a$. All other features are seen to show an insignificant impact on the prediction of both types of EDPs. In pulse-like crustal ground motions, strong motion duration is deemed insignificant even for the energy-based EDP (Rot50DE). This is because pulse-like ground motions create the EDPs due to one strong pulse and the residual ground motion by itself is quite benign and hence does not create damage. On the contrary, for subduction ground motions, it is ob-

---

Fig. 8. Feature Weights (FW) of Crustal GMs for Bridge A with target variable: (a) Rot50CDR, and (b) Rot50DE, for Non-Pulse-Like GMs; and, (c) Rot50CDR, and (d) Rot50DE, for Pulse-Like GMs.

Fig. 9. Feature Weights (FW) of Subduction GMs for Bridge A with target variable: (a) Rot50CDR, and (b) Rot50DE.
served that on average $S_a$, $I_a$, and $D_{5.95}$ are highly correlated with the EDPs. Though the importance of $D_{5.95}$ in estimating peak response, Rot50C0DR is observed to be quite high; the importance increases to a much higher level while predicting the dissipated energy Rot50DE. This is as per the intuition since the subduction ground motions are usually long with high amplitude and lead to a higher number of deterioration cycles causing both greater damage and higher energy dissipation.

The results obtained using formulations VI (including $I_0$ and $D_{0.95}$) and VIII (including $S_a$ and $D_{0.95}$) are presented in Figs. 10, 11, 13, and 14. They show the effect of $D_{0.95}$ on Rot50C0DR (using crustal GMs), Rot50DE (using crustal GMs), Rot50C0DR (using subduction GMs), and Rot50DE (using subduction GMs), respectively. The ground motions and corresponding EDPs are discretized by clubbing $I_a$ and $S_a$ into five sets. The sets are roughly decided based on 15, 32, 49, 66, and 83 percentiles of data of $I_a$ and $S_a$. The data for discretization is mentioned in the tables included in each sub-figure of Figs. 10, 11, 13, and 14. Figs. 10 and 11 present the Rot50C0DR vs $D_{0.95}$ and Rot50DE vs $D_{0.95}$, respectively, for Bridge A and Bridge B for crustal ground motions. Apart from the discretization of data based on $S_a$ and $I_0$ values, the data obtained from crustal ground motions are further classified as pulse-like or non-pulse-like based on Shahi and Baker [34]. For each discretized set, the average values of $S_a$ and $I_0$ are obtained and termed as $S_{a,dis}$ and $I_{0,dis}$, respectively, and then the regression line is fitted to present the trend in that discretized set. This means that for each discretized set, regression lines $a_0 + a_1 \ln(D_{5.95}) + a_2 \ln(\mu_{D})$ and $a_0 + a_2 \ln(D_{5.95}) + a_3 \ln(\mu_{S})$ for formulations VI and VIII, respectively, are used to display the trend, where the vector $D_{5.95}$ is the vector containing the duration of ground motions of that particular discretized set and $\mu_{D}$ and $\mu_{S}$ are the mean values of vectors $I_0$ and $S_a$ for the discretized set, respectively. In Figs. 10 and 11, sub-figures (a) and (c) show EDP vs $D_{5.95}$ along with the regression trends for formulation VI (i.e., $a_0 + a_1 \ln(D_{5.95}) + a_2 \ln(\mu_{D})$) while sub-figures b and d show EDP vs $D_{5.95}$ along with the regression trends for formulation VIII (i.e., $a_0 + a_2 \ln(D_{5.95}) + a_3 \ln(\mu_{S})$). Figs. 13 and 14 show similar figures for Bridge A and Bridge B under subduction ground motions for Rot50C0DR and Rot50DE, respectively. All these plots are developed to single out the impact of $D_{0.95}$ on both the bridge EDPs Rot50C0DR and Rot50DE.

It is noticed in Fig. 10 that for both Bridge A and Bridge B undergoing ground motions from crustal sources, the trend of the regression lines is almost horizontal and parallel to the x-axis for both formulation VI and VIII, which signify that an increase in duration of crustal ground motions does not contribute to the peak response Rot50C0DR of the bridges. Moreover, for ground motions with lower $I_a$ levels for both bridges A and B, a decreasing trend is noticed between Rot50C0DR and $D_{5.95}$ (Fig. 10a and 11a). It is observed that this decrease in trend is mainly due to the short duration ground motions possessing strong velocity pulses; hence an increase in arias intensity levels do not significantly impact the response. In general, it is noticed that crustal ground motions with a short duration that cause high Rot50C0DR are classified as pulse-like motions by Shahi and Baker [34]. Similar trends are also noticed for dissipated energy, Rot50DE, in Fig. 11. However, a slight increase in trends is noticed for the bridges with Rot50DE as the EDP (especially for higher $I_a$ and $S_a$ levels), this goes with the intuition that the dissipated energy is affected by an increase in the strong motion duration of the ground motions. However, the slope of the trend lines is not high, and hence the increase is still not significant enough to conclude that the duration of crustal ground motions causes a huge change in the Rot50DE EDP of the bridge structures. Additionally, Fig. 12 shows the trends in the slope of $D_{0.95}$ in formulations VI and VIII for the different discretized seismic intensity levels (normalized by their corresponding $S_a$ and $I_0$ of design hazard level termed as $S_{a,has}$ and $I_{0,has}$).

Fig. 10. Effect of $D_{0.95}$ on Rot50C0DR using crustal GMs on: a) Bridge A (Formulation VI), b) Bridge B (Formulation VI), c) Bridge A (Formulation VIII), and d) Bridge B (Formulation VIII).
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It is observed that as there is an increase in the ratio of the mean $S_a$ ($\mu_{S_a}$) and design hazard $S_a$ ($S_{a,\text{bas}} = 0.53$ g for Bridge A and $= 0.65$ g for Bridge B) and in the ratio of the mean $I_a$ ($\mu_{I_a}$) and design hazard $I_a$ ($I_{a,\text{bas}} = 225.67$ cm/sec for Bridge A and $= 155.36$ cm/sec for Bridge B), there is no significant increase in regression coefficients ($a_2$) associated with $D_{5.95}$ in formulations VI and VIII. This minimal impact of including $D_{5.95}$ in the different formulations for various intensity levels indicates the insignificance of duration as a parameter for characterizing the response bridges in crustal earthquakes.

On the contrary, Figs. 13 and 14 portray the effect of duration of ground motions arising from subduction sources on EDPs $Rot50CDR$ and $Rot50DE$, respectively; it is noticed that an increase in the duration of ground motions is associated with an increase in the EDPs. A linear increasing trend between $Rot50CDR$ and $D_{5.95}$ (Fig. 13) and $Rot50DE$ and $D_{5.95}$ (Fig. 14) portray that the duration of subduction ground motions cannot be neglected in estimating seismic demands of bridges. Fig. 13 shows that the regression lines have a very high slope in relating $D_{5.95}$ with $Rot50CDR$, especially for formulation VIII, which associates $D_{5.95}$ with $S_a$. This is due to the fact that formulation VI contains $I_a$ which is highly correlated with $D_{5.95}$; hence, $D_{5.95}$ does not bring a high amount of information into the regression model. A higher slope, hence a higher increasing trend is observed between $D_{5.95}$ and $Rot50DE$ (Fig. 14) for both bridges, which further solidifies the conclusion that the duration of subduction ground motions is highly associated with the EDPs of bridges especially the dissipated energy ($Rot50DE$). It is observed from the figures that for both EDPs for both bridges, the slopes of the regression lines are higher for higher levels of intensity measures ($I_a$ and $S_a$). This is since the higher intensity measure causes higher seismic demands that increase the level of structural nonlinear behavior, where both strength and stiffness degradation are imposed by the large number of nonlinear cycles in ground motions with higher $D_{5.95}$. This conclusion is further supported in Fig. 15, where the slopes of $D_{5.95}$ regression coefficients ($a_2$) for formulation VI and VIII are observed to increase with an increase in normalized average seismic intensity measures ($S_{a,\text{bas}}$ and $I_{a,\text{bas}}$) of discretized sets. It is observed that an increase in the ratio of the mean $S_a$ ($\mu_{S_a}$) and design hazard $S_a$ ($S_{a,\text{bas}} = 0.53$ g for Bridge A and $= 0.65$ g for Bridge B) and in the ratio of the mean $I_a$ ($\mu_{I_a}$) and design hazard $I_a$ ($I_{a,\text{bas}} = 902.60$ cm/sec for Bridge A and $= 841.25$ cm/sec for Bridge B), leads to an increase in regression coefficients ($a_2$). The value of $a_2$ gets as high as 1.5 for $Rot50DE$ (Fig. 15c and d) while for $Rot50CDR$, $a_2$ gets near to 0.6 (Fig. 15a and b).

6. Conclusion

Previous studies have investigated the effects of ground motion duration on engineered building structures; however, there is a scientific gap in quantifying these effects derived from nonlinear analysis of sophisticated 3-dimensional bridge models and explicit statistical measures. Similar studies on quantifying the impact of ground motion duration on building structures have led to a general conclusion that the duration of strong motion arising from crustal ground motions is not impactful, while the significant duration of large subduction ground motions is significant in seismic response assessment of buildings. This research further strengthens the hypothesis through exhaustive statistical reasoning and for bridge structures.

This study is based on a statistical approach of quantifying the impact of the duration of ground motions on two types of three-dimensional Box-Girder Seismic Type (BGST) bridge models. Two conforming and spectrally equivalent groups of 500 bi-directional ground motions originating from crustal sources and subduction sources are used to an-
alyze the bridge models. The sensitivity of the bridge response is analyzed against 6 ground motion features which include RotDS0 spectral acceleration at the bridge’s natural period ($S_n(T_i)$) interchangeably used as $S_n$, Arias Intensity ($I_A$), Significant Duration ($D_{0.95}$), mid-frequency ($f_{mid}$), time at 30\% of cumulated Arias Intensity ($t_{mid}$) and the derivative of the mid-frequency ($f$) at $t_{mid}$. Since the response of the bridges is different in the longitudinal and transverse directions, the two orthogonal components of the ground motions are rotated through 180 degrees with an intercept increment of 9 degrees (21 angles). For each bridge, the median of the 21 obtained column drift ratios for each ground motion is termed as RotSOCDR and used as an EDP for feature importance for the ground motions parameters. Since the duration of ground motions is highly correlated with the number of deterioration cycles of the bridge components, another EDP termed as Rot50DE, which represents the median dissipated energy, is used in the study. The sensitivity of the bridge response with respect to the six ground motion parameters is obtained through three statistical procedures that include Step-wise regression, Random Forest, and Neighborhood Component Analysis (NCA). Nine different formulations of Eq. (19) (given in Table 2) are used to perform the Step-wise regression analysis for both groups of ground motions and both types of bridges.

Results indicate that for both types of bridges, in case of ground motions descending from crustal sources, the duration of strong motions can be neglected from seismic response assessment independently of different seismic intensity levels. It is also concluded that among the ground motion features, a single feature $I_A$ is a good estimator of the RotSOCDR and Rot50DE in the case of crustal ground motions. Furthermore, it is concluded that the current procedure of only using spectral response hazard is a satisfactory methodology since RotSOCDR and Rot50DE of the bridges are highly associated with the $S_n(T_i)$. Nevertheless, results in the case of ground motions ascending from subduction sources show that the $D_{0.95}$ of the ground motions is an important estimator of the RotSOCDR of the bridges. The importance of $D_{0.95}$ of the subduction ground motions is higher in estimated the dissipated energy Rot50DE and hence, $D_{0.95}$ cannot be neglected. It is also noticed, unlike the case of crustal ground motions, no single feature can satisfactorily estimate the response of the bridges (i.e., RotSOCDR and Rot50DE). Among the tested parameters, the combination of $I_A$ and $D_{0.95}$, and the combination of $S_n(T_i)$ and $D_{0.95}$ can be used in estimating the bridge response. It is concluded that in the case of subduction ground motions, the significance of $S_n(T_i)$ as a predictor of EDPs can be highly improved by adding $D_{0.95}$, this is particularly important for in collapse assessment where strong ground motions are the main culprits.

It is concluded that duration of subduction strong motions must be given proper attention for ground motion selection, while the duration of crustal ground motions can be neglected in the process. Since the current seismic design philosophies for structures are progressing towards maintaining a uniform risk of collapse, the findings of this study look particularly interesting for bridge engineers and bridge design code developers in places prone to subductions ground motions such as the northwest of the U.S. and Canada. In these places, code calibration and risk assessment is mainly conducted using the NGAWest2 database that is currently dominated with the crustal ground motions. Based on the findings of this study, crustal ground motions clearly lack the impact caused by the significant characteristics of subduction ground motions and the two cannot be used interchangeably. The conclusion of this paper is based on large-scale nonlinear simulations wherein ground motions are studied by virtue of different intensity measures, however, only the two most common bridge structural configuration are analyzed in this study. Further studies, that consider more bridge configurations and randomness in the capacity side are required to widely characterize the results and generalize the conclusions on the differences in the impact of crustal and subduction ground motions.
Fig. 13. Effect of $D_{5-95}$ on Rot50CDR using subduction GMs on: a) Bridge A (Formulation VI), b) Bridge B (Formulation VI), c) Bridge A (Formulation VIII), and d) Bridge B (Formulation VIII).
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Fig. 14. Effect of $D_{5-95}$ on Rot50DE using subduction GMs on: a) Bridge A (Formulation VI), b) Bridge B (Formulation VI), c) Bridge A (Formulation VIII), and d) Bridge B (Formulation VIII).
Fig. 15. Regression coefficient ($a_0$) of $D_{1,50}$ representing the slope for subduction GMs for EDP: a) Rot50CDR (using Formulation VI), b) Rot50CDR (using Formulation VIII), c) Rot50DE (using Formulation VI), and d) Rot50DE (using Formulation VIII).
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