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LETTER

REPLY TO NOCK AND NIELSEN:

On theworkofNockandNielsenand its relationship
to the additive tree
Gilmer Valdesa,b,1, José Marcio Lunac, Efstathios D. Gennatasa, Lyle H. Ungard, Eric Eatond,
Eric S. Diffenderferc, Shane T. Jensene, Charles B. Simone IIf, Jerome H. Friedmang,
and Timothy D. Solberga

The observation that decision trees are boosting
algorithms, as cited in our work (1) and acknowledged
by Nock and Nielsen (2), was first established by refs. 3
and 4. This was later used by refs. 5 and 6 to develop,
to the best of our knowledge, the first decision tree
algorithms based purely on boosting. This work, cited
in our article, precedes refs. 7 and 8 cited by Nock and
Nielsen (2). The original and important contributions
of refs. 7 and 8 as they pertain to this discussion was to
theoretically prove convergence rates for decision
tree algorithms built with boosting, along with the
generalization that all decision tree algorithms have
an equivalent boosting algorithm. This important the-
oretical result applies to the AddTree (1), and we thank
the authors for bringing it to our attention, particularly
as it provides readers with a deeper understanding of
our contribution.

Nock and Nielsen (2) indicate they were the first to
establish a theoretical connection between additive
models (represented by boosting) and full interaction
models (represented by decision trees) in a master
algorithm. However, this neglects the established con-
nection between single decision trees and boosting
(3–6). In contrast, our claim that we discovered a con-
nection between additive and full interaction models
does not rely on the fact that decision trees are boost-
ing algorithms. Our central result is that these two
models can be joined in a master algorithm by a single

parameter, lambda, that controls the weight decay of
the observations during recursive partitioning.

We 1) show how Classification and Regression
Trees (CART) can be considered the greediest version
of GBS (lambda equal 0) with the highest variance
(figure 4 in ref. 1), and consequently the lowest accu-
racy on average, and 2) design an algorithm, the ad-
ditive tree (AddTree), that exploits this parameter to
obtain the same topology as CART (which makes it
interpretable) but improves its accuracy on expecta-
tion (by effectively controlling the bias–variance trade-
off). Although other decision tree algorithms have
been designed that improved CART accuracy (9), in-
cluding the oblique decision tree mentioned in the
letter, they had not done so by maintaining the topol-
ogy and as such the interpretability.

There is another point worth highlighting from the
letter. The AddTree allows any type of partition in the
leaves (including oblique) and model at the terminal
nodes, and thus the previous decision tree algorithm
proposed by Nock and Nielsen is not more general
than the AddTree. It is more general than the version
of the AddTree investigated by us in ref. 1, which was
chosen to only include stumps in the partitions to re-
sult in the same topology as CART and keep its inter-
pretability. In closing, we thank all of the researchers
who contributed to efforts on which our work is based,
whether explicitly cited in our article or not.
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