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Abstract

With the aim of improving the utility of the DFT-D3 empirical dispersion correc-

tion, we herein generalize the DFT-D3 damping function by optimizing an additional

parameter, an exponent, which controls the rate at which the dispersion tail is acti-

vated. This method – DFT-D3(op), shorthand for “optimized power,” where power
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refers to the newly introduced exponent – is then parameterized for use with ten popu-

lar density functional approximations across a small set of non-covalent interactions and

isomerization energies; the resulting methods are then evaluated across a large indepen-

dent test set of 2475 non-covalent binding energies and isomerization energies. We find

that the DFT-D3(op) tail represents a substantial improvement over existing damp-

ing functions, as it affords significant reductions in errors associated with non-covalent

interaction energies and geometries. The revPBE0-D3(op) and MS2-D3(op) methods

in particular stand out, and our extensive testing indicates they are competitive with

other modern density functionals.

1 Introduction

Kohn-Sham density functional theory (DFT)1 is the most widely used formalism in electronic

structure theory, a consequence of its relative simplicity and the nice balance it strikes be-

tween computational expense and accuracy. Nevertheless, DFT has its drawbacks. Although

there is a degree of hierarchy within DFT, as exemplified by the proverbial Jacob’s ladder

of DFT,2 there is no prescription for systematically improving results. Moreover, stan-

dard approximations within the formalism are inherently semi-local, and hence incapable

of correctly describing long-range electron correlation, i.e. strong correlations and disper-

sion forces.3 This latter deficiency is particularly troubling, since dispersion is integral to

the correct description of non-covalent interactions. To address this issue, a “stairway” of

dispersion corrections has been constructed over the years.4

The simplest such corrections can be traced back to a Hartree–Fock+D approach,5,6

which, channeling second-order Rayleigh-Schrödinger perturbation theory, adds in a pair-

wise atomic correction involving empirical isotropic dispersion coefficients with the correct

r−6 asymptote. This scheme was later adapted to DFT,7 which introduced an additional

complication: since DFT already describes local electron correlation, the added +D compo-

nent needs to be damped at small separations in order to avoid double counting. Grimme
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systematized this approach, first with his introduction of the DFT-D method,8 then subse-

quently DFT-D29 and DFT-D3.10 These methods are widely used for the same reason that

DFT is so prolific within the electronic structure community: they are simple, incredibly

efficient, and quite accurate for a variety of interesting systems.

In recent years, a number of additional approaches to dispersion have been devel-

oped. Von Lilienfeld et al.11 proposed adding in dispersion-corrected atom-centered poten-

tials (DCACPs) within the effective core-potential approximation; this approach was later

adapted to atom-centered basis sets in what is now known as the DCP approach.12 Sev-

eral approaches for self-consistently calculating dispersion coefficients have been introduced,

most notably the exchange-dipole moment (XDM) model,13–16 and the TS-VdW method.17

The past decade has even seen the proliferation of methods that attempt to explicitly in-

corporate non-local correlation, such as the vdW-DF18 and vdW-DF219 approaches, which

are popular within the solid-state community, and the VV0920 and VV1021 methods. For a

more thorough description of these various methods, the reader is referred to a recent review

by Klimeš and Michaelides 4 .

Within this study, we focus on the most computationally inexpensive brand of dispersion

corrections, the aforementioned DFT-D2 and DFT-D3 approaches. Specifically, we explore

the effect of including an additional degree of freedom within the -D3 damping function,

thereby introducing a new, more general damping function. This new damping function

is then optimized for several popular density functionals, and the resulting methods are

compared to those obtained with existing -D3 damping functions. We find that this new it-

eration, which we term DFT-D3(op), shorthand for optimized power, substantially improves

the description of non-covalent interactions – particularly those involving molecular clusters

– and isomerization energies.
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2 Theory

Within the DFT-D family of methods, the two-body component of the empirical dispersion

energy is given by

E(2) = −
∑

i<j

∑

n=6,8,10,...

sn
Cn,ij

rnij
fdamp,n(rij). (1)

The first sum in eq. (1) runs over all unique pairs of atoms i and j; Cn,ij are isotropic

nth-order dispersion coefficients for atom pair ij; rij is the internuclear distance be-

tween atoms i and j; sn are global, density functional-dependent scaling parameters; and

fdamp,n(rij) are damping functions intended to address small-rij singularities, as well as

double-counting of correlation effects. Early iterations of these dispersion models – namely

the original DFT-D,7,8 as well as DFT-D29 – truncated the sum at n = 6, employed

chemically-insensitive, pre-tabulated dispersion coefficients C6,ij and van der Waals radii

r0,ij, and utilized Fermi-type damping functions of the form

fD2
damp,6(rij) =

[

1 + exp

(

−α

(

rij

r0,ij
− 1

))]

−1

, (2)

with α generally fixed to 20.

In 2010, Grimme et al. 10 introduced the now widely used DFT-D3 scheme. Al-

though many aspects of -D3 are similar to -D2, there are some key fundamental dif-

ferences: a counting function is introduced to allow the C6,ij coefficients to be weakly

environmentally-dependent; the sum in eq. (1) is extended to include the n = 8 term,

and a CHG-style22 damping function – given in eq. (3) – is used. For the damping func-

tion, Grimme et al. 10 chose to fix sr,8 = 1, α6 = 12, and α8 = 14, thereby optimizing only

one nonlinear parameter – sr,6 – for each density functional. Moreover, for almost all den-

sity functionals, s6 is fixed to unity, leaving only one linear parameter, s8. This version of

DFT-D3 is now known as zero-damping, or DFT-D3(0).
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f
D3(0)
damp,n(rij) =

[

1 + 6

(

rij

sr,nr0,ij

)

−αn

]

−1

(3)

One year later, Grimme et al. 23 combined the basic principles of DFT-D3 with the

finite-damping scheme Johnson and Becke 15 had utilized in their XDM approach to disper-

sion; this is now the generally preferred style of -D3, termed DFT-D3(BJ). The damping

function is of the form

f
D3(BJ)
damp,n(rij) =

rnij

rnij + (α1r0,ij + α2)
n , (4)

where α1 and α2 are adjustable nonlinear parameters. At short internuclear distances rij,

the dispersion energy E(2) in the zero-damping approach vanishes, since fdamp,n(rij) decays

more quickly than Cn,ijr
−n
ij . In the BJ-damping scheme, however, these two terms decay

at the same rate, and hence E(2) asymptotes to a finite value. This is the key difference

between the -D3(0) and -D3(BJ) approaches. Although van der Waals radii r0,ij in -D3(BJ)

are given by
√

C8,ij

C6,ij
instead of their -D3(0) values, the tabulated coefficients Cn,ij are the

same, and – as with -D3(0) – s6 is generally fixed to unity in -D3(BJ), leaving s8 as the sole

linear parameter.

This new version of -D3 with BJ-damping has become the preferred version of -D3 due to

the fact that it consistently outperforms -D3(0).23 Recently, Schröder et al. 24 have attempted

to simplify the model with their C-Six-Only (CSO) approach, wherein they introduce a

sigmoidal interpolation function to approximate the eighth-order term. In so doing, they

eliminate one linear parameter and one nonlinear parameter without significantly impacting

performance across GMTKN30 or S66.24 The damping function for this approach, -D3(CSO),

is given by

f
D3(CSO)
damp,6 (rij) =

r6ij

r6ij + (α3r0,ij + α4)6

[

1 +
α1

s6 [1 + exp (rij − α2r0,ij)]

]

. (5)

Note the similarities between eqs. (4) and (5): α3 and α4 in the CSO scheme correspond to

5
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α1 and α2 in BJ-damping, respectively, and the bracketed term in eq. (5) is the interpolation

function. For the density functionals they examined, Schröder et al. 24 found α3 ≈ 0, α4 ≈

2.5, and α2 ≈ 2.5, leaving α1 as the sole functional-dependent parameter in -D3(CSO).

In addition to the dispersion corrections mentioned thus far, we consider in this work the

modified version of -D3(BJ) recently proposed by Smith et al. 25 . The damping function in

this approach, -D3M(BJ), is identical to that in eq. (4); the method constitutes a refitting

of the BJ-damping parameters to a much broader set of data. Grimme et al. 23 originally fit

s8, α1, and α2 on 130 data points; Smith et al. 25 utilize a training set of 1526 energies, with

an emphasis on non-equilibrium – particularly compressed – geometries.

It is illustrative to rewrite the damping function for -D3(0) from eq. (3). By doing so,

we obtain

f
D3(0)
damp,n(rij) =

rαn

ij

rαn

ij +
(

αn
√
6sr,nr0,ij

)αn
. (6)

The similarities between the functional forms of -D3(0) and -D3(BJ) are striking (cf. eqs. (4)

and (6)). There is a direct correspondence between α1 in BJ-damping and sr,n. Whereas in

-D3(BJ) α1 is the same for the sixth- and eighth-order terms, in -D3(0) this is no longer the

case, as sr,6 6= sr,8. The original zero-damping scheme thus resembles a slightly constrained

version of BJ-damping, wherein α2 (the constant added to the van der Waals radii) is zero,

and the sixth-order power is 14 instead of 6.

In this work, we generalize the BJ-damping function, adding a parameter to control how

quickly the damping occurs, i.e. the power. The damping function we employ is given by

f
D3(op)
damp,n(rij) =

r
βn

ij

r
βn

ij + (α1r0,ij + α2)βn

(7)

This new scheme – optimized-power-damping, or -D3(op) – is mathematically similar to

both BJ-damping and zero-damping. As is the case with both BJ- and zero-damping, we

constrain β8 = β6 + 2. We utilize the same isotropic dispersion coefficients as both -D3(0)

6
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and -D3(BJ), the same van der Waals radii as -D3(BJ) – i.e. r0,ij =
C8,ij

C6,ij
– and optimize

three nonlinear parameters (α1, α2, β = β6) and one linear parameter (s8). The effects of

varying the nonlinear parameters in this model are visualized in Figure 1. The holdovers

from BJ-damping – α1 and α2 – primarily control the distance rij at which the damping

function switches off the dispersion correction: α1 and α2 are just multiplicative and additive

terms, respectively, for the sum of van der Waals radii r0,ij. The newly introduced β, on the

other hand, controls the rate at which the dispersion correction is switched off; in the limit

β → ∞, fdamp(rij) → θ(rij), i.e. the damping function just becomes a step function. Most

small changes in β correspond to subtle changes in the dispersion energy, E(2); the exception

is the transition from β = 6 to β = 6 + ǫ, which is a fundamentally different change than

that from, say, β = 10 to β = 10 + ǫ. For all β > 6, the contribution of atom pair ij to

the dispersion energy at rij = 0 is zero; for β = 6, this contribution is nonzero. In practice,

however, this difference is not so significant; due to Pauli repulsion, the limit rij = 0 is not

particularly meaningful.

Figure 1: Visualization of the effects of varying parameters α1, α2, and β from eq. (7). The
leftmost plots are generated by varying α1 with fixed α2 and β; the center plots are generated
by varying α2 with fixed α1 and β; and the rightmost plots are generated by varying β with
fixed α1 and α2. When not being varied, the parameters are fixed to α1 = 0.5, α2 = 5,
and β = 14, with r0,ij = 2 Å. The top plot in each section shows the damping function for

the sixth-order term, f
D3(op)
damp,6(rij) from eq. (7). The bottom plot in each section shows the

sixth-order contribution to the two-body dispersion energy, E(2), which has been normalized
to span the range [0,1].
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An overview of the six forms of dispersion corrections considered in this study – -D2,

-D3(0), -D3(BJ), -D3M(BJ), -D3(CSO), and -D3(op) – can be found in Table 1. Note we

have not considered the modified version of zero-damping, -D3M(0), as it was found to be

inferior to -D3M(BJ) by the original authors.25

Table 1: Summary of empirical dispersion corrections considered in this study.

Fit Parameters

Type Linear Nonlinear C8? Reference

-D2 s6 None No 9
-D3(0) s8 sr,6 Yes 10
-D3(BJ) s8 α1, α2 Yes 23
-D3M(BJ) s8 α1, α2 Yes 25
-D3(CSO) None α1 No 24
-D3(op) s6 or s8 α1, α2, β Maybe This work

3 Computational Details

We have optimized the DFT-D3(op) damping function given in eq. (7) for several density

functional approximations and compared its performance to that of existing damping func-

tions. Specifically, we have considered the ten density functionals outlined in Table 2.

These ten representative density functionals were carefully chosen. There are five

natural pairs of pure/hybrid functionals: BLYP/B3LYP, B97/B97h, revPBE/revPBE0,

TPSS/TPSSh, and MS2/MS2h. The first three of these pairs are generalized gradient ap-

proximations (GGAs), and the last two are meta-GGAs. Moreover, each of these ten density

functionals exhibits positive mean signed errors across every dataset of non-covalent interac-

tions we considered; that is to say, they consistently underbind every type of system at which

we have looked, and hence can all profit greatly from the addition of a dispersion correction.

One popular functional we excluded from this study is PBE. Since PBE is known to overbind

water clusters,37 we believe it is not a good candidate for a blanket dispersion correction.

That being said, although PBE (and its complement, PBE0) are not found within the main

study, parameterizations for both may be found in the Supporting Information.

8

Page 8 of 30

ACS Paragon Plus Environment

Journal of Chemical Theory and Computation

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



Table 2: Summary of density functionals. The names in the first column are standard, with
two exceptions: B97 corresponds to Grimme’s pure functional B97-D,9 which has had the
dispersion tail stripped away; and B97h corresponds to the original hybrid functional B97, as
parameterized by Becke.26 The third column details the existing parameterized DFT-D-style
dispersion corrections we consider in this study, and the fourth column lists the references
for the method.

Functional Class Empirical Dispersion Ref

BLYP GGA D2,D3(0),D3(BJ),
D3M(BJ),D3(CSO)

27,28

B3LYP hybrid GGA D2,D3(0),D3(BJ),
D3M(BJ),D3(CSO)

27–30

B97 GGA D2,D3(0),D3(BJ),
D3M(BJ)

9

B97h hybrid GGA D2 26

revPBE GGA D3(0),D3(BJ) 31,32

revPBE0 hybrid GGA D3(0),D3(BJ) 31–33

TPSS meta-GGA D2,D3(0),D3(BJ),
D3(CSO)

34

TPSSh hybrid meta-GGA D3(0),D3(BJ) 35

MS2 meta-GGA D3(0) 36

MS2h hybrid meta-GGA D3(0) 36

All density functional calculations were performed in the def2-QZVPPD basis,38,39 near

the basis set limit for standard non-covalent interactions.40 A fine Lebedev integration grid

consisting of 99 radial shells – each with 590 angular points – was utilized in the computa-

tion of all semi-local components of exchange and correlation; non-local correlation in the

VV10-containing functionals was calculated with the coarser SG-1 grid.41 All calculations

were performed within a development version of Q-Chem 4.4.42

For each density functional, we performed an exhaustive determination of the optimal

parameters for the DFT-D3(op) method. Specifically, we scanned α1 from 0 to 1 in steps

of 0.025, α2 from 0 to 10 in increments of 0.25, and β from 6 to 18 in increments of 2; this

resulted in 11767 possible forms of the -D3(op) tail for each density functional.

To identify the best of these many candidate fits, we utilized the comprehensive database

assembled by Mardirossian and Head-Gordon.43 This database contains 4419 data points

which are spread out among 82 smaller datasets. These smaller constituent datasets are

classified according to eight distinct datatypes: NCED (easy non-covalent interactions of

dimers), NCEC (easy non-covalent interactions of clusters), NCD (difficult non-covalent

interactions of dimers), IE (easy isomerization energies), ID (difficult isomerization energies),

9
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TCE (easy thermochemistry), TCD (difficult thermochemistry), and BH (barrier heights).

“Difficult” interactions involve either strong correlation or self-interaction error, whereas

“easy” interactions are not heavily characterized by either. In order to facilitate the testing

of -D3(op) candidates, the datasets were divided into two categories. A training set was used

to identify the best set of parameters, and a test set was used to assess the performance of

the resulting method relative to existing dispersion corrections. A summary of the datasets

can be found in Table 3.

Table 3: Summary of datasets that comprise the training and test sets. For more details,
see Ref. 43.

Set Datatype # Constituent Datasets References

Train NCED 127 S66, HB49, AlkBind12 44–49
NCEC 18 H2O6Bind8, H2O20Bind4, HW6Cl 50–55
IE 122 Butanediol65, Melatonin52, H2O16Rel5 56–58
BL 20 Interpolated equilibrium binding lengths from BzDC215 and NBC10 59–63

Test NCED 1617 A24, DS14, HB15, HSG, NBC10, S22, X40, A21x12, BzDC215,
HW30, NC15, S66x8, 3B-69-DIM, CO2Nitrogen16, Ionic43

45,59–75

NCEC 225 HW6F, FmH2O10, Shields38, SW49Bind345, SW49Bind6, WA-
TER27, 3B-69-TRIM, CE20, H2O20Bind10

50–53,73,76–79

NCD 91 TA13, XB18, Bauza30, CT20, XB51 80–84
IE 633 AlkIsomer11, ACONF, CYCONF, Pentane14, SW49Rel345,

SW49Rel6, H2O20Rel10, H2O20Rel4, YMPJ519
51–53,53–55,77,85–89

ID 155 EIE22, Styrene45, DIE60, ISOMERIZATION20, C20C24 78,90,90–92
TCE 947 AlkAtom19, BDE99nonMR, G21EA, G21IP, TAE140nonMR, Alk-

Isod14, BH76RC, EA13, HAT707nonMR, IP13, NBPRC, SN13,
BSR36, HNBrBDE18, WCPT6

53,85,91,93–101

TCD 258 BDE99MR, HAT707MR, TAE140MR, PlatonicHD6, PlatonicID6,
PlatonicIG6, PlatonicTAE6

91,102

BH 206 BHPERI26, CRBH20, DBH24, CR20, HTBH38, NHTBH38, PX13,
WCPT27

53,78,79,94,95,101,103–107

Once all 11767 possible fits were generated for a given functional, we set s6 to unity and

performed a least-squares fit of s8 to a small subset of NCEDTrain and IETrain, namely S66

and Butanediol65. The resulting methods were then sorted according to a simple product of

root-mean-square errors (RMSEs) across eleven training datasets – S66, HB49, AlkBind12,

H2O6Bind8, H2O20Bind4, HW6Cl, Butanediol65, Melatonin52, H2O16Rel5 and two ge-

ometric datasets: interpolated equilibrium binding lengths of BzDC215 and NBC10. To

prevent the appearance of unphysical parameters (negative values of s8), when s8 optimized

to a value less than 0.1, we set s8 = 0 and performed a least-squares fit of s6 instead. The

only functional within this study for which this occurred is B97h.

10
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4 Results and Discussion

In the course of this study, we have introduced a new damping function for use in the DFT-D3

empirical dispersion correction – DFT-D3(op) – which encompasses the space spanned by

DFT-D3(BJ) and an unconstrained form of DFT-D3(0). We have optimized this new damp-

ing function for ten distinct density functionals across a small yet diverse training set. The

resulting optimized fit parameters are listed in Table 4; parameterizations for additional

functionals may be found in the Supporting Information.

Table 4: Optimized values of -D3(op) fit parameters for each density functional.

Functional s6 s8 α1 α2 β

BLYP 1.00000 1.31867 0.425 3.50 8
B3LYP 1.00000 0.78311 0.300 4.25 10
B97 1.00000 1.46861 0.600 2.50 6
B97h 0.97388 0.00000 0.150 4.25 12
revPBE 1.00000 1.44765 0.600 2.50 6
revPBE0 1.00000 1.25684 0.725 2.25 6
TPSS 1.00000 0.51581 0.575 3.00 14
TPSSh 1.00000 0.43185 0.575 3.00 14
MS2 1.00000 0.90743 0.700 4.00 8
MS2h 1.00000 1.69464 0.650 4.75 6

This new variant of DFT-D3 was then evaluated in tandem with existing versions across

a large independent test set. The results are given in Figure 2, within which we show for each

method the root-mean-square errors (RMSEs) across the three energetic categories for which

empirical dispersion methods are best suited – namely NCEDTest, NCECTest, and IETest –

as well as one geometric category, S66x8 interpolated equilibrium binding lengths (and cor-

responding interpolated equilibrium binding energies). For each of NCEDTest, NCECTest,

and IETest, both the aggregate results as well as results for two representative constituent

datasets are provided.

From Figure 2, it is evident that the newly proposed -D3(op) dispersion correction rep-

resents an improvement over existing corrections for a diverse set of density functionals

and systems. Even in cases where the power optimizes to β = 6, which corresponds to

the DFT-D3(BJ) scheme, we see large improvements in some categories. This is the case,

for instance, for revPBE. Relative to revPBE-D3(BJ), revPBE-D3(op) exhibits significantly
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Figure 2: Root-mean-square errors across various datasets for all combinations of functionals
and dispersion corrections examined. Abbreviations of the dataset names are used; the full
names are, in order, NCEDTest, HSG, S22, NCECTest, Shields38, 3B-69-TRIM, IETest,
Pentane14, YMPJ519, S66x8 BL, and S66x8 BE. The Product column corresponds to a
simple product across the aggregate dataset RMSEs (times 100). All RMSEs are in units
of kcal/mol, with the exception of the equilibrium binding lengths (BL), which are in units
of angstroms. Each column within every functional block is color-coded for ease of reading,
with darker cells corresponding to lower RMSEs; note, however, that the color-gradient
is not uniform, but rather skewed to emphasize significant differences among the top fits
for each functional. Additionally, the lowest RMSE achieved by any functional-dispersion
combination on each aggregate dataset is indicated in bold.
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lower RMSEs across all metrics related to non-covalent interactions; the reductions in er-

rors on molecular clusters (NCEC, 63%) and geometries (BL, 45%) are particularly striking.

This sort of improvement highlights the benefits a simple re-optimization incorporating the

plethora of new high quality data that have been published in the past six years can bring;

after all, revPBE-D3(op) is effectively just a reparameterization of revPBE-D3(BJ). Note

that for this particular functional, there is no DFT-D3M(BJ) version with which to compare

our reparameterization; Smith et al. 25 chose to parameterize PBE instead of revPBE.

Another manifestation of the importance of having a well-balanced training set is the

performance of DFT-D3(CSO). In a recent study, it was found that DFT-D3(CSO) repro-

duces bond lengths and rotational constants quite well.108 Here, we find that this satisfactory

intramolecular performance does not transfer to intermolecular metrics, despite the fact that

DFT-D3(CSO) is decent at reproducing accurate energies (particularly isomerization ener-

gies, at which it seems to excel). Regardless of density functional, -D3(CSO) exhibits signif-

icantly larger errors in equilibrium binding lengths than any of the other iterations of -D3;

for B3LYP-D3(CSO), for instance, the RMSE across BL is nearly double the next-highest

B3LYP-D3 BL RMSE. This is likely a consequence of the fact that DFT-D3(CSO) was

trained exclusively on equilibrium systems, specifically S66. This is in stark contrast to

other DFT-D3 variants, which were trained on geometries either implicitly through the in-

clusion of nonequilibrium systems – as was the case for -D3(0), -D3(BJ), and -D3M(BJ) –

or by explicitly including geometries in the training metric, as is the case here for -D3(op).

Similarly, deviations among performances across single datasets highlight the need for

diverse aggregate datasets. From the exemplary performance of BLYP-D3(CSO) on the

Shields38 set, one might infer that this method should be particularly well-suited to wa-

ter clusters. This is not the case, however; BLYP-D3(CSO) has the highest RMSE of all

BLYP-D3 variants across the H2O20Bind10 set of large water clusters by nearly a factor

of two. Oftentimes, outstanding performance of a particular method on a particular set of

systems will transfer to similar systems, but that sort of transferability is not guaranteed.
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The larger and more diverse the independent test set, the more likely the results will be

transferable.

This point is further driven home by the relative performances of the DFT-D3(BJ) and

-D3M(BJ) methods. For instance, compare B3LYP-D3(BJ) and B3LYP-D3M(BJ) in Fig-

ure 2. The -D3M(BJ) method is simply a reparameterization of -D3(BJ) across a signifi-

cantly larger training set. In the case of B3LYP-D3M(BJ), however, this reparameterization

has resulted in significant loss of performance as measured by RMSEs across equilibrium

non-covalent interactions. This is likely a consequence of the large emphasis placed on com-

pressed geometries in the parameterization of -D3M(BJ) by both the composition of the

datasets and the unique error metric employed.

A consistent feature of functionals employing the DFT-D3(op) tail is enhanced per-

formance on molecular clusters and geometries, as illustrated by low RMSEs across the

NCECTest and S66x8 BL sets. For instance, B97-D3(op) performs similarly to B97-D3(BJ)

and B97-D3(0) across NCEDTest and IETest, but with dramatic reduction in error across

NCECTest and interpolated S66x8 binding lengths. Even in cases where performance on

molecular dimers is significantly improved, e.g. B3LYP-D3(op) and MS2h-D3(op), we still

see solid performances on clusters and geometries. Whereas with other dispersion tails,

performance on molecular clusters is very dependent on the choice of base functional, the

-D3(op) approach consistently captures cluster binding energies quite well. For instance,

from Figure 2, it is clear that BLYP-D3(0) is the best BLYP-based approach examined on

NCECTest, even beating out BLYP-D3(op) by 0.10 kcal/mol; on the other hand, B97-D3(0)

has a NCECTest RMSE more than double that of B97-D3(op). This high degree of consis-

tency in the new correction, -D3(op), is likely attributable to the incorporation of molecular

clusters in the training set. It is worth noting that a three-body correction of the form

suggested by Grimme et al. 10 was also considered in this study; its inclusion, however, did

not impact results in any meaningful way. It is quite possible that for larger systems, a

three-body term would become relevant.
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The one category for which we consistently see the least improvement with the new

DFT-D3(op) correction is IETest, i.e. isomerization energies. For certain functionals – most

notably MS2 and MS2h – the -D3(op) tail actually improves performance on IETest dramat-

ically. For others, such as TPSS and B3LYP, the new approach is slightly worse than the

existing tails – though still significantly better than the base functionals – for isomerization

energies. There is inevitably some degree of trade-off between performances across these

various properties; of the 11767 combinations of parameters we examined for any given func-

tional, there were certain fits which excelled at one particular category. Although in theory it

would be possible to recommend specialized fits for each functional which are best suited for a

particular property – B3LYP-D3(op,NCED), B3LYP-D3(op,NCEC), B3LYP-D3(op,IE), etc.

– that sort of approach has limited utility. It is far simpler to recommend a parameterization

that provides a balanced description of all relevant properties. Comparing B3LYP-D3(op)

and B3LYP-D3(BJ), for instance, we see the former has 8% higher RMSE across IETest;

however, this slight reduction in performance for isomerization energies is compensated by a

13% reduction in RMSE across NCEDTest and a 52% reduction in RMSE across NCECTest.

Based on the data in Figure 2, we can make recommendations regarding which fit should

be used with each density functional. As a metric of optimality, we use a simple product of the

RMSEs across each of the aggregate test sets in Figure 2, i.e. the Product column. It is worth

noting that -D2 dramatically underperforms relative to all variants of -D3 for all functionals

examined. That being said, even the -D2 corrections represent a major improvement over the

base functional. For BLYP, B3LYP, TPSS, and TPSSh, the DFT-D3(op) correction is best,

followed by -D3(BJ); for B97, the DFT-D3(op) correction is best, followed by -D3M(BJ);

and for revPBE, revPBE0, MS2, and MS2h, DFT-D3(op) is best, followed by -D3(0).

In a similar vein, we can use the data from Figure 2 to make recommendations for the

“best” functional/tail combination within each rung of Jacob’s ladder. The top performer

among pure GGAs is BLYP-D3(op); at the hybrid GGA level, revPBE0-D3(op); from the

pure meta-GGAs, MS2-D3(op); and at the hybrid meta-GGA rung, MS2h-D3(op). Based
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on the data of Figure 2, these four functional/tail groupings provide the best, most balanced

descriptions of non-covalent interactions and isomerization energies, the two datatypes which

empirical dispersion corrections should be capable of improving.

Thus far, we have established two major points: first, when a functional consistently

underpredicts intermolecular interactions, the addition of an empirical dispersion correction

can greatly improve results; and second, among the dispersion corrections examined, for the

systems and density functionals we considered, DFT-D3(op) is best, regardless of the choice

of base functional.

To put these results in broader context, we can compare these “best-in-class” DFT-D3

functionals with state-of-the-art density functionals corresponding to the same rungs of Ja-

cob’s ladder. In Figure 3, the RMSEs across all eight categories of Table 3 are plotted and

tabulated for revPBE0-D3(op) and three other hybrid GGAs: ωB97X,109 ωB97X-D,22 and

ωB97X-V.110 The left side of Figure 3, (a), contains NCED, NCEC, and IE – the three cat-

egories a D3 correction is capable of improving – while the right side, (b), encompasses the

remaining datatypes: difficult cases characterized by strong correlation or self-interaction

error, as well as thermochemistry and barrier heights. Although revPBE0-D3(op) represents

a substantial improvement over ωB97X as far as non-covalent interactions are concerned,

the method is somewhat lacking when it comes to the other datatypes: its performance

on standard thermochemical problems (TCE) is particularly lackluster. That being said,

it represents a decent alternative to ωB97X-D, and even rivals ωB97X-V for non-covalent

interactions.

The same sort of comparison is made at the pure meta-GGA level in Figure 4. Therein,

the top performer from this study, MS2-D3(op), is compared to M06-L,111 TM,112 and

B97M-rV.43,113 Here, it seems MS2-D3(op) is actually a viable alternative to standard

meta-GGAs; the method generally outperforms both M06-L and TM across the 4419 sys-

tems examined. We see a 47% reduction in RMSE across NCED, a 60% reduction in error

across NCEC, and a 51% reduction in RMSE across IE for MS2-D3(op) relative to M06-L.
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Figure 3: Root-mean-square errors (RMSEs) across various datatypes (see Table 3) for
the top-performing D3-corrected hybrid GGA functional examined in this work, as well as
three other state-of-the-art hybrid GGA functionals. The left plot – (a) – contains datasets
pertaining to standard non-covalent interactions and isomerization energies, whereas the
right plot – (b) – encompasses other data, such as thermochemistry, which is beyond the
realm of a D3 correction. Within each plot, the methods are ordered from best performance
across the constituent datasets at the top, to worst performance at the bottom. Tables of
RMSEs are provided below the bar graphs to facilitate quantitative comparison.

This strikes a stark contrast to the performance of the uncorrected MS2 functional, which,

relative to M06-L, has a NCED RMSE of 1.27 kcal/mol, a NCEC RMSE of 4.99 kcal/mol,

and an IE RMSE of 0.76 kcal/mol; without the DFT-D3(op) correction, MS2 is significantly

worse than M06-L across all three categories. This is certainly a testament to the utility

of dispersion corrections. That being said, the exemplary performance of MS2-D3(op) –

particularly on non-covalent interactions and isomerization energies – is eclipsed by that of

B97M-rV, which benefits from the inclusion of non-local van der Waals correlation.

As a final example, three popular hybrid meta-GGA functionals – M06-2X,114 MN15,115

and ωB97M-V43 – are compared head-to-head with MS2h-D3(op) in Figure 5. Although

the DFT-D3(op) dispersion correction allows MS2h to significantly outperform M06-2X and

MN15 for standard intermolecular binding energies and isomerization energies – and even

come close to the stellar performance of ωB97M-V – it can do nothing to rectify the other

deficiencies of the method, which manifest themselves in poor performance across the TCE
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Figure 4: Root-mean-square errors (RMSEs) across various datatypes (see Table 3) for the
top-performing D3-corrected pure meta-GGA functional examined in this work, as well as
three other state-of-the-art pure meta-GGA functionals. For further details, refer to the
caption of Figure 3.

and BH categories in particular. At the hybrid meta-GGA level, the top performer is unam-

biguously ωB97M-V.

5 Discussion and Conclusion

In this study, we have introduced a new damping function for the DFT-D3 brand of empirical

dispersion corrections. This correction is effectively a generalization of DFT-D3(BJ) wherein

the power is treated as an additional parameter, and is accordingly named DFT-D3(op), for

“optimized-power”-damping. We have parameterized this method for ten distinct density

functionals and compared its performance across an external test set to that of existing forms

of DFT-D3.

This new approach, -D3(op), consistently yields substantial improvements in the descrip-

tions of molecular clusters, regardless of the base functional with which it is paired. More-

over, it provides a well-balanced description of intermolecular binding energies, equilibrium

geometries, and isomerization energies – the three broad classes of data that an empirical

dispersion correction can reasonably be expected to improve. Unfortunately, the DFT-D3
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Figure 5: Root-mean-square errors (RMSEs) across various datatypes (see Table 3) for the
top-performing D3-corrected hybrid meta-GGA functional examined in this work, as well as
three other state-of-the-art pure hybrid meta-GGA functionals. For further details, refer to
the caption of Figure 3.

correction is not intended to address deficiencies in other aspects – for instance, description

of thermochemical properties – of the base functionals to which it is applied. From Figures 3,

4, and 5, it is apparent that there exists at each level of Jacob’s ladder beyond pure GGA at

least one functional which will outperform the best comparable DFT-D3 method. This is not

particularly surprising; after all, this isn’t a very fair comparison. Those better methods were

built from the ground up; all their components were optimized together, self-consistently. If

anything, it is remarkable just how well this sort of simple post-SCF dispersion correction

performs.

The most impressive methods – namely ωB97X-V, B97M-rV, and ωB97M-V – explicitly

include non-local correlation, which is a more robust, more powerful treatment of disper-

sion.116,117 Similarly, it might be the case that other self-consistent approaches, such as

dispersion-corrected potentials11 and TS-vdW,118 will outperform the methods introduced

here. Such comparisons are beyond the scope of this particular study; the aim here has

been simply to introduce an updated, more accurate version of the most computationally

economical form of dispersion correction, DFT-D3. In this particular endeavor, we have been

successful: for all density functionals examined, DFT-D3(op) yields the best, most balanced
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performance across the available DFT-D3 dispersion tails.

Specifically, among the pure GGAs examined, BLYP-D3(op) is the stand-out candidate,

offering an unparalleled account of non-covalent interactions. At the hybrid GGA level,

revPBE0-D3(op) shines. As far as pure and hybrid meta-GGA functionals go, MS2-D3(op)

and MS2h-D3(op) are both quite impressive. For these latter two functionals in particular,

the new DFT-D3(op) tail represents a major improvement across all energetic categories over

the existing -D3(0) versions. These DFT-D3(op) methods have a significant cost advantage

over those incorporating VV10 non-local correlation. Moreover, they make relatively small

sacrifices on performance across non-covalent interactions and isomerization energies, which

makes them well suited for certain applications, e.g. calculations on large or condensed-phase

systems, and molecular dynamics.
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(24) Schröder, H.; Creon, A.; Schwabe, T. J. Chem. Theory Comput. 2015, 11, 3163–3170.

(25) Smith, D. G. A.; Burns, L. A.; Patkowski, K.; Sherrill, C. D. J. Phys. Chem. Lett.

2016, 7, 2197–2203.

(26) Becke, A. J. Chem. Phys. 1997, 107, 8554–8560.

(27) Becke, A. Phys. Rev. A 1988, 38, 3098–3100.

(28) Lee, C.; Yang, W.; Parr, R. Phys. Rev. B 1988, 37, 785–789.

(29) Becke, A. D. J. Chem. Phys. 1993, 98, 5648–5652.

(30) Stephens, P.; Devlin, F.; Chabalowski, C.; Frisch, M. J. Phys. Chem. 1994, 98,

11623–11627.

(31) Perdew, J. P.; Burke, K.; Ernzerhof, M. Phys. Rev. Lett. 1996, 77, 3865–3868.

(32) Zhang, Y.; Yang, W. Phys. Rev. Lett. 1998, 80, 890–890.

(33) Adamo, C.; Scuseria, G. E.; Barone, V. J. Chem. Phys. 1999, 111, 2889.

(34) Tao, J.; Perdew, J.; Staroverov, V.; Scuseria, G. Phys. Rev. Lett. 2003, 91, 146401.

(35) Staroverov, V. N.; Scuseria, G. E.; Tao, J.; Perdew, J. P. J. Chem. Phys. 2003, 119,

12129.

(36) Sun, J.; Haunschild, R.; Xiao, B.; Bulik, I. W.; Scuseria, G. E.; Perdew, J. P. J. Chem.

Phys. 2013, 138, 1–9.
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(58) Yoo, S.; Aprà, E.; Zeng, X. C.; Xantheas, S. S. J. Phys. Chem. Lett. 2010, 1,

3122–3127.

(59) Crittenden, D. L. J. Phys. Chem. A 2009, 113, 1663–1669.

(60) Marshall, M. S.; Burns, L. A.; Sherrill, C. D. J. Chem. Phys. 2011, 135, 194102.

(61) Hohenstein, E. G.; Sherrill, C. D. J. Phys. Chem. A 2009, 113, 878–886.

(62) Sherrill, C. D.; Takatani, T.; Hohenstein, E. G. J. Phys. Chem. A 2009, 113,

10146–10159.

(63) Takatani, T.; David Sherrill, C. Phys. Chem. Chem. Phys. 2007, 9, 6106–6114.
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Supporting Information Available

DFT-D3(op) parameterizations for PBE, PBE0, revTPSS, and revTPSSh may be found

online, as may data for rare gas dimers and maximum errors for each method across the

various datasets.

This material is available free of charge via the Internet at http://pubs.acs.org/.
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