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Abstract 
This study aims to address potential costs of using incorrect 
worked examples in teaching mathematics. While such 
practice has been shown to be effective in educational 
research, previous findings in the memory literature suggest 
that exposure to an incorrect solution may lead students to 
later believe that it is correct due to increased familiarity.  We 
designed a two-session experiment with 1-week delay in 
which students studied correct and incorrect worked out 
examples. We found only small changes in students’ ability to 
successfully distinguish between correct and incorrect 
solutions over time. Students did rate the previously studied 
incorrect examples as being more correct after the 1-wk 
delay, but this did not affect their correctness ratings of new 
correct and incorrect worked examples or their problem 
solving accuracy.  We conclude that the unique nature of 
mathematical problem solving may protect students from the 
dangers of using incorrect worked examples.  

Keywords: incorrect examples; worked examples; problem 
solving; mathematics learning; illusory truth; source memory 

Introduction 
A common challenge in schools is to help students learn 
novel problem-solving techniques. For example, in 
mathematics students need to learn how to solve quadratic 
equations and calculate probabilities. Numerous studies 
have found that students learn more when they alternate 
between studying worked out examples of the problem and 
solution and solving the problems themselves, as compared 
to simply solving double the number of problems (Sweller 
& Cooper, 1985; Ward & Sweller, 1990; Kirshner, Sweller, 
& Clark, 2006; Renkl & Atkinson, 2010).   

According to Cognitive Load Theory, studying a worked-
out example is less burdensome for the learners’ working 
memory than solving a problem, which leaves more room 
for deeper cognitive processing such as understanding and 
learning the steps for a solution (Sweller, 1999; Sweller et 
al., 2011; Paas, Renkl, & Sweller, 2003; Zhu & Simon, 
1987) . While most studies have focused on studying correct 
worked examples, recent research suggests that studying 

incorrect examples can optimize learning (Große & Renkl, 
2007; Tsovaltzi et al., 2010; Durkin & Rittle-Johnson, 2012; 
Adams et al., 2014). Presenting students with common 
incorrect ways to solve a problem can help students to 
confront and eliminate those common errors. 

However, teachers are often resistant to use incorrect 
worked examples in the classroom, as they believe that 
repeated exposure to incorrect procedures might cause 
students to confuse incorrect and correct solutions. Research 
from the memory literature suggests that these teachers’ 
fears may be correct.  People rate repeated statements as 
being more true than those they have not encountered before 
(i.e. illusory-truth effect, Dechêne, Stahl, Hansen & Wänke 
2009; Hasher, Goldstein, & Toppino, 1977), even when they 
have relevant prior knowledge to suggest that the statements 
are true or false (Fazio, Brashier, Payne & Marsh, 2015).  
Repetition increases the familiarity and processing fluency 
of a statement, which is thought to lead to increased 
perceived credibility of the information (Unkelbach, 2007; 
Begg, Anas, & Farinacci, 1992). The illusory truth effect 
has been shown to occur for trivia statements (e.g., Bacon, 
1979), information about consumer products (e.g., Johar & 
Roggeveen 2007), and political opinions (e.g., Arkes, 
Hackett & Boehm, 1989), and it occurs both in the 
laboratory and in naturalistic settings (Gigerenzer, 1984; 
Boehm, 1994).  

In addition, research has shown that people often 
remember factual information while forgetting the source of 
that information (Barber, Rajaram, & Marsh, 2008; Conway 
et al 1997; Dewhurst et al. 2009). This forgetting may be a 
natural consequence of information moving from episodic 
to semantic memory. For example, you likely know that 
George Washington was the first president of the United 
States, but no longer remember where you first learned that 
information. In related phenomenon such as the sleeper 
effect (Kumkale & Albarracin, 2004), false fame 
(Topolinski & Strack, 2010), and unconscious plagiarism 
(Bink, Marsh, Hicks & Howard, 1999), participants 
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remember previously presented information while forgetting 
its source or origin.    

Taken together, these findings suggest that studying with 
incorrect worked examples may not yield benefits if 
students fail to accurately monitor the source of the 
information.   

The present study was designed to examine if this 
forgetting of the source information occurs with correct and 
incorrect worked examples. That is, after a delay, would 
students continue to remember which worked examples 
were correct and which were incorrect or would they begin 
to confuse the two procedures? During the study phase, 
students saw both correct and incorrect worked examples 
and were asked to rate the correctness of the shown solution.  
They then received feedback about which examples were 
correct or incorrect and rated the examples again.  Finally, 
they were asked to solve novel problems of the same type 
shown in the examples. One week later, the students 
returned and again solved problems and rated the 
correctness of the worked examples. Of interest was how 
students’ ratings and problem solving accuracy would 
change over time.  

If teachers’ concerns are correct, then we would expect 
students to be less accurate at rating the correctness of the 
worked examples after the delay. In addition, we would 
expect students’ problem solving accuracy to also decrease.  
If, however, students are able to remember which examples 
are correct and which are incorrect, then we would expect 
no changes in students’ correctness ratings or problem 
solving accuracy over time.  

Method 

Participants 
Thirty-four Vanderbilt University undergraduates 
participated in exchange for course credit (9 male; mean age 
18.8 years). Three participants were excluded from the 
analysis because they failed to attend the second session of 
the experiment, leaving 31 participants in the analysis. 
Participants were tested individually or in small groups of 
up to four people.   

 
Design 
The experiment implemented a 3 (time: study, immediate, 
delay) Í 2 (solution: correct, incorrect) within-subjects 
design (Figure 1).  
  

 
 
 
 
 
 
 
Figure 1. Study design. 

Materials 
We adapted 10 pretest problems, eight worked-out 
examples, and four post-test probability problems from 
Experiment 2 of Große & Renkl (2007) with minor word 
changes (e.g. “skat cards” to “poker cards”). The problems 
all dealt with probabilities concerning the intersection 
between two different events or event order. Event 
intersection problems differed on whether two different 
events were mutually exclusive or if they could occur 
together; event order problems differed on whether the 
sequence of events were relevant or irrelevant. We then 
created an additional set of eight worked-out examples that 
were structurally similar to the eight worked-out examples 
from Große & Renkl (2007). Therefore, participants were 
shown a total of 16 worked-out examples, half of which 
were presented with correct solutions and half with incorrect 
solutions. The incorrect worked examples contained 
accurate calculations, but the procedure used was not 
appropriate for the problem (e.g. failing to subtract the 
intersection between event A and event B when calculating 
the probability of event A or event B happening). Stimuli 
for the pretest, study phase, filler task, and solution rating 
task were presented on a computer using MediaLab and 
DirectRT software (Empirisoft Corporation, New York, 
NY). The problem solving task was administered through a 
paper-and-pencil test.  
 
Procedure 
Participants gave informed consent and solved 10 basic 
probability problems (pretest), which were used to assess 
their prior domain knowledge.   

Participants then studied eight worked-out examples, four 
correct and four incorrect. Participants were told that the 
solutions were provided by other students and they would 
be asked to rate the accuracy of the student’s solution. Each 
worked example was presented one at a time, and 
participants keyed in the intermediate answers when they 
were prompted with fill-in-the-blank boxes (shown in 
Figure 2). This ensured that participants paid attention to 
each of the steps in the solution and increased their 
engagement and depth of processing. Each step was 
revealed progressively, regardless of whether the 
participant’s input for each blank was correct or incorrect. 
Thus, if a participant answered incorrectly, their answer 
would disappear and the correct answer would be presented 
along with the next step. At the end of each worked 
example, the full solution was presented and participants 
rated the correctness of the solution using a 7-point Likert 
scale with 1 labeled as “Definitely incorrect” and 7 
indicating “Definitely correct”.  

Participants then solved visuo-spatial puzzles as a filler 
task for two minutes. After the filler task, participants were 
presented with the same set of fully completed worked-out 
examples, in the same order that they had seen previously. 
For each problem, they were presented with feedback about 
whether the worked example was correct or incorrect and 
were given at least 20 seconds to review the solution and the 
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feedback. After 20 seconds, their earlier correctness rating 
appeared at the bottom of the solution (e.g. “You rated the 
correctness of the solution of this worked-out example: 2”), 
and they were prompted to move onto the next worked 
example when they were ready. Participants then completed 
another set of visuo-spatial puzzles for two minutes before 
moving onto the test phase. 

 

 
 
Figure 2. Illustration of a worked-out example. Each step 
was revealed progressively, and participants were prompted 
to type their answers in each fill-in-the-blank box, 
represented by the black boxes above. 

 
During the test phase, participants again rated the 

correctness of the worked examples and they solved novel 
probability problems. Task order within the test phase was 
counterbalanced across participants. During the solution 
rating task, participants were given 16 worked-out 
examples, eight of which were old problems shown during 
the study phase, and eight of which were new problems that 
were isomorphic to the old problems but with different 
cover stories. Participants rated each solution using the 7-
point response scale. During the problem solving task, 
participants were given four post-test probability problems. 
Participants’ performance on the probability problems was 
used to examine their ability to apply any gained knowledge 
from the study phase to novel problems. The order of the 
problems in the booklet was counterbalanced across 
participants.  

At the end of the test phase, participants were asked if 
they had learned how to solve these specific types of 
probability problems prior the experiment (if so, what did 
they learn and where) and to list the math and statistics 
classes that they had taken in high school (advanced 
placement courses only) and college. 

A week after the first session, participants came back to 
the lab and completed the solution rating and problem 
solving tasks again. The order of the tasks was reversed 
from the first session. At the end of the second session, 
participants were asked to give demographic information 
about their age, gender, and ethnicity.  

Results 
Solution ratings for old items across time 

Recall that students rated the examples on a scale of 1 to 
7. Ratings above 4 indicated believing that the solution was 
more correct than incorrect, and ratings below 4 indicated 
believing that the solution was more incorrect than correct. 
As shown in Figure 3, during the study phase, prior to 
feedback, students rated both correct and incorrect solutions 
as being more correct than incorrect, although their ratings 
for correct solutions were higher than for incorrect 
solutions. Thus, participants were having some difficulty 
identifying incorrect solutions as incorrect. On the 
immediate test, as expected, feedback allowed participants 
to more clearly distinguish between correct and incorrect 
solutions, and they rated the incorrect solutions as incorrect. 
Of primary interest were ratings on the delayed test. Did 
participants forget which solutions were incorrect, in line 
with the illusory truth effect and source forgetting? The 
answer seems to be somewhat; students rated incorrect 
solutions more highly on the delayed posttest than the 
immediate posttest, although not as highly as before 
feedback (during the study phase).  

 

 
 
Figure 3. Mean solution ratings for correct and incorrect 
examples as a function of time. Error bars reflect the 
standard error of the mean.   

 
To examine these patterns statistically, we conducted a 3 

(time: study, immediate, 1-wk delay) Í 2 (solution: correct, 
incorrect) repeated measures analysis of variance (ANOVA) 
on participants’ solution ratings. This analysis was restricted 
to the eight problems that participants saw during all three 
phases of the experiment: prior to being told which 
solutions were correct and incorrect, immediately after the 
feedback, and one week later.  

As shown in Figure 3, participants rated the correct 
solutions (M = 6.00) as being more correct than the 
incorrect solutions (M = 3.27), F(1, 30) = 87.59, MSE = 
3.97, p < .001, ηp

2 = 0.75. This was true during the study 
phase before the students received feedback, t(30) = 5.38, p 
< .001, d = 3.19, and on the immediate, t(30) = 10.39, p < 
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.001, d = 4.90, and delayed tests, t(30) = 7.57, p < .001, d = 
4.64. In addition, participants’ ratings changed over time, 
F(2, 60) = 6.46, MSE = 0.99, p = .003, ηp

2 = 0.18, but this 
was qualified by a significant interaction between time and 
solution type, F(2, 60) = 21.05, MSE = 0.83, p < .001, ηp

2 = 
0.41. While the ratings for correct solutions remained 
relatively constant over time, the ratings for incorrect 
examples changed dramatically. Follow-up t-tests showed 
no significant differences across the time points for correct 
solutions (study vs. immediate, t(30) = 1.70, p = .10; study 
vs. delay, t(30) < 1; immediate vs. delay, t(30) = 1.31, p = 
.20). However, there was a large decrease in the ratings for 
incorrect solutions after the participants received feedback 
(study M = 4.19; immediate M = 2.52; t(30) = 5.99, p < 
.001, d = 2.58). This change remained one-week later (study 
M = 4.19; delay M = 3.09; t(30) = 3.98, p < .001, d = 2.20), 
but the incorrect examples were rated as being slightly more 
correct as compared to immediately following the feedback 
(t(30) = 2.99, p = .005, d = 0.38). Overall, participants were 
able to successfully distinguish correct items from incorrect 
items, even after the delay. This pattern of results did not 
change when we included participants’ pretest scores as a 
covariate. 
 
Solution ratings for old versus new items 
Given that students were able to successfully distinguish 
between correct and incorrect items, we were interested in 
whether they were able to transfer that knowledge to the 
new solutions. To more easily compare participants’ 
knowledge over time, we conducted the analysis on the 
difference between participants’ ratings for correct and 
incorrect items. Higher difference scores represent greater 
ability to distinguish correct solutions from incorrect 
solutions.  The results are shown in Figure 4. 

As noted above, for the old items, participants’ ability to 
distinguish between correct and incorrect solutions was high 
immediately following the feedback, but this ability 
decreased after the one week delay. However, we did not 
see a similar pattern with the new examples. For the novel 
examples, the difference in rating of new examples was 
similar to the difference during the study phase for the old 
examples (mean differences = 1.96 vs. 1.58) and was lower 
than for the old examples on the immediate test.  The 
difference in ratings for the new examples did not change 
from the immediate test to the 1-week delay. These findings 
suggest that participants were remembering particular 
examples of solution methods tied to individual problems 
and not a more general solution method that they used to 
rate the accuracy of new examples. 

To confirm these observations, we conducted a 2 (time: 
immediate, 1-wk delay) Í 2 (novelty: old, new) ANOVA 
on the difference scores. As shown in Figure 4, participants 
were better able to discriminate correct and incorrect 
solutions for old items (M = 3.31) than new items (M = 
2.14), F(1, 30) = 21.49, p < .001, SEM = 2.00, ηp

2 = 0.42. 
There was no main effect of time, F < 1, but there was a 
significant interaction between time and novelty, F(1,30) = 

9.85, p = .004, SEM = 0.87, ηp
2 = 0.25. The difference in 

knowledge between the old and new items was larger on the 
immediate test than one-week later.  Difference scores for 
the old items decreased over time (immediate M = 3.66; 
delay M = 2.97; t(30) = 2.37, p = .024, d = 1.84), while 
difference scores for new items did not change significantly 
(immediate M = 1.96; delay M = 2.32; t(30) = 1.54, p = .13, 
d = 0.15). These results suggest that participants did not 
generalize what they learned from the feedback to the new 
examples. 
 

 
 
Figure 4. Solution rating differences across time for old and 
new problems. Error bars reflect the standard error of the 
mean.   
 
Problem solving accuracy  
Next, we examined how students’ ability to solve the four 
booklet problems changed after a 1-week delay. There was 
no significant difference in the proportion of questions 
answered correctly on the immediate (M = .60) and delayed 
(M = .54) tests, t(30) = 1.16, p = .26, d = 0.21.  
 
Problem solving strategies  
We also examined the types of strategies used for each of 
four probability problems (shown in Figure 5) to see how 
often participants used the demonstrated strategies. 
Strategies were coded as correct, incorrect, or other. 
Incorrect strategies were the strategies presented in the 
incorrect worked-out examples, and other strategies were 
incorrect strategies that were not introduced through the 
worked-out examples. All the participants who used correct 
strategies solved the problems correctly. 

Overall, students’ strategy choice was consistent over 
time, and they used correct strategies more often than 
incorrect or other strategies. Students were equally likely to 
use correct strategies on the immediate and delayed tests, 
t(30) = 1.23, p = .23, d = 0.22.  And there were also no 
changes in their use of incorrect, t(30) = -1.36, p = .18, d = -
0.25, and other strategies, t(30) = -0.15, p = .88, d = -0.03. 
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Students did not seem to frequently adopt or revert to the 
incorrect strategies demonstrated in the incorrect examples. 

 
 

 
 
Figure 5. Proportion of correct, incorrect and other 
strategies used on the probability problems on the 
immediate and delayed test. Error bars reflect the standard 
error of the mean.   

Discussion 
The present study examined whether findings from the 
memory literature suggesting potential costs of learning 
through incorrect worked examples extended to 
mathematics problem solving. Overall, students showed 
little forgetting over time and were able to distinguish 
between the correct and incorrect worked examples, even 
after a one-week delay. For the repeated items, there was an 
increase in participants’ ratings for the incorrect examples 
after a one-week delay, suggesting that students may have 
started to forget the “incorrect” tag.  The fact that the 
studied incorrect examples were rated as more correct over 
time, while there was no corresponding decrease in the 
ratings for correct examples, suggests that the illusory truth 
effect may have played a role. Rather than simply forgetting 
which examples were correct or incorrect, participants may 
have believed all of the repeated examples to be more 
correct after the delay.  The correct examples were already 
close to ceiling and thus could show no changes.  

However, there was little evidence that participants 
generalized information from the studied examples. First, 
their ratings of new examples did not seem to be influenced 
by their improved knowledge of old examples on the 
immediate test or their decline in knowledge of old 
examples on the delayed test. Second, participants were not 
that likely to use the demonstrated incorrect strategies on the 
immediate test nor increase their use of it on the delayed 
test. So while the old incorrect examples gained a little bit 
of truth over the delay, this did not affect the students’ 
ability to rate the new examples or to accurately solve the 
problems. Thus, our results provide some preliminary 
evidence for educators that their worries about the negative 

effects of presenting incorrect worked examples may be 
unfounded. 

Worked examples differ from the stimuli used in previous 
memory studies in many ways.  One key difference is that 
the correct and incorrect worked examples both support the 
learning of the same correct procedure. Thus, one does not 
need to remember both that this specific example was 
correct and that this specific example was incorrect. Instead, 
by learning the procedure, one can identify both which 
solutions are correct and which solutions are incorrect. In 
contrast, within the illusory truth paradigm, knowing that 
“Oslo is the capital of Finland” is false tells you nothing 
about the truth of “Marconi is the inventor of the wireless 
radio”. If incorrect worked examples help students to gain 
an accurate representation of the correct solution, then it 
may not matter if students forget the specific label (correct 
or incorrect) that went with a given worked example.  

One limitation of the current study was that the students 
did not fully learn the correct procedures. The participants 
correctly answered only a little more than half of the 
problems on both the immediate and delayed posttests. Our 
procedure was designed to match those used in the illusory 
truth and sleeper effect literatures and thus does not match 
how educators and educational researchers typically use 
incorrect worked examples.  Future studies should examine 
students’ memory after they experience a typical classroom 
lesson where the incorrect examples are directly compared 
to the correct examples. Such direct comparisons may 
increase learning of the correct procedures. It is also 
possible that students may have shown greater forgetting 
after a longer delay. Brown and Nix (1996) found that 
participants in an illusory truth experiment could remember 
which statements were labeled as true or false one week 
later, but after a month all repeated statements were rated as 
being more true, regardless of their initial labeling.  

The current study represents a first step towards bringing 
together research on memory processes and research on 
learning to examine the long-term effects of different 
instructional techniques. We found small effects of 
forgetting on the rating scales typically used in the relevant 
memory research, but no negative effects on the students’ 
actual problem solving skills.  It remains to be determined 
whether the small amount of forgetting shown in this 
experiment would cause larger issues at a longer delay or if 
students can correctly learn the procedure even if they forget 
the initial correct and incorrect labels.  
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