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Abstract 
 

Interrogation of Neural Circuits of the Basal Forebrain and Midbrain for Sleep-Wake Regulation 

By 
 

Phong H. Do 
 

Doctor of Philosophy in Molecular and Cell Biology 

University of California, Berkeley 

Professor Yang Dan, Chair 

In mammals, sleep is comprised of two distinct stages, rapid eye movement (REM) and 
non-REM (NREM) sleep. The regulation of the sleep-wake cycle involves many brains regions 
that influence the probability of each state. Since many brain regions contain a mixed population 
of wake-promoting and sleep-promoting neurons, it remains a challenge to dissect and 
interrogate the neural circuits of sleep-wake regulation. 

 
In Chapter 2, I describe the mapping of neural circuits of the basal forebrain (BF) known to 
regulate wake and NREM sleep. The BF contains a spatially intermingled diverse population of 
neurons that plays key roles in multiple brain functions, including sleep-wake regulation, 
attention, and learning/memory. For sleep-wake regulation, the cholinergic, glutamatergic, and 
parvalbumin-expressing (PV) GABAergic neurons have been shown to promote wakefulness, 
whereas the somatostatin-expressing (SOM) GABAergic neurons promote NREM sleep. To 
better understand the functional specialization of these cell types, we performed whole-brain 
mapping of both inputs and outputs of these four BF cell types in the mouse brain. Using rabies 
virus-mediated monosynaptic retrograde tracing to label the inputs and adeno-associated virus to 
trace axonal projections, we identified numerous brain areas connected to the BF. The inputs to 
different cell types were qualitatively similar, but the output projections showed marked 
differences. The connections to glutamatergic and SOM+ neurons were strongly reciprocal, 
while those to cholinergic and PV+ neurons were more unidirectional. These results reveal the 
long-range wiring diagram of the BF circuit with highly convergent inputs and divergent outputs 
and point to both functional commonality and specialization of different BF cell types. 
 
In Chapter 3, I describe the interrogation of the midbrain ventrolateral periaqueductal gray 
(vlPAG), known to be important for gating REM sleep. We demonstrated that activating vlPAG 
GABAergic neurons in mice suppressed the initiation and maintenance of REM sleep while 
consolidating NREM sleep, partly through their projection to the dorsolateral pons. Cell-type-
specific recording and calcium imaging showed that most vlPAG GABAergic neurons are 
strongly suppressed at REM sleep onset and activated at its termination. In addition to the rapid 
changes at brain state transitions, their activity decreases gradually between REM sleep and is 
reset by each REM episode in a duration-dependent manner, mirroring the accumulation and 
dissipation of REM sleep pressure. Thus, vlPAG GABAergic neurons powerfully gate REM 
sleep, and their firing rate modulation may contribute to the ultradian rhythm of REM/NREM 
alternation.
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CHAPTER 1 
Introduction 
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Introduction 
 

The Importance of Sleep 

Sleep is an essential biological process that has been observed in wide range of animals 
such fruit flies, birds, reptiles, and mammals1,2. The importance of sleep is evident by observing 
the effects of sleep deprivation, which causes cognitive impairments that decrease alertness and 
reaction time3,4, impair information processing and problem-solving5,6, and negatively influence 
mood and stress7,8. As a result, acute sleep deprivation significantly increases the risk of work-
related and motor vehicle-related accidents9. Longer-term or chronic sleep deprivation can result 
in serious disruptions to metabolism, increasing the risk of diabetes and cardiovascular 
disease10,11, is associated with mental health conditions12, and can even lead to death13. While the 
biological changes that occur during sleep are not fully understood, research has identified some 
crucial roles of the sleep process for maintaining the physical and mental health of animals, 
including promoting the clearing of biological waste products from the cerebrospinal fluid 
(CSF)14, changes in brain plasticity associated with learning and mental health6,15,16, and an 
influence on immune function17,18. Given the fundamental role of sleep in the life of an animal, it 
remains an important task to understand how the dynamic process of sleep itself is regulated in 
the brain. 

Measurements of Sleep States 

The process of behavioral sleep involves sustained periods of complete immobility that is 
accompanied by a reversible, reduced response to external stimuli2. In mammals and reptiles, 
two distinct stages of sleep called non-rapid eye movement (NREM) and rapid eye movement 
(REM) sleep can be distinguished using a measure of brain activity called electroencephalogram 
(EEG) recordings and a measure of muscle tone called electromyogram (EMG)19,20 recordings. 
Wakefulness is characterized by low amplitude and high frequency activity in the EEG and high 
muscle tone, NREM is characterized by high amplitude and low frequency (0.5–4.5 Hz) activity 
in the EEG and lower muscle tone, while REM sleep is characterized by low amplitude and high 
frequency activity in the EEG that resembles the wake state, with very prominent theta 
oscillations in rodents, and a paralysis of postural muscles called muscle atonia. 

 
NREM Sleep Regulation 

Sleep is not simply a passive process where the brain shuts down in environments with 
low sensory stimulation, but rather it involves the active engagement of distinct neural circuits in 
the brain. The preoptic area of the forebrain plays an important role in the regulation of NREM 
sleep based on evidence from human patients with damage to the preoptic area, and from 
targeted lesions in experimental rodents, both revealing a difficulty or inability to sleep called 
insomnia21,22. Such lesion experiments are similar to genetic loss-of-function experiments, where 
the damage to a brain region that might promote a particular behavioral phenotype results in a 
decrease or absence of that phenotype. A subregion of the preoptic area has been implicated in 
sleep regulation; c-fos immunostaining following sleep episodes identified a population of sleep-
active neurons in the ventrolateral preoptic area (VLPO)23, and their role in promoting sleep is 
supported by lesion experiments that impair sleep3. GABAergic VLPO neurons projects to a 
wide range of wake-promoting neurons such as the histaminergic tuberomammillary nucleus 
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(TMN), the noradrenergic locus coeruleus (LC), the serotonergic dorsal raphe (DR) and median 
raphe (MR), and the orexin neurons in the hypothalamus, and the inhibition of these regions may 
be a mechanism to promote sleep24. Microdialysis measurements in the wake-promoting LC, 
DR, and the posterior hypothalamus, reveal an elevated extracellular GABA concentration 
during sleep, suggesting that the source of the GABA may the inhibitory projections from the 
VLPO sleep-active neurons25,26. In addition, many of these wake-promoting neurons also project 
to the preoptic area, supporting the “flip-flop” model between sleep and wake states, where 
transitions are regulated by reciprocal inhibition between wake and sleep-promoting brain 
regions27,28. 
 
Brain regions outside of the hypothalamus have also been identified to regulate NREM sleep. 
Neurons in the parafacial zone (PZ), located dorsolateral to the facial nucleus in the medulla are 
mostly sleep-active29, and chemogenetic activation of the vesicular GABA transporter-
expressing (VGAT) inhibitory neurons promoted NREM sleep30. In contrast, impairing 
inhibitory neurotransmission by deleting the VGAT gene or by lesioning the PZ, increased 
wakefulness. Neuronal population in the midbrain have also been found to regulate NREM sleep; 
either the optogenetic or chemogenetic activation of inhibitory neurons in the vlPAG31, the 
adjacent deep mesencephalic reticular nucleus (DpMe), or developmentally labeled 
glutamatergic neurons in the region of the dorsolateral pons, promote NREM sleep32. 
 
REM Sleep Regulation 
 

Distinct neural circuits have also been identified in the regulation of REM sleep. 
Pharmacological activation of the dorsolateral pons induced a REM-like activity in the EEG and 
EMG33. In contrast, loss-of-function of the dorsolateral pons by lesion decreased REM sleep 
frequency, and knockdown of VGLUT caused REM sleep fragmentation34,35. Calcium imaging 
experiments revealed that the majority of glutamatergic neurons in the dorsolateral pons are most 
active during REM, whereas the majority of GABAergic neurons are most active during wake36. 
Together, these experiments support the notion that the REM-active glutamatergic neurons in the 
dorsolateral pons are important in REM sleep regulation. 
 
Early transection studies suggested that the brainstem also plays a critical role in REM sleep 
generation37. cfos immunohistochemistry has revealed a population of REM-active neurons in 
the medulla38. Recent studies demonstrated that the optogenetic activation of the GABAergic 
neurons in the ventral medulla strongly promoted the initiation of REM sleep from NREM sleep, 
and the maintenance of REM sleep31. Consistent with their role in initiating REM sleep, these 
GABAergic neurons also increase their firing rate before the onset of REM sleep.  
 
A few other brain regions have been further identified to influence REM sleep, including the 
initiation and maintenance of REM sleep by MCH neurons in the lateral hypothalamus39,40, and 
initiation of REM sleep by the cholinergic neurons in the LDT/PPT41.  
 
The Regulation of Wake States 
 

Transections of the brains of cats at the mid-collicular level resulted in sleep-like 
behavior and activity recorded in the EEG42. The existence of both sleep and wake states did not 
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seem to be dependent on input from the spinal cord because transection at the level of the 
brainstem and spinal cord did not disrupt the sleep-wake alternation. Together, these experiments 
suggested the existence of a brain region between the spinal cord and collicular region that 
played a strong role in arousal. Subsequent electrical stimulation experiments in anesthetized 
animal identified a wake-promoting brain area residing in the midbrain reticular nucleus that led 
to the concept of the ascending arousal system, a network of fibers from the brainstem with 
dense rostral projections that promote arousal43.  
 
The ARAS has further been divided into an ascending and descending pathway. The ascending 
pathway includes regions of the midbrain, pontine, medullary reticular formation, PPT/LDT, and 
has dense projections to the thalamocortical system. The ventral pathway includes the fibers 
from the medial forebrain bundle with ascending projections from the brain stem parabrachial 
neurons, noradrenergic LC, serotonergic DR/MR, and dopaminergic PAG neurons. These 
neurons innervate the glutamatergic, histaminergic, and orexinergic neurons of the posterior and 
lateral hypothalamus, the cholinergic, glutamatergic, and GABAergic neurons of the basal 
forebrain20.  
 
The wake-promoting effects of some of these neuronal populations in the ARAS pathway have 
been supported by optogenetic manipulations. Tonic 3 Hz or phasic 10 Hz optogenetic 
stimulation of LC neurons, or chemogenetic activation of VGAT+ neurons in the lateral 
hypothalamus promoted behavioral arousal44,45. In contrast, the suppression of these neurons 
decreased the percentage of time spent in wakefulness, with a concomitant increase in NREM 
sleep. These results also support the notion that the inhibition of these neurons may be a natural 
mechanism in the brain to promote sleep, and GABAergic sleep-active neurons, such as those 
from the preoptic area, may play such a role in antagonizing the wake-promoting neurons to 
encourage a state transition. 
 
Homeostatic and Circadian Regulation of Sleep-Wake 
 

An important challenge remains to understand how these brain regions interact to 
regulate the switching between brain states. Circadian influence on sleep promotes a ~24 hour 
sleep-wake cycle that is entrained by light in which diurnal animals like humans sleep primarily 
during the nighttime and nocturnal animals such as mice to sleep more during the daytime46. The 
circadian influence on daily sleep-wake rhythm is critically dependent on the suprachiasmatic 
nucleus (SCN) of the hypothalamus, the master pacemaker47,48. However, lesion of the SCN 
eliminates the daily rhythm of sleep but does not have significant effect on the duration of sleep, 
suggesting that other homeostatic sleep pressures play a role in the alternation between sleep and 
wake49,50.  

 
Chemical homoeostatic factors, also called somnogens, are molecules that may accumulate 
during wakefulness to promote sleep after prolonged wakefulness. Evidence for the existence of 
somnogens come from studies in the early 1900s demonstrating that CSF from a sleep-deprived 
dog transfused into a non-sleep deprived dog triggered sleep behavior51,52. Some of the identified 
molecules that have characteristics of somnogens include adenosine, prostaglandin D2, nitric 
oxide, GHRH, and other cytokines20. Adenosine, which is well-known for having its adenosine 
receptors inhibited by caffeine, has been a strong candidate in the regulation of sleep 
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homeostasis53; adenosine increases concentration during wake in both the basal forebrain and 
cortex, suggesting that it may increase sleep pressure with prolonged wakefulness, and 
conversely decreases in concentration during sleep, suggesting a dissipation in the pressure to 
sleep when sleep occurs54,55.  Furthermore, injection of adenosine into the wake-promoting TMN 
or the LDT has been demonstrated to promote NREM sleep56,57.  

 
Changes in the ionic composition of the cerebrospinal fluid may also act as a homoeostatic factor 
for sleep pressure. Prolonged wakefulness was associated with AMPA receptor-independent 
elevations of extracellular [K+], and decreases in extracellular [Ca2+], [Mg2+], [H+]58. These 
changes were reversed during sleep or anesthesia, which may reflect a dissipation of sleep 
pressure with the occurrence of sleep. In addition, infusing an artificial CSF cocktail either 
mimicking the ionic composition during the sleep or wake state into the cisterna magna was 
sufficient to cause the respective behavioral state measured by EEG and EMG.  
 
Dissecting the Intermingled Neuronal Populations of the Basal Forebrain 
 

The basal forebrain receives input from the ascending reticular activating system and is 
well-known to contain populations of cholinergic neurons that regulate arousal in addition to 
having more well-defined specialized function related to attention, cortical processing, learning, 
and plasticity59–64. However, the basal forebrain also contains a diverse population of spatially 
intermingled neurons, including cholinergic neurons, glutamatergic, and PV+ GABAergic 
neurons that are more active during REM and wake states, and promote wakefulness when 
optogenetically activated65. In contrast, the SOM+ GABAergic population consists of a majority 
of neurons more active during NREM, and their optogenetic activation promotes NREM sleep. 
Locally, ChR2-assisted circuit mapping brain slices revealed that SOM+ GABAergic neurons 
inhibit all wake-promoting neuronal identities, including the glutamatergic, cholinergic, and PV+ 
GABAergic BF neurons, which may mediate its sleep-promoting effect. 
 
It interesting to consider how does each cell-type in the intermingled population of neurons 
differently contribute to sleep-wake regulation. Neurons in the same brain region may have 
unique functional roles based on their how they are differently influenced by 
neuromodulators/neuropeptides, paracrine factors, and neurotransmitters based on their 
expressed receptors, and their intrinsic physiological properties such as resting membrane 
potential that influences their excitability. In addition to these molecular properties, it is 
important to examine any potential differences in projection pattern and the brain regions that 
provide input to the neurons. While the local connections have been examined, the long-range 
inputs and outputs of each cell-type have not been comprehensively examined.  
 
In Chapter 2, I describe the comprehensive mapping of the input and output of these four 
genetically defined cell types in the basal forebrain: glutamatergic, cholinergic, PV+ 
GABAergic, and SOM+ GABAergic neurons, to better understand anatomical specialization 
among these cell types. 
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Diversity of periaqueductal gray (PAG) neurons  
 

The vlPAG is one of the inputs the basal forebrain. Electrical and chemical activation, 
and lesion experiments of subregions around that PAG have identified subregions that are 
associated with different behavioral functions, including innate and conditioned freezing, 
defensive behaviors, pain modulation, and sleep31,66,67. These different subregions around the 
PAG have been shown to have distinct projections patterns that may mediate different 
functions68. While the dorsolateral region has been implicated in defensive-like behaviors, such 
as howling/hissing or flight behavior, the ventrolateral region is associated with decreases in 
movement or freezing behavior69. More recent studies have implicated a role of the vlPAG in the 
regulation of both REM and NREM sleep, suggesting that it may play a role in the ultradian 
alternation between NREM and REM sleep31. Given the diversity of identified functions of the 
vlPAG, it is interesting to consider whether these neurons play multi-faceted roles to promote 
physiological changes that are common to different behavioral functions. For example, there is 
evidence that the vlPAG plays a role in both nociception and in sleep. Is the decrease in the 
threshold to pain sensation from nociception a similar neural mechanism to the decrease in 
responsiveness to external stimuli during sleep? Seemingly unrelated overlap have been 
observed for other sleep related neurons, such as the GABAergic neurons of the ventral medulla, 
whose activation during NREM can strongly initiate and maintain REM sleep, but whose 
activation during wake promotes feeding behavior31. 

 
Regulation of REM and NREM Sleep by GABAergic vlPAG neurons 
 

During the sleep phase, there exists an alternation between NREM and REM sleep that 
lasts ~90-120 min in humans70. In rodents the alternation is much shorter, at ~10-20 min70. Such 
regular alternation suggests that there may be some kind of ultradian homeostatic mechanisms 
that operate at a timescale of less than 24 hours to regulate the NREM/REM alternation during 
sleep. Examining the reciprocal inhibitory interactions, or antagonism, between REM and 
NREM-promoting neurons may be the key to understanding the neural circuits that modulate the 
homeostasis of NREM/REM alternation. 
 
The vlPAG is a one candidate region to modulate NREM/REM alternation because anatomical 
studies have suggested that the vlPAG receives and sends input to REM-promoting regions34,71. 
In addition, optogenetic studies have demonstrated that the activity of the GABAergic vlPAG 
neurons can both suppress REM sleep, and promote NREM sleep31.  
 
In Chapter 3, I describe a series of experiments taking advantages of recently developed tools in 
neuroscience to specifically manipulate the GABAergic vlPAG neurons or their projections 
across the sleep-wake cycle, and record their physiological activity during the sleep-wake cycle 
to elucidate the role of the vlPAG in modulating the rapid transitions between brains states, and 
its relation to sleep pressure associated with NREM/REM alternation. 
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CHAPTER 2: 
 

Cell type-specific long range connections of basal 

forebrain circuit 
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Summary 
 

The basal forebrain (BF) plays key roles in multiple brain functions, including sleep-
wake regulation, attention, and learning/memory, but the long-range connections mediating these 
functions remain poorly characterized.  Here we performed whole-brain mapping of both inputs 
and outputs of four BF cell types – cholinergic, glutamatergic, and parvalbumin-positive (PV+) 
and somatostatin-positive (SOM+) GABAergic neurons – in the mouse brain. Using rabies virus 
-mediated monosynaptic retrograde tracing to label the inputs and adeno-associated virus to trace 
axonal projections, we identified numerous brain areas connected to the BF. The inputs to 
different cell types were qualitatively similar, but the output projections showed marked 
differences. The connections to glutamatergic and SOM+ neurons were strongly reciprocal, 
while those to cholinergic and PV+ neurons were more unidirectional. These results reveal the 
long-range wiring diagram of the BF circuit with highly convergent inputs and divergent outputs 
and point to both functional commonality and specialization of different BF cell types. 
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Introduction 
 

The BF has been implicated in a variety of brain functions such as arousal, attention, and 
plasticity28,59–61,63,72–74. The dysfunction or loss of BF cholinergic neurons is an important feature 
of Alzheimer’s disease associated with cognitive impairment75,76. In addition to forming 
extensive local synapses65,77,78, BF neurons receive inputs79–87 and send outputs88–92 to many 
other brain areas93,94. However, how these long-range connections contribute to BF functions 
remains unclear. 

 
An important challenge in understanding the function of the BF circuit is its neuronal 
heterogeneity. There are three major cell types spatially intermingled in the BF: cholinergic, 
glutamatergic, and GABAergic94,95. Selective lesion or pharmacological manipulation of the 
cholinergic system is well known to affect multiple brain functions96. For example, 192-IgG-
saporin-mediated lesion of cholinergic neurons impaired the ability of rats to discriminate 
between signal and non-signal visual events in an attention task97 and disrupted training-induced 
cortical map reorganization associated with motor learning 98. Glutamatergic and GABAergic BF 
neurons are also likely to serve important functions74. For example, in recent studies the activity 
of non-cholinergic BF neurons was found to correlate with sustained attention99 or to encode 
reward and motivational salience information100–102, and optogenetic activation of PV+ 
GABAergic neurons was shown to  regulate cortical gamma oscillations103.  In a study on sleep-
wake control, cholinergic, glutamatergic, and PV+ neuron activity was found to promote 
wakefulness, while SOM+ neurons promoted sleep; these four cell types form extensive but 
highly specific local connections with each other for brain-state regulation65. Thus, to understand 
the BF circuit function it is crucial to map its inputs and outputs with cell-type specificity.   
 
Most of the previous studies of BF long-range connections focused on specific regions connected 
to the BF, making it difficult to assess their whole-brain distribution. Recent advances in virus-
assisted circuit tracing104,105 and high-throughput imaging have greatly facilitated whole-brain 
mapping of long-range connectivity in a cell-type-specific manner106,107. In this study, we traced 
the long-range inputs and outputs of four genetically defined BF cell types. While the input 
distributions were similar across cell types, their output patterns showed striking differences. Our 
quantitative analysis of the whole-brain distributions of inputs and outputs for each BF cell type 
can serve as an anatomical blueprint for future studies of inter-regional pathways mediating BF 
functions.   
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Results 
 

Four Cre mouse lines were used to target different BF subpopulations for virus-mediated 
circuit tracing: choline acetyltransferase (ChAT)-Cre for cholinergic neurons, vesicular glutamate 
transporter 2 (VGLUT2)-Cre for glutamatergic neurons, and PV-Cre and SOM-Cre mice for two 
subtypes of GABAergic neurons. These four Cre lines have been shown to label largely non-
overlapping BF neuron populations with high-specificity65.  

 
To identify the long-range inputs to each cell type, we used RV-mediated transsynaptic 
retrograde tracing, which has been shown to label monosynaptic inputs to selected starter cells 
with high specificity108–111. First, we expressed avian-specific retroviral receptor (TVA), 
enhanced green fluorescent protein (eGFP), and rabies glycoprotein (RG) specifically in each 
cell type by injecting two Cre-inducible AAV vectors (AAV2-EF1α-FLEX-eGFP-2a-TVA  and 
AAV2-EF1α-FLEX-RG) into the BF of ChAT-, VGLUT2-, PV-, or SOM-Cre mice (Figure 1A). 
The expression of RG was highly cell type specific and not detected in wild-type mice not 
expressing Cre recombinase (Figure 1 – figure supplement 1). Two to three weeks later, we 
injected a modified RV (rabiesΔG-tdTomato+EnvA) that only infects cells expressing TVA, 
requires RG to spread retrogradely to presynaptic cells (Figure 1 – figure supplement 2), and 
contains the tdTomato transgene. After histological sectioning and fluorescence imaging, each 
sample was aligned to a reference atlas (Allen Mouse Brain Atlas, see Materials and Methods) to 
facilitate 3D whole-brain visualization and quantitative comparison across brain samples (Figure 
1C). The starter cells (expressing both tdTomato and eGFP) and the transsynaptically labeled 
presynaptic neurons (expressing tdTomato only) were identified manually, and their locations 
were registered in the reference atlas (Figure 1 – figure supplement 3).  
 
Brain samples were excluded from the analyses if very few input neurons (<200) were labeled in 
the whole brain. As noted in previous studies, due to the extremely efficient interaction between 
TVA and EnvA-pseudotyped rabies virus, the very low-level expression of TVA in non-Cre-
expressing cells (not detectable based on fluorescent protein markers) allows the rabies virus to 
infect and label these cells with tdTomato at the injection site, independent of synaptic 
connections with starter cells109,110,112–115. However, this local contamination does not 
compromise the mapping of long-range inputs because RG (required for transsynaptic spread of 
RV) is not expressed in any non-Cre-expressing cells at sufficient levels for trans-
complementation of rabiesΔG to allow transsynaptic spread of RV104,113. To determine the spatial 
extent of the local contamination, we performed control experiments in the absence of RG and 
found very few non-specific labeling at >850 µm from the injection center (Figure 1 – figure 
supplement 2D). Thus, presynaptic neurons were counted only in coronal sections outside of this 
range. While this procedure precludes identification of local inputs, synaptic interactions of the 
four cell types within the BF have been characterized electrophysiologically in a recent study65. 
Another technical limitation of the study is that when the brain was removed for histological 
processing, the olfactory bulb was often damaged, which led to a significant underestimation of 
labeling (both the input neurons and axon projections) in the olfactory bulb. 
 
We found 900 – 14,631 (median 7002) tdTomato-labeled presynaptic neurons in each brain (n = 
17), and the convergence index (ratio between the number of input cells and starter cells) ranged 
between 4.3 and 77.7 (Figure 1– figure supplement 4). Such variability is comparable to that 
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found in other studies using similar methods116,117. The presynaptic neurons were predominantly 
ipsilateral to the starter population (<5% contralateral) but were distributed in a large number of 
brain areas (Figure 2, Figure 3, Video 1). Since the number of labeled neurons varied across 
brain samples, and there was no significant difference among the four cell types (P = 0.27, one-
way ANOVA), we normalized the data in each area by the total number of labeled neurons in 
each brain. When the brain was divided into 12 major regions (Figure 3A), the striatum and 
hypothalamus provided the highest numbers of inputs, while few labeled neurons were found in 
the medulla or cerebellum (Figure 3A).  
 
To facilitate data visualization at different levels of detail, we also used an interactive sunburst 
diagram (adapted from Allen Mouse Brain Atlas, http://www.brain-
map.org/api/examples/examples/sunburst/) to represent the whole-brain distribution of inputs to 
each cell type (http://sleepcircuits.org/bf/). The brain structures are arranged hierarchically from 
inner to outer circles, and the size of each sector represents the percentage of input from the 
corresponding structure. The name of each structure and its input percentage can be read out by 
pointing the cursor, and each region of interest can be expanded with a mouse click.  
 
When the input distribution was analyzed at a finer spatial scale (e.g., the 6th ring of the sunburst 
plot), the nucleus accumbens87,92, lateral hypothalamus89,92,118, and central nucleus of the 
amygdala89,91 were among the structures containing the highest numbers of input neurons (Figure 
2). Interestingly, many close neighbors of these densely labeled structures (e.g., the basolateral 
nucleus of the amygdala, immediately adjacent to the central nucleus) showed very sparse or no 
labeling, indicating high spatial specificity of the long-range inputs. On the other hand, the input 
distributions were qualitatively similar among cell types, although with quantitative differences. 
For example, glutamatergic neurons received significantly more inputs from the lateral 
hypothalamus than the other cell types (P = 0.001, VGLUT2 vs. ChAT; P = 0.001, VGLUT2 vs. 
PV; P = 0.001, VGLUT2 vs. SOM;, one-way ANOVA and post-hoc Tukey’s test), and PV+ 
neurons received more inputs from the nucleus accumbens (ACB) (P = 0.004, PV vs. ChAT; P = 
0.003, PV vs. VGLUT2; P = 0.001, PV vs. SOM; one-way ANOVA and post-hoc Tukey’s test). 
 
To further verify the inputs revealed by RV-mediated retrograde tracing, we optogenetically 
tested the synaptic connections from the prefrontal cortex (PFC) and ACB (Figure 4). To verify 
the innervation from PFC to BF cholinergic neurons, we injected AAV (AAV-DJ-CaMKIIα-
hChR2-eYFP) expressing the mammalian codon-optimized channelrhodopsin-2 (hChR2) fused 
with enhanced yellow fluorescent protein (eYFP) in the orbital and agranular insular areas of the 
PFC (Figure 4 – figure supplement 1) in ChAT-eGFP mice and made whole-cell voltage-clamp 
recordings from eGFP-labeled cholinergic neurons in acute BF slices (Figure 4A). Activating the 
ChR2-expressing axon terminals with blue light evoked excitatory responses in all recorded BF 
cholinergic neurons (n = 9, Figure 4B and 4C), confirming the input revealed with RV tracing. To 
confirm the innervation from ACB, we injected Cre-inducible AAV (AAV-DJ-EF1α-FLEX-
ChR2-eYFP) expressing ChR2-eYFP in ACB of GAD2-Cre mice, made whole-cell current-
clamp recordings from unlabeled postsynaptic BF neurons, and used single cell reverse-
transcription PCR (RT-PCR) to identify the cell type. We found that all four BF cell types 
received inhibitory responses from the ACB (Figure 4D and 4E; ChAT+: 2 out 5 showed 
significant responses; VGLUT2+: 2/4; PV+: 3/3; SOM+: 4/8), which is consistent with the 
finding of an electron microscopic double-immunolabeling study performed in rats87. 
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We next mapped the output of each BF cell type. To label the axonal projections, we injected 
AAV with Cre-dependent expression of mCherry (Figure 1B) into the BF of ChAT-, VGLUT2-, 
PV- or SOM-Cre mice. Two to three weeks after injection, the brain tissues were processed, 
images were registered to the reference atlas, and labeled axons were detected (Figure 1C, see 
Materials and Methods). After the injection site (identified by the existence of labeled cell 
bodies) and locations with known major fiber tracks were excluded, the projection to each brain 
area was quantified by the number of pixels occupied by the detected axons106 (see Materials and 
Methods).  
 
Parallel to the broad distribution of inputs (Figure 3), we found that each BF cell type also 
projected to a large number of brain areas (Figure 5, Figure 6, Video 2, 
http://sleepcircuits.org/bf/, >95% ipsilateral). Among the 12 major brain subdivisions (Figure 
6A), the hypothalamus, pallidum, and striatum received the heaviest BF projections81,82, while 
very few axons were detected in the medulla or cerebellum (Figure 6A). Analysis at finer scales 
revealed high spatial specificity of the projections. For example, while several cell types 
projected strongly to the lateral habenula (Figure 5), few axons were detected in the immediately 
adjacent but anatomically distinct medial habenula119. In addition to providing extensive inputs 
to the BF (Figure 2), the lateral hypothalamus was also a major recipient of BF projections 
(Figure 5), indicating a strong BF-hypothalamus loop that may be important for brain-state 
regulation20,28,63. Importantly, whereas the input distributions were generally similar across BF 
cell types (Figure 2, Figure 3), the output patterns showed striking differences. For example, 
compared to the other cell types, the projection from cholinergic neurons was much stronger in 
the basolateral amygdala, hippocampus, and visual cortex but much weaker in the lateral 
hypothalamus, lateral habenula, and the ventral tegmental area (Figure 5). The different 
projection patterns among cell types are also apparent in the 3D whole-brain view (Figure 6B, 
Figure 6 – source data 1).   
 
To further compare the inputs and outputs among cell types, we averaged the spatial distributions 
across brain samples of each cell type and computed the correlation coefficient (CC) between 
cell types. For input distribution, the CCs between all cell types were high (Figure 7A), 
confirming their overall similarity observed earlier (Figure 2, Figure 3). On the other hand, when 
we computed the CCs between individual brain samples, we found higher CCs between samples 
of the same cell type (0.81 ± 0.04, s.e.m.) than of different cell types (0.70 ± 0.02, P = 0.01, t-
test; Figure 7 – figure supplement 1A). This indicates that despite the overall similarity, there 
were genuine differences among cell types that were beyond experimental variability.  
 
For output distribution, the CCs between individual samples of the same cell type were also high 
(0.86 ± 0.05; Figure 7 – figure supplement 1B), indicating reproducibility of the mapping. 
However, most of the CCs between cell types (Figure 7B, computed after averaging across 
samples of the same cell type) were much lower than those for input distribution. The two lowest 
CCs (ChAT+ vs. VGLUT2+ and PV+ neurons) reflect the fact that while the cholinergic neurons 
project strongly to structures within the cerebral cortex (including olfactory areas, isocortex, 
hippocampus, and cortical subplate) and weakly to the brain stem structures (thalamus, 
hypothalamus, and midbrain), glutamatergic and PV+ neurons (with output distributions highly 
similar to each other) showed complementary projection patterns (Figure 6).   
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Finally, we computed the CC between the input and output distributions of each cell type (Figure 
7C). The highest CC was found for SOM+ neurons, reflecting their strong reciprocal connections 
with a number of brain structures, including the hypothalamus, striatum, pallidum, and olfactory 
areas (Figure 7D, lower right, Figure 7 – source data 1). For glutamatergic neurons, the high CC 
reflects their strong reciprocal connections with the hypothalamus and striatum (Figure 7D, 
upper right). For cholinergic and PV+ GABAergic neurons, the CCs between input and output 
distributions were much lower, reflecting the facts that while both cell types receive strong input 
from the striatum, cholinergic neurons project strongly to the cerebral cortex, and PV+ neurons 
to the pallidum and hypothalamus (Figure 7D, upper and lower left).  
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Discussion 
 

Using virus-mediated circuit mapping, we have characterized the whole-brain 
distributions of BF long-range connections, available in an open-access online database 
(http://sleepcircuits.org/bf/). Our experiments confirmed many previously demonstrated 
connections, but with cell-type specificity and quantitative analyses at multiple spatial scales. For 
example, we found that cortical inputs92,93 to all four BF cell types originate primarily from the 
agranular insular and orbital areas of the prefrontal cortex (Figure 2). While a previous 
ultrastructural study failed to detect convincing synaptic contact between prefrontal axons and 
BF cholinergic neurons120, our RV-mediated transsynaptic tracing demonstrated extensive 
monosynaptic innervation, which was also validated by electrophysiological recordings (Figure 
4B and C). These findings have important implications on how the prefrontal cortex may exert 
top-down control of neural processing through its projection to the BF121. A recent study showed 
that cholinergic neurons in the BF are strongly activated by reinforcement signals during an 
auditory detection task99. Our whole-brain mapping of their inputs provides a list of candidate 
neurons through which the reinforcement signals are conveyed to the BF cholinergic neurons.  
 
Regarding the outputs, we found striking differences across cell types (Figure 6). A recent study 
has shown that cholinergic, glutamatergic, and PV+ neurons all promote wakefulness, while 
SOM+ neurons promote sleep65. The distinct projection patterns between cholinergic and 
glutamatergic/PV+ neurons (Figure 6) suggest that they preferentially regulate different brain 
functions during wakeful states. In a recent study, optogenetic activation of BF PV+ neurons was 
shown to enhance cortical gamma band oscillations103. In addition to direct projections to the 
cortex, our study showed extensive subcortical projections of PV neurons, which may also 
contribute to the regulation of cortical gamma oscillations. The output distribution of SOM+ 
neurons, on the other hand, was highly correlated with the input distributions of all BF cell types 
(Figure 7C, bottom row); the broad GABAergic inhibition of these input areas by SOM+ neurons 
may be important for the sleep-promoting effect. Thus, while the highly convergent inputs from 
multiple brain areas allow a variety of sensory, motor, cognitive, and emotional signals to be 
integrated within the BF, the distinct projections by different cell types may enhance the 
versatility of the BF in coordinating diverse functions of multiple brain networks. 
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Materials and Methods 
 

Virus preparation. 

Transsynaptic retrograde tracing.  
To construct AAV2-EF1α-FLEX-eGFP-2a-TVA and AAV2-EF1α-FLEX-RG, TVA and 

eGFP linked by the 2A ‘self-cleaving’ peptide or rabies glycoprotein was respectively cloned into 
pAAV-MCS (Stratagene, La Jolla CA) in an antisense direction flanked by a pair of canonical 
loxP sites and a pair of lox2272 sites. AAV particles (AAV2/2) were produced by co-transfection 
of packaging plasmids into HEK293T cells, and cell lysates were fractionated by iodixanol 
gradient ultracentrifugation. Viral particles were further purified from the crude fraction by 
heparin affinity column (HiTrap Heparin HP Columns; GE Healthcare, Pittsburgh, PA), desalted 
and concentrated with Amicon Ultra Centrifugal Filter (100K, Millipore, Bellerica, MA). The 
genomic titer of AAV2-EF1α-FLEX-eGFP-2a-TVA (4.4× 1013 gc/ml) and AAV2-EF1α-FLEX-
RG (2.2 × 1012 gc/ml) was estimated by quantitative PCR. eGFP-2a-TVA and rabies glycoprotein 
were subcloned from the AAV-TRE-HTG plasmid from L. Luo.  
 
RV-ΔG-tdTomato was amplified in B7GG cells and pseudotyped using BHK-EnvA cells. EnvA 
pseudotyped rabies virus was titered (1.5 × 109 IU/ml) by infecting the 293T-TVA8000 (Narayan 
et al., 2003) cell line with serial dilutions of the stock virus. RV-ΔG-tdTomato was a gift from B. 
Lim. B7GG cells, BHK-EnvA cells (Wickersham et al., 2007), and 293T-TVA8000 cells were 
gifts from E. Callaway. 

 
Anterograde axon tracing.  

AAV2-EF1α-FLEX-mCherry was purchased from the UNC Vector Core (Chapel Hill, 
NC) and the titer was estimated to be ~1012 gc/ml. 
 
Surgery and viral injections. 

All experimental procedures were approved by the Animal Care and Use Committee at 
the University of California, Berkeley. For the current study, we targeted the caudal portion of 
the BF (including the horizontal limb of the diagonal band of Broca, magnocellular preoptic 
nucleus, and substantia innominata) rather than the rostral nuclei (medial septum and the vertical 
limb of the diagonal band of Broca). For virus injection, adult (> P40) Chattm2(cre)Lowl (ChAT-Cre, 
JAX#006410), Slc17a6tm2(cre)Lowl (Vglut2-Cre, JAX#016963), Pvalbtm1(cre)Arbr (PV-Cre, 
JAX#008069), and Ssttm2.1(cre)Zjh (SOM-Cre, JAX#013044) mice were anesthetized  with 1.5% 
isoflurane in oxygen (flow rate of 0.5 - 1L/min). A craniotomy (~0.5 mm diameter) was made at 
0.1 mm posterior to bregma, 1.3 mm lateral to midline. For anterograde axon tracing, 300-400 nL 
of AAV (serotype 2) expressing Cre-dependent mCherry (AAV2-EF1α-FLEX-mCherry) was 
stereotactically injected into the BF (5.2 mm from brain surface) using Nanoject II (Drummond 
Scientific, Broomall, PA) via a micro pipette. The following steps were taken to minimize virus 
leaking into the injection track: (1) The pipette opening was minimized (< 20 µm); (2) The 
injector was mounted onto a motorized manipulator to ensure slow and smooth retraction; (3) 
The injection started 5 min after pipette insertion, and multiple 23 or 40 nl injections (13 nl/s) 
were made at 15-30 s intervals. The pipette was retracted 10 min after injection.  
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For transsynaptic retrograde tracing, 200-300 nl of helper AAV (AAV2-EF1α-FLEX-eGFP-2a-
TVA and AAV2-EF1α-FLEX-RG mixed at 1:1 ratio of viral particles) was injected into the BF 
using the same procedure as described above. Two to three weeks after helper AAV injection, 
RVΔG-tdTomato+EnvA was injected into the same location. To further ensure localized virus 
expression, the helper AAV injection pipette was tilted at 20 degrees from vertical while RV 
injection pipette was inserted vertically in the majority of experiments. 

 
Tissue processing.  
 

Brain tissue was processed according to standard procedures. In brief, two to three weeks 
after AAV injection (for anterograde tracing) or one week after RV injection (for retrograde 
tracing), mice were deeply anesthetized with isoflurane and immediately perfused intracardially 
with ~15 ml of phosphate-buffered saline (PBS) (pH 7.2) followed by ~15 ml of 4% 
paraformaldehyde (PFA) in PBS. Brain tissue was carefully removed, post-fixed in 4% PFA in 
PBS at 4 °C overnight, dehydrated in 30% sucrose in PBS for 48 hr, and embedded in Tissue 
Freezing Medium (Triangle Biomedical Sciences, Cincinnati, OH, Waltham, MA). Brains were 
cut in 30 or 50 µm coronal sections using a cryostat (Thermo Scientific) and mounted with 
VECTASHIELD® mounting medium with DAPI (Vector Laboratories, Burlingame, CA) or 
DAPI Fluoromount-G (Southern Biotech, Birmingham, AL). One out of every three sections 
were imaged using 20X/0.75 objective in a high-throughput slide scanner (Nanozoomer-2.0RS, 
Hamamatsu, Japan) for further processing. We also imaged selected brain regions (Figures 2 and 
3) using a Zeiss (Germany) inverted AxioObserver Z1 fully motorized microscope with LSM 
710 confocal scanhead, 10X/0.3 EC Plan Neofluar M277 objective or a 20X/0.8 Plan 
Apochromat M27 objective. 

 
Immunostaining. 
 

To check for cell-type specific expression of rabies glycoprotein, tdTomato transgenic 
reporter mice (JAX#007914) were crossed to Cre-transgenic mice for each cell type and double 
transgenic offspring were injected with AAV2-EF1a-FLEX-RG. Alternatively, Cre-transgenic 
mice were injected with AAV2-EF1a-FLEX-mCherry and AAV2-EF1a-FLEX-RG. After making 
coronal sections, brain slices were washed in PBS (3 x 10 min., room temperature), blocked with 
mouse IgG blocking reagent (Mouse on Mouse (M.O.M.) Kit, Vector Laboratories, Burlingame, 
CA) for 2 hr at room temperature, incubated with mouse anti-rabies glycoprotein (clone 24-3F-
10, EMD Millipore, Billerica, MA) with M.O.M. protein concentrate in PBST (PBS + 0.3% 
Triton-X100) for 18 hours at room temperature, washed in PBST (3 x 20 min., room 
temperature), incubated with Alexa-Fluor 488 or 647 donkey anti-mouse (ThermoFisher 
Scientific, Waltham, MA) with M.O.M protein concentrate in PBST for 3 hours at room 
temperature, and finally washed in PBST (3 x 10 min, room temperature) prior to mounting the 
slides.  

 
3D reconstruction and quantification.  
 

A software package was developed in Matlab to analyze the digitized brain images. The 
analysis software consists of three modules: image registration, signal detection, and 
quantification/visualization.  
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Registration module 

The registration module is a reference point-based image alignment software used to 
align images of brain sections to the Allen Mouse Brain Atlas for further quantification and 3D 
reconstruction. First, we manually selected a set of reference points in both the atlas and the 
brain image. The module then applied several geometric transformations (translation, rotation 
and scaling) of the brain section to optimize the match of the reference points between the brain 
image and the atlas. Since histological sectioning can sometimes cause tissue compression, we 
allowed the scaling factors along the dorsal-ventral and medial-lateral axes to be optimized 
independently. Following the transformation, the match between the image and the atlas was 
inspected, and further adjustments were made manually if necessary. The main purpose of the 
manual adjustment was to correct errors generated by the registration procedure due the 
imperfect brain slice preparations, and it was mostly performed by research assistants not 
involved in the research design and unaware of the final conclusion of the study.    

   
Detection module 

The detection module has two independent sub-modules designed for counting RV-
labeled cells and detecting axons, respectively. The cell counting module records the position of 
manually identified tdTomato-labeled neurons in each digitized brain sections image.  
 
For axon detection, the ridge detection method was used 
(http://en.wikipedia.org/wiki/Ridge_detection). The following steps were taken to maximize the 
detection accuracy: (1) Image ridges were computed across multiple scales to extract all possible 
axon-like signals from each image. In the resulting binary ‘ridge image’, the number of pixels 
occupied by each detected axon depends on the length but not the thickness of the axon. In 
addition to valid axons, the ridge image also contains many noise pixels. (2) To remove the noise 
pixels due to the general background in the fluorescence image, we set a threshold based on the 
intensity distribution of the original image, and use this as a mask to remove the noise pixels in 
the ridge image obtained from step (1). (3) To remove the discrete noise pixels with fluorescence 
intensities higher than the general background (thus not removed by step 2), we first identified 
pixels that are spatially contiguous in the ridge image, computed the size of each contiguous 
region, and removed the regions below a threshold size. Steps 2 and 3 were repeated until 
satisfactory detection results were achieved. (4) The results were then visually inspected and the 
remaining noise pixels, which were mostly artifacts introduced during brain tissue processing, 
were rejected manually.  
 
Quantification/visualization module 

After detection and registration, signals were quantified across the whole brain and 
projected to the 3D reference atlas for better visualization. The 3D viewer plug-in of the ImageJ 
software was used to animate the final 3D model.  
 
The atlas, 3D reference mouse brain, quantification ontology, and layouts for sunburst plot were 
obtained from the open online resource of Allen Institute for Brain Science, licensed under the 
Apache License (Version 2.0). Since the number of labeled neurons or axons varied across 
brains, the input from each region was quantified by dividing the number of labeled neurons 
found in that region by the total number of labeled neurons detected >850 µm from the injection 
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site (see Figure 1 – figure supplement 2). The output (axon projection) to each region was 
quantified as the number of pixels occupied by detected axons in the cleaned ridge image106 (see 
Detection module above) divided by the total number of axon-occupied pixels found in the entire 
brain (after excluding the injection site and locations with known major fiber tracks). 
 
Starter cell mapping. 
 
 Starter cells were manually identified from the colocalization of tdTomato and eGFP 
signals using Nanozoomer images scanned at multiple focal planes. The starter cells were 
marked using the Cell Counter ImageJ plug-in, and registered to the Allen Brain Reference Atlas 
as described above.  A starter cell heat map was generated in Python by calculating the 
normalized starter cell density for all samples from each cell type and applying bicubic 
interpolation. For each coronal section image, the cell density was binned from an anterior-
posterior range of 0.24 mm, centered at the listed brain slice coordinate (Figure 1 – figure 
supplement 3). 
 
Slice recording.  
 

To validate the synaptic input from the prefrontal cortex to BF cholinergic neurons (as 
shown by RV-mediated input tracing), ChR2 was expressed in excitatory neurons in the 
prefrontal cortex of ChAT-eGFP mice (JAX#007902, P16-P18) by injecting ~500 nl of AAV-DJ-
CaMKIIα-hChR2-eYFP (~1013 gc/ml, Stanford Gene Vector and Virus Core, Stanford, CA) into 
the orbital and agranular insular areas of the PFC (2.0 mm anterior to bregma, 1.5 mm lateral, 2.0 
mm from brain surface) and recording from eGFP+ BF neurons. To validate the synaptic input 
from ACB, Cre-inducible ChR2-eYFP was expressed in GAD2-Cre mice (JAX#010802, P16-
P18) by injecting 300-400 nl of AAV-DJ-EF1α-FLEX-ChR2-eYFP (~1013 gc/ml, Stanford Gene 
Vector and Virus Core, Stanford, CA) into the ACB (1.5 mm anterior to bregma, 0.8 mm lateral, 
3.6 mm from brain surface) and recordings were made (one week after virus injection) from 
unlabeled BF neurons, which were identified after each recording via single-cell gene-expression 
analysis. Slice preparation, recording procedure, and single-cell gene-expression analysis were 
the same as described in a recent study65. 
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Figure Legends 

Figure 1: Experimental and analysis procedures for cell-type-specific circuit tracing. A) RV-
mediated transsynaptic retrograde tracing of BF inputs. Upper panel, viral vectors and injection 
procedure. Lower panel, fluorescence images of BF in the region of the NDB (red box in coronal 
diagram) in ChAT-, VGLUT2-, PV-, and SOM-Cre mice. Scale bar, 200 µm. Inset, enlarged 
view of the region in white box showing starter cells (yellow, expressing both eGFP and 
tdTomato, indicated by white arrowheads). Scale bar, 50 µm. NDB, diagonal band nucleus; SIB, 
substantia innominata, basal part; MCPO, magnocellular preoptic nucleus; VP, ventral pallidum; 
LPO, lateral preoptic area. B) Viral vector and injection procedure for tracing BF axonal 
projections. C) Flow chart showing the main steps in data generation and processing.  

 

Figure 2: Inputs to each BF cell type from selected brain regions. Examples of RV-labeled 
input neurons to each of the four BF cell types in seven selected brain structures (black box in 
each coronal diagram). Scale bar, 200 µm. In each coronal diagram, RV-labeled neurons detected 
in all four brain samples are indicated by red dots. Bottom panel, mean percentage of input 
neurons in each brain structure for the four BF cell types. Error bar, ± s.e.m. Bar color indicates 
which of the 12 regions the given brain structure belongs to as depicted in Figure 3. ac, anterior 
commissure; aq, cerebral aqueduct; BLA, basolateral amygdalar nucleus; DMH, dorsomedial 
nucleus of the hypothalamus; DR, dorsal nucleus raphe; IPN, interpeduncular nucleus; opt, optic 
tract; scp, superior cerebellar peduncles; SNr, substantia nigra reticularis; VMH, ventromedial 
hypothalamic nucleus.  

 

Figure 3: Whole-brain distributions of inputs to the four BF cell types.  

A) Percentages of retrogradely labeled input neurons in 53 brain areas (ChAT, n = 5 mice; 
VGLUT2, n = 5; PV, n = 3; SOM, n = 4). Brain areas are grouped into 12 generalized, color-
coded brain structures. HPF, hippocampal formation. Abbreviations of the 53 brain areas and 
their percentages of inputs are listed in Figure 3 – source data 1. Error bar, ± s.e.m. Since labeled 
neurons in coronal sections near the injection site were excluded from analysis (see Figure 1 – 
figure supplement 2), inputs from the pallidum are likely to be underestimated. B) Whole-brain 
3D reconstruction of the inputs to the four BF cell types. The blue-shaded area denotes the region 
excluded for analysis due to potential local contamination (see Figure 1 – figure supplement 2) 

 
Figure 4: Optogenetic characterization of monosynaptic inputs to the BF from PFC and 
ACB. A) Schematic of experiment. ChR2 was expressed in excitatory neurons in the prefrontal 
cortex of ChAT-eGFP mice by injecting AAV-DJ-CaMKIIα-hChR2-eYFP. Coronal slices of the 
BF were used for recording experiments. B) Excitatory postsynaptic potentials recorded from 
ChAT+ neurons (under whole-cell current clamp) evoked by blue-light activation of the 
prefrontal cortical axons. Upper, response to a single light pulse (5 ms) in an example ChAT+ 
neuron; lower, responses to 10 pulses at 10 Hz recorded from a different ChAT+ neuron. C) 
Summary of the peak amplitude of the response to a single light pulse. Each circle represents 
data from one BF ChAT+ neuron (n = 9 neurons from 2 mice). Bar, mean ± s.e.m. D) Diagram 
illustrates virus injection site in the ACB and recording site in the BF. AAV-DJ-EF1α-FLEX-
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ChR2-eYFP was injected into the ACB of GAD2-Cre mice and whole-cell voltage-clamp 
recordings (clamped at 0 volts) were made from BF neurons. Single-cell gene-expression 
analysis was performed after each recording session to identify the cell type of each recorded 
neuron. E) Example traces of laser-evoked responses in the four BF cell types. F) Summary of 
the peak current amplitude of each neuron’s response (ChAT+, n = 5 neurons from 5 mice; 
VGLUT2+, n = 4 neurons from 4 mice; PV+, n = 3 neurons from 3 mice; SOM+, n = 8 neurons 
from 4 mice). Gray indicates no significant response.  

 

Figure 5: Axon projections of each BF cell type to selected brain regions. Examples of axon 
projections from each of the four BF cell types to seven selected brain structures (black box in 
each coronal diagram). Scale bar, 250 µm. DMH, dorsomedial nucleus of the hypothalamus; 
IPN, interpeduncular nucleus; MH, medial habenula; SNr, substantia nigra reticularis; VMH, 
ventromedial hypothalamic nucleus.  

 

Figure 6: Whole-brain distributions of axonal projections from the four BF cell types. A) 
Percentages of labeled axons in 53 brain areas (ChAT, n = 3 mice; VGLUT2, n = 3; PV, n = 3; 
SOM, n = 3). Error bar, ± s.e.m. Abbreviations of the 53 brain areas and their percentages of 
inputs are listed in Figure 6 – source data 1. B) Whole-brain 3D reconstruction of axon 
projections from each of the four BF cell types. Note that although VGLUT2+ and PV+ neuron 
projections showed the similar spatial distribution, there were fewer labeled axons from PV+ 
than VGLUT2+ neurons. 

 

Figure 7: Comparison of input and output distributions. A) Matrix of correlation coefficients 
(CCs) between input distributions of each pair of cell types. B) Similar to A, for output 
distributions. C) CCs between input and output distributions. All CCs were computed at the 
spatial scale of the 12 major brain subdivisions (Figure 7 – source data 1). D) Percentage of input 
vs. percentage of output in each region, for each of the four BF cell types. Filled circles, strongly 
connected brain regions contributing to the high CCs for glutamatergic and SOM+ neurons and 
low CCs for cholinergic and PV+ neurons in C.  
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Figure 3. 
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Figure 6. 
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Figure 7. 
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Supplemental Figure Legends 
 

Figure 1 – figure supplement 1: Cell-type specificity of Cre-dependent rabies glycoprotein 
expression. A) Colocalization of rabies glycoprotein immunostaining with Cre expression 
(indicated by tdTomato or mCherry reporters) in each of the four Cre lines. White arrowheads 
indicate cells with colocalization. No rabies glycoprotein expression was detected when injected 
into wild type mice. B) Percentage of rabies glycoprotein expressing cells that are positive for 
tdTomato or mCherry, averaged across brain samples. Error bar, ± standard deviation (91 ChAT 
cells; 89 VGLUT2 cells; 70 PV cells; 100 SOM cells; n = 2 mice per line). 

 

Figure 1 – figure supplement 2: Control experiments for RV tracing of inputs. A) Injection 
of RV without prior AAV injection resulted in no tdTomato-labeled neurons, indicating 
dependence of the RV infection on AAV-induced expression of TVA. B) Injection of AAV2-
EF1α-FLEX-eGFP-2a-TVA and AAV2-EF1α-FLEX-RG followed by RV injection in the BF of 
wild-type mice not expressing Cre led to no eGFP expression, indicating Cre-dependence of the 
AAV vector. However, tdTomato-labeled neurons were observed at the injection site (radius < 
500 µm), most likely due to the leaky expression of a low level of TVA, as previously noted109,113 
C) Upper panel, Sagittal view of the experiment shown in B (but a different brain sample), with 
tdTomato expression near the injection site but not outside of the exclusion zone. Lower panel, 
enlarged view of the region in the white rectangle. D) Sagittal view of brain samples injected 
with AAV2-EF1α-FLEX-eGFP-2a-TVA followed by RV in the BF of different Cre lines (without 
AAV2- EF1α-FLEX-RG that enables transsynaptic spread of RV) to determine the spatial extent 
of the exclusion zone in the RV tracing experiments. After excluding the horizontal limb of the 
diagonal band of Broca (part of the BF region targeted), we found very few (< 30 per brain) 
labeled cells beyond 850 µm. Subsequent analyses were thus performed only in coronal 
sections > 850 µm from the injection site and outside of the horizontal limb of the diagonal band 
of Broca. 

 

Figure 1 – figure supplement 3: Heat map distribution of starter cells. 
Normalized starter cell density across all samples for each cell type. Each brain slice depicts the 
density accumulated from an anterior-posterior axis range of 0.24 mm. 

 
Figure 1 – figure supplement 4: The relationship between the numbers of starter cells and 
input cells. A) The total number of starter cells for each brain sample. B) The convergence index 
(input cell count/starter cell count) for each brain sample grouped by cell-type. 
 
Figure 4 – figure supplement 1: Basal forebrain input from the prefrontal cortex. 
A) Example fluorescence image of a coronal section at the virus injection site in the prefrontal 
cortex (PFC). B) Example fluorescence image of the PFC axon fibers in the basal forebrain from 
the same experiment as shown in panel A.   

 

Figure 7 – figure supplement 1: Correlation coefficients between individual brain samples 
for input and output distributions. A) Input. B) Output. Note the higher CCs within the boxes 
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along the diagonal (between samples of the same cell type) than those outside of the boxes 
(between samples of different cell types). The CCs exactly along the diagonal (each brain sample 
with itself, CC = 1) were excluded from analysis.  
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Supplemental Figures 
 

Figure 1 – figure supplement 1. 
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Figure 1 – figure supplement 2. 
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Figure 1 – figure supplement 3. 
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Figure 1 – figure supplement 4. 
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Figure 4 – figure supplement 1. 
 

 
 
 
Figure 7 – figure supplement 1. 
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CHAPTER 3: 
 

Regulation of REM and Non-REM Sleep by 
Periaqueductal GABAergic Neurons 
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Summary 
 

Mammalian sleep consists of distinct rapid eye movement (REM) and non-REM 
(NREM) states. The midbrain region ventrolateral periaqueductal gray (vlPAG) is known to be 
important for gating REM sleep, but the underlying neuronal mechanism is not well understood. 
Here we show that activating vlPAG GABAergic neurons in mice suppresses the initiation and 
maintenance of REM sleep while consolidating NREM sleep, partly through their projection to 
the dorsolateral pons. Cell-type-specific recording and calcium imaging showed that most vlPAG 
GABAergic neurons are strongly suppressed at REM sleep onset and activated at its termination. 
In addition to the rapid changes at brain state transitions, their activity decreases gradually 
between REM sleep and is reset by each REM episode in a duration-dependent manner, 
mirroring the accumulation and dissipation of REM sleep pressure. Thus, vlPAG GABAergic 
neurons powerfully gate REM sleep, and their firing rate modulation may contribute to the 
ultradian rhythm of REM/NREM alternation.  
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Introduction 
 

During behavioral sleep, the mammalian brain alternates between two distinct states – 
REM sleep with desynchronized EEG and NREM sleep characterized by large-amplitude slow-
wave activity. While the switch between these brain states occurs rapidly within seconds, the 
recurrence of the NREM/REM cycle follows a much slower ultradian rhythm, on a time scale of 
minutes in rodents to hours in humans122. Understanding the mechanisms controlling sleep 
requires characterization of the neuronal processes operating on both time scales. 

 
The vlPAG in the midbrain is known to play an important role in gating REM sleep. Inhibition of 
the vlPAG and the nearby deep mesencephalic reticular nucleus (DpMe) through muscimol 
injection causes a marked increase in REM sleep38,123–125, whereas disinhibition of this area with 
bicuculline decreases REM sleep. Lesion of the vlPAG neurons also increases REM sleep in 
cats126, rats34 and mice127. c-Fos immunohistochemistry following REM sleep deprivation 
identified a large number of REM-off neurons that are GABAergic38, and recent studies based on 
optogenetic31 and pharmacogenetic32 manipulations demonstrated that activation/inhibition of the 
vlPAG GABAergic neurons decreases/increases REM sleep.  
 
Although these studies indicate a crucial role of the GABAergic neurons in gating REM sleep, 
the underlying circuit mechanism is not well understood. Anatomical tracing revealed a strong 
vlPAG projection to the dorsolateral pons71, an important REM-promoting area33–35,128,129, but 
the functional contribution of this projection in gating REM sleep remains to be assessed. The 
onset and termination of each REM sleep episode occur rapidly on a time scale of seconds. 
Although vlPAG GABAergic neurons have been shown to express c-fos after REM sleep 
deprivation38, the slow time course of c-fos expression obscures their firing rate changes 
associated with brain state transitions. Furthermore, the REM/NREM alternation is known to 
follow an ultradian rhythm on a time scale of minutes, but the mechanism controlling the 
ultradian timing is poorly understood. Given the crucial role of vlPAG GABAergic neurons in 
gating REM sleep, an interesting question is whether their activity is modulated on a time scale 
of minutes, and whether such slow modulation could influence the ultradian timing of REM 
sleep. 
 
In this study, we characterized the activity of vlPAG GABAergic neurons on both fast and slow 
time scales and assessed their roles in regulating REM and NREM sleep. We first measured the 
effects of activating these neurons on brain states. Rabies virus (RV)-mediated trans-synaptic 
retrograde tracing was used to establish the postsynaptic targets of these neurons in the 
dorsolateral pons, and the functional contribution of this projection in gating REM sleep was 
tested optogenetically. We then performed cell-type-specific recording and calcium imaging to 
characterize the spiking activity of these GABAergic neurons across sleep-wake cycles. Analysis 
of their firing rate modulation showed that while the rapid activity changes over seconds are 
directly associated with REM sleep onset and termination, their slow modulations over a time 
course of minutes closely mirror the accumulation and dissipation of REM sleep pressure, well 
suited for the ultradian regulation of the REM/NREM alternation. These results clarify the roles 
of vlPAG GABAergic neurons in both the direct gating and ultradian regulation of REM sleep. 
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Results 
 

Our previous study showed that channelrhodopsin 2 (ChR2)-mediated optogenetic 
activation of vlPAG GABAergic neurons (20 Hz laser stimulation, 5 min per trial, applied every 
15–25 min) causes a near-complete suppression of REM sleep, a strong reduction of 
wakefulness, and a marked increase in NREM sleep31. We have now confirmed these effects in 
additional animals (Fig. 1a-c, Supplementary Fig. 1, P < 0.0001 for all three brain states; 
bootstrap, n = 12 mice) and showed that they are distinct from the effects of activating vlPAG 
glutamatergic neurons (Supplementary Fig. 2).  

 
To distinguish whether the laser-induced change in the percentage of time in each brain state is 
due to a change in the initiation or maintenance of that state, we analyzed the transition 
probability between each pair of brain states. Laser activation of the vlPAG GABAergic neurons 
caused marked decreases in NREMREM and REMREM transitions (Fig. 1d, e; P < 0.001, 
bootstrap), indicating a suppression of both the initiation and maintenance of REM sleep. Laser 
stimulation also caused significant increases in NREMNREM and WakeNREM transitions 
(P < 0.001). However, as shown in the cumulative transition probability analysis, the increase in 
the WakeNREM transition was much weaker compared to the decreases in NREMWake 
and NREMREM transitions (Fig. 1f), indicating that the increased NREM sleep was primarily 
due to enhanced maintenance rather than initiation. Consistent with these changes in transition 
probabilities, the mean duration of REM episodes was shortened (P = 0.04, z = 7.0, Wilcoxon 
sign-rank test), and the NREM episodes were prolonged (Fig. 1g; P = 0.004, z = 2.0). During the 
baseline period without laser, 22.2% of the NREM episodes transitioned into REM sleep and 
77.8% to wakefulness; laser stimulation significantly reduced the proportion of transitions into 
REM sleep to 7.6% (Fig. 1h; P = 0.003, z = 1.0, Wilcoxon signed-rank test). Interestingly, the 
effect of laser stimulation on the initiation of wakefulness depended on the preceding state: while 
the NREMWake transition was reduced (P < 0.001), the REMWake transition was 
enhanced (Fig. 1d, e; P = 0.049). Thus, unlike the unambiguous suppression of REM sleep by 
vlPAG GABAergic neurons, their effect on wakefulness is more complex: wakefulness is 
enhanced relative to REM sleep but suppressed relative to NREM sleep, with an overall 
reduction in the amount of wakefulness. 
 
Previous studies have shown that lesion of the vlPAG increases REM sleep34,126,127. To test the 
effect of cell-type-specific ablation of GABAergic neurons, we injected into the vlPAG of 
GAD2-Cre mice Cre-inducible adeno-associated viruses (AAV) expressing pro-Caspase 3 and an 
enzyme that cleaves pro-Caspase 3 into its active, pro-apoptotic form Caspase 3130. Compared to 
the control GAD2-Cre mice expressing enhanced yellow fluorescent protein (eYFP), the number 
of GAD2-expressing neurons in the vlPAG was greatly reduced (Supplementary Fig. 3a,b). The 
amount of REM sleep increased significantly during both the light (P = 0.009, z = 50.0, 
Wilcoxon rank-sum test) and dark phases (P = 0.03, z = 0.26; Supplementary Fig. 3c-i), which 
was due primarily to an increased frequency of REM sleep episodes (light phase, P = 0.02, z = 
0.49; dark phase, P = 0.03, z = 0.26; Supplementary Fig. 3f,i). This is consistent with previous 
lesion studies34,126,127, and it further supports the role of vlPAG GABAergic neurons in gating 
REM sleep.   
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Function of vlPAG projection to dorsolateral pons 
 

The GABAergic projection from the vlPAG to the REM-promoting region in the 
dorsolateral pons is thought to be important for gating REM sleep34,71, but its functional 
contribution has not been tested directly. We injected Cre-inducible AAV expressing ChR2–
eYFP into the vlPAG of GAD2-Cre mice and applied laser stimulation in the dorsolateral pons 
(Fig. 2a). Activation of the vlPAG axons in this region caused a near-complete suppression of 
REM sleep and strong reduction of wakefulness (Fig. 2b; P < 0.0001, bootstrap). The 
magnitudes of the effects were comparable to those caused by stimulating the vlPAG cell bodies 
(Fig. 1c), suggesting a strong functional contribution of this projection.    

 
Glutamatergic neurons in the dorsolateral pons are known to be important for REM sleep 
generation33–35,128,129. To test whether these neurons are directly innervated by the vlPAG 
GABAergic projection, we used RV-mediated trans-synaptic retrograde tracing108–111,113. A 
mutant version of the avian-specific retroviral TVA receptor fused with mCherry (TC66t) and 
rabies glycoprotein (RG) were expressed by injecting two Cre-inducible AAV vectors (AAV2-
CAG-FLEx-TC66T and AAV8-CAG-FLEx-RG) into the dorsolateral pons of VGLUT2-Cre mice. 
A modified RV expressing eGFP (RVdG-eGFP+EnvA) was injected two weeks later into the 
same site to infect the cells expressing TC66T and label their presynaptic inputs (Fig. 2c,d). We 
found a number of eGFP-labeled vlPAG neurons that are GABAergic (Fig. 2h), suggesting that 
the suppression of REM sleep by vlPAG GABAergic neurons could be partly mediated by their 
direct inhibition of glutamatergic neurons in the dorsolateral pons. 
 
Since the cholinergic laterodorsal tegmental nucleus (LDT) and noradrenergic locus coeruleus 
(LC) are also within the projection field of the vlPAG GABAergic neurons, we tested their 
monosynaptic innervation using RV-mediated retrograde tracing. In both cases, we found eGFP-
labeled vlPAG GABAergic neurons (Fig. 2e,i and Fig. 2f,j). Activation of the LDT cholinergic 
neurons promotes REM sleep41, while activating the LC noradrenergic neurons promotes 
wakefulness44. Our result suggests that the suppression of REM sleep and wakefulness by vlPAG 
GABAergic neurons could also be mediated in part by inhibition of the cholinergic and 
noradrenergic neurons in dorsolateral pons. 
 
Optrode recording from vlPAG GABAergic neurons 
 

To understand how vlPAG GABAergic neurons control the initiation and termination of 
REM sleep, it is important to characterize their firing rate changes at brain state transitions. 
Although a powerful method for identifying REM-on and REM-off neurons34,38,128, c-Fos 
immunohistochemistry cannot detect activity changes on the time scale of seconds, given the 
slow time course of c-fos expression. While electrophysiological recordings have been made in 
the vlPAG previously125,131,132, it is unclear whether the recorded neurons were GABAergic.  

 
To identify vlPAG GABAergic neurons, we used optogenetic tagging and optrode recording133. 
High-frequency laser pulse trains (15 or 30 Hz, 5-10 ms/pulse, 1 or 0.5 s/train) were applied in 
the vlPAG of GAD2-Cre mice injected with Cre-inducible AAV expressing ChR2-eYFP. Single 
units exhibiting reliable laser-evoked spiking with short latencies and high reliability were 
identified as GABAergic neurons (Fig. 3a and Supplementary Fig. 4; see Methods). The majority 
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of identified neurons (11/19, 58%) were significantly less active during REM sleep than both 
NREM sleep and wakefulness (P < 0.05, Wilcoxon rank-sum test, post-hoc Bonferroni 
correction, Fig. 3b-d), consistent with the large number of REM-off GABAergic neurons 
detected by c-Fos immunohistochemistry38. A small number of identified neurons (4/19, 21%) 
were most active during REM sleep, consistent with the existence of REM-on neurons in this 
region38,125,127,132. Compared to the identified GABAergic neurons, the unidentified cell 
population contained a lower percentage of REM-off neurons (Supplementary Fig. 5a-d). 
Interestingly, some neurons in the vlPAG were inhibited by the laser pulses, suggesting that they 
receive inhibitory inputs from vlPAG GABAergic neurons. This neuronal population contained 
the highest percentage of REM-on neurons (60%; Supplementary Fig. 5c,d), suggesting that 
local inhibition of REM-on neurons within the vlPAG also contributes to REM sleep suppression 
by the GABAergic neurons.   
 
We then analyzed the firing rate changes of these neurons at brain state transitions. The 
GABAergic REM-off neurons showed a strong firing rate reduction seconds before the onset of 
REM sleep, which persisted through most of the REM sleep episode (Fig. 3e), suggesting that 
the silencing of these neurons contributes to natural REM sleep onset and maintenance. In 
contrast, the REMwake transition was associated with an abrupt increase in firing rate, 
consistent with the finding that optogenetic activation of these neurons shortened REM sleep by 
increasing the transition into wakefulness (Fig. 1d-f). Surprisingly, the NREMwake transition 
was also accompanied by a firing rate increase and the wakeNREM transition by a decrease 
(Fig. 3e, see Discussion). Interestingly, while their firing rates decreased gradually over the 
course of each NREM sleep episode before the transition to either REM sleep or wakefulness, 
the overall firing rate was significantly lower during the episodes leading to REM sleep (Fig. 3f; 
P = 0.0001, T(8) = -7.03, paired t-test). This is consistent with the finding that NREM episodes 
with optogenetic activation of the GABAergic neurons were less likely to transition into REM 
sleep (Fig. 1h); it also indicates that the natural firing rates of vlPAG GABAergic neurons during 
each NREM episode is predictive of whether the animal will transition into REM sleep or 
wakefulness. In contrast, the REM-on neurons in the unidentified population showed no firing 
rate difference between the NREM episodes leading to REM or wakefulness (Supplementary 
Fig. 5f; P = 0.31, T(10) = 1.06, paired t-test). 

 
Calcium imaging of vlPAG GABAergic neurons 
 

In addition to optrode recording, we also performed calcium imaging, which allows 
observation of multiple vlPAG GABAergic neurons simultaneously. AAV was injected into the 
vlPAG of GAD2-Cre mice for Cre-inducible expression of the calcium indicator GCaMP6f134. 
Imaging was performed in freely moving mice through a gradient refractive index (GRIN) lens 
coupled to a miniaturized integrated fluorescence microscope135  (Fig. 4a).  

 
We observed strong variation of the calcium activity across brain states (Fig. 4b). The great 
majority of imaged neurons exhibited lower activity during REM sleep than NREM sleep or 
wakefulness (Fig. 4c,d). Analysis at brain state transitions showed a strong activity suppression 
before the NREMREM transition and throughout the REM sleep episode, but a rapid increase 
in activity at wake onset (Fig. 4e). Furthermore, the activity during NREM sleep was 
significantly lower prior to the transition to REM sleep than to wakefulness (Fig. 4f). Together, 
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these results confirmed our findings in the optrode recording experiments (Fig. 3), indicating that 
the great majority of vlPAG GABAergic neurons are REM-off, and the suppression of their 
activity is closely associated with REM sleep initiation and maintenance. 
 
 
Slow modulation of vlPAG activity during inter-REM interval 
 

REM sleep in rodents occurs every 10 – 15 min on average in the light phase, following 
an ultradian rhythm of REM/NREM alternation122. Since the vlPAG GABAergic neurons 
powerfully gate REM sleep, we wondered whether they also play a role in controlling its 
ultradian timing. Thus, in addition to the rapid activity changes at brain state transitions, we also 
analyzed their slow modulation during the period between successive REM sleep episodes (inter-
REM interval), which consists of both NREM and wake episodes. 
 
First, we temporally compressed each inter-REM interval to unit duration before averaging the 
vlPAG activity over multiple inter-REM intervals and across multiple REM-off GABAergic 
neurons. Both optrode recording and calcium imaging revealed a high activity at the beginning 
of the interval, which decreased slowly but consistently throughout the interval (Fig. 5a, 
Supplementary Fig. 6a). Interestingly, when we analyzed the activity within NREM and wake 
states separately during the inter-REM interval, the decrease was significant for NREM (R = -
0.48, P = 2.5 × 10-4, T(53) = -3.93, linear regression) but not wake (R = -0.04, P = 0.76, T(52) = -
0.29) states (Fig. 5b, Supplementary Fig. 6b). Consistent with this observation, the firing rate 
was significantly higher in the first than the last NREM episode within each inter-REM interval 
(Fig. 5c; P = 0.008, T(10) = 3.28, paired t-test; Supplementary Fig. 6c), but no significant 
difference was found for the wake episodes (Fig. 5d, P = 0.15, T(10) = 1.56; Supplementary Fig. 
6d;). Furthermore, when the activity was averaged across all NREM or wake episodes, the 
decrease was apparent within a single NREM but not wake episode (Fig. 5e; NREM, R = -0.65, 
P = 2.8 × 10-15, T(108) = -8.77; wake, R = 0.21, P = 0.027,  T(108) = 2.24; Supplementary Fig. 
6e). These findings suggest that the slow process modulating vlPAG activity during each inter-
REM interval operates selectively during NREM sleep. Given the strong REM suppression effect 
of vlPAG GABAergic neurons (Fig. 1), the slow decrease of their firing rates could gradually 
enhance the propensity of the next REM episode and thus regulate the ultradian timing of the 
REM/NREM alternation. In contrast, the REM-on neurons in the unidentified population showed 
no consistent change in their NREM or wake activity during the inter-REM interval 
(Supplementary Fig. 7; NREM, R = 0.13, P = 0.33, T(58) = 0.99; wake, R = -0.17, P = 0.19, 
T(58) = -1.32; linear regression).    

 
Homeostatic regulation of REM sleep and vlPAG activity 
 

The duration of the inter-REM interval is highly variable in rodents, and in the rat it was 
found to be correlated with the duration of the preceding REM episode136,137. Here we found a 
similar relationship in the mouse (Fig. 6a; R = 0.39, P = 6.8 × 10-36, T(970) = 13.03, linear 
regression). Such a correlation suggests that the inter-REM interval is under homeostatic 
regulation, in which REM sleep pressure accumulated during inter-REM intervals is partially 
dissipated by each REM sleep episode30,31; a longer episode causes stronger dissipation of the 
pressure and thus requires a longer interval for accumulation before the next REM episode. 
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Consistent with this notion, we found that shortening of REM episode duration by closed-loop 
optogenetic activation of vlPAG GABAergic neurons (see Methods; P = 0.002, T(5) = 5.88, 
paired t-test) also led to a significant shortening of the subsequent inter-REM interval, likely due 
to a reduced dissipation of REM sleep pressure (Fig. 6c; P = 0.003, T(5) = -5.29, paired t-test).  
We then examined the effect of each REM episode on the NREM activity of vlPAG GABAergic 
neurons. Compared to the pre-REM activity, the NREM activity following a REM episode was 
significantly elevated (Fig. 6d; P = 0.006, T(10) = -3.43, paired t-test; Supplementary Fig. 8a), 
suggesting that a single REM episode can reset the firing rate of vlPAG GABAergic neurons, 
which has been decreasing slowly during the preceding inter-REM interval. In contrast, we 
found no significant difference in NREM activity before and after a single wake episode (Fig. 6e; 
P = 0.41, T(10) = 0.84, paired t-test; Supplementary Fig. 8b), suggesting that the firing rate reset 
is specific to REM sleep. The post-REM activity of vlPAG GABAergic neurons was higher 
following long (> 90 s) REM episodes than following short (≤ 90 s) REM episodes (Fig. 6f; P = 
0.03, T(22) = -1.80, paired t-test; Supplementary Fig. 8c), and the mean firing rate during the 
inter-REM interval was significantly correlated with the preceding REM episode duration (Fig. 
6g; P = 0.001, T(38) = 3.58, linear regression; Supplementary Fig. 8d). These results point to a 
strong parallel between the modulation of vlPAG GABAergic neuron activity and the 
accumulation and dissipation of REM sleep pressure. Finally, we found a strong correlation 
between the duration of the inter-REM interval and the vlPAG firing rate during the interval 
(Fig. 6h; P = 1.6 × 10-5, T(38) = 4.95; Supplementary Fig. 8e). This is consistent with the finding 
that higher vlPAG activity is associated with lower propensity for REM sleep (Figs. 1d-g, 3c,d, 
4a-c), and it suggests that the modulation of vlPAG activity by prior sleep history can mediate 
homeostatic regulation of REM sleep.   
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Discussion 
 

Using optogenetic manipulation and caspase 3-mediated cell ablation, we found that 
vlPAG GABAergic neurons powerfully suppress REM sleep. Activation of these neurons greatly 
reduced both NREMREM transitions and REM sleep maintenance while consolidating NREM 
sleep (Fig. 1), which are likely mediated in part by their projection to the dorsolateral pons (Fig. 
2). Optrode recording and calcium imaging showed that their activity was strongly suppressed at 
the onset of each REM sleep episode and increased abruptly at its termination (Figs. 3, 4), 
consistent with their functional role in gating REM sleep. In addition to the rapid changes at 
brain state transitions, their activity was also modulated on a timescale of minutes. The 
dependence of their firing rates on sleep history closely parallels the accumulation and 
dissipation of REM sleep pressure (Figs. 5, 6). These results support the notion that REM sleep 
onset and termination are controlled by fast synaptic inhibition from vlPAG GABAergic neurons 
to REM-promoting neurons in the pons, whereas the ultradian timing of REM sleep is regulated 
by a homeostatic process acting through slow modulation of vlPAG GABAergic activity. 

 
The strong suppression of vlPAG activity during REM sleep (Figs. 3e, 4e) could be mediated in 
part by inhibitory inputs from REM-active neurons. In addition to the small number of REM-on 
neurons within the vlPAG38 (Figs. 3c, d, 4c, d, red), which could locally inhibit the REM-off 
neurons, REM-active GABAergic neurons in the pons, ventral and dorsal medulla, lateral 
hypothalamus, and preoptic area have all been shown to project to the vlPAG31,34,138. In 
particular, rabies-mediated trans-synaptic retrograde tracing has shown that GABAergic neurons 
in the ventrolateral medulla, which powerfully promote REM sleep, directly innervate 
GABAergic vlPAG neurons31. Optogenetic activation of these axon projections promoted REM 
sleep at a magnitude similar to that of activating the medulla neuron cell bodies, suggesting that 
inhibition of the vlPAG REM-off neurons is a major mechanism promoting REM sleep. 
Surprisingly, the REM-off vlPAG neurons were most active during wakefulness (Figs. 3, 4), 
even though their optogenetic activation increased NREM sleep and decreased wakefulness 
(Figs. 1, 2). One of the excitatory inputs driving their wake activity may be the projection from 
orexin/hypocretin neurons in the hypothalamus34, which are most active during wakefulness139, 
and vlPAG GABAergic neurons are known to express orexin/hypocretin receptors127. Given the 
power of vlPAG GABAergic neurons in suppressing REM sleep (Fig. 1), this input may 
effectively prevent unwanted intrusions of REM sleep into wakefulness. Although superficially 
the high wake activity of vlPAG GABAergic neurons may seem incompatible with the wake-
suppressing effect of their optogenetic activation (Fig. 1), we note that the effect was primarily 
due to an enhanced NREM sleep maintenance. The low efficacy of these neurons in inducing 
wakeNREM transitions (Fig. 1f) may allow other wake-promoting neurons to counteract the 
high firing rates of the vlPAG neurons to maintain wakefulness. On the other hand, activation of 
these neurons was highly effective in reducing NREMwake transitions (Fig. 1f); the increase 
in their natural firing rates at this transition indicates that natural awakening from NREM sleep is 
not due to, but in spite of, the firing rate change of vlPAG GABAergic neurons.  
 
To account for the ultradian alternation between REM and NREM sleep, the first circuit model 
emphasized reciprocal interactions between cholinergic REM-on and monoaminergic REM-off 
neurons140.  Subsequent studies have highlighted the importance of GABAergic inhibition 
between REM-on and REM-off neurons31,34,138. Although fast GABAergic interactions can 
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account for rapid transitions between brain states, they are insufficient to explain the temporal 
dynamics of NREM/REM alternation on a time scale of minutes (rodents) to hours (humans); a 
separate, slow-varying process is required141,142. Here, in addition to confirming the correlation 
between the REM episode duration and subsequent inter-REM interval in mice (Fig. 6a), we 
found that shortening of REM sleep episodes through an optogenetic manipulation also 
shortened the subsequent inter-REM interval (Fig. 6c). These findings support the notion that the 
ultradian timing of REM sleep is strongly regulated by a homeostatic pressure that accumulates 
on a time scale of minutes and is partially dissipated by each REM sleep episode137,142,143.  
Interestingly, pharmacogenetic manipulations that shortened/prolonged REM sleep duration also 
decreased/increased the EEG delta power in subsequent NREM sleep32, suggesting that in 
addition to dissipating REM sleep pressure, REM sleep also contributes to the accumulation of 
NREM sleep pressure. 
 
At the neuronal level, we found that vlPAG GABAergic neuron activity decreased gradually 
during the inter-REM interval (Fig. 5) and was reset by each REM episode, the magnitude of 
which depended on the episode duration (Fig. 6). These firing rate modulations mirror the 
accumulation and dissipation of REM sleep pressure137,143, and implementation of such slow 
modulations of REM-off neurons in circuit models can account for the temporal dynamics of 
REM/NREM alternations141,142. Previous studies have shown that REM sleep deprivation for 
several hours decreased/increased the activity of REM-off/REM-on neurons144 and increased the 
expression of brain-derived neurotrophic factor (BDNF) in the pons145,146. It would be interesting 
to know whether these processes also operate on a time scale of minutes, and whether they are 
causally linked to the firing rate modulations in vlPAG neurons (Figs. 5, 6). Our results suggest 
that an important mechanism through which the homeostatic process regulates REM sleep timing 
is the slow modulation of vlPAG GABAergic neurons that powerfully gate REM sleep.   
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Materials and Methods 
 

Animals 
 

All experimental procedures were approved by the Animal Care and Use Committee at 
the University of California, Berkeley. Optogenetic manipulation experiments were performed in 
male or female GAD2-Cre (Jackson Laboratory stock 010702) and VGLUT2-Cre (016963) 
mice. Optrode recording, calcium imaging, lesion, and rabies-mediated trans-synaptic tracing 
experiments were all performed in male or female GAD2-Cre, VGLUT2-Cre, TH-Cre(008601), 
and ChAT-Cre (006410) mice. Animals were housed on a 12-h dark/12-h light cycle (light on 
between 7:00 and 19:00). Animals with implants for EEG/EMG recordings, optogenetic 
stimulation, optrode recordings or calcium imaging were housed individually. Mice injected with 
viruses for trans-synaptic tracing were housed in groups of up to 6 animals.  
 
Surgical Procedures 
 

Adult (6- to 12-week-old) mice were anaesthetized with isoflurane (3% induction, 1.5% 
maintenance) and placed on a stereotaxic frame. Body temperature was kept stable throughout 
the procedure by using a heating pad. After asepsis, the skin was incised to expose the skull, and 
the overlying connective tissue was removed. For access to the vlPAG, a craniotomy (1 mm 
diameter) was made on top of the right superior colliculus (4.6-4.8 mm posterior to the bregma, 
0.6–0.7 mm lateral). AAV2-EF1a-FLEX-ChR2–eYFP, AAV2-EF1a-FLEX–eYFP (produced by 
University of North Carolina Vector Core), AAV1-Syn-Flex-GCaMP6f (University of 
Pennsylvania Vector Core), or AAV-DJ-EF1a-FLEX-ChR2–eYFP (University of Stanford Gene 
Vector and Virus Core) was loaded into a sharp micropipette mounted on a Nanoject II or 
Nanoject III and injected slowly at a depth of 2.5 mm from the brain surface (300-500 nl, 
unilateral). An optical fiber (0.2 mm diameter) was inserted with the tip 0.2 mm above the virus 
injection site. To stimulate axon projections of vlPAG GABAergic neurons in the dorsolateral 
pons, the optical fiber was implanted within the pons (5.2-5.3 mm posterior to bregma, 0.9 mm 
lateral, 3.0 mm depth). For cell-type specific lesion experiments, rAAV2-Flex-taCasp3-Tevp 
(University of North Carolina Vector Core) was injected bilaterally into the vlPAG (200 - 300 
nl). For optogenetic experiments, data from animals where the tip of the optical fiber was not 
within the aimed location were excluded. For lesion experiments, data from animals where virus 
expression was not restricted to the vlPAG were excluded. 
 
For EEG and EMG recordings, a reference screw was inserted into the skull on top of the left 
cerebellum. EEG recordings were made from two screws, one on top of hippocampus (about 2 
mm posterior to bregma) and one on top of the prefrontal cortex (about 1mm anterior to bregma). 
Two EMG electrodes were inserted into the left and right neck muscles. For EEG/EMG 
recordings in differential mode, four screws were fixed on the skull, two posterior and two 
anterior of bregma. All screws, electrodes, microdrives, connectors and GRIN lenses required for 
EEG/EMG recordings, optrode recordings and calcium imaging were secured to the skull using 
dental cement. 
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Rabies Virus Tracing 
 

For retrograde tracing, AAV-CAG-FLExloxP-TC66T (1.0 × 1012 gc/mL) and AAV8-CAG-
FLExloxP-RG (1.8 × 1012 gc/mL) was mixed at a 1:1 ratio and stereotaxically injected. For tracing 
from glutamatergic neurons in the dorsolateral pons, 100 nl was injected into VGLUT2-Cre mice 
at -5.3 mm AP, 0.8 mm ML, 3.3 mm DV, unilaterally. For tracing from the LDT, 300-500 nl was 
injected in ChAT-Cre mice at -5.2 mm AP, 0.7 mm ML, 3.2 mm DV, bilaterally. For tracing 
from the noradrenergic neurons in the LC, 200-300 nl was injected into TH-Cre mice at -5.34 
mm AP, 0.8 mm ML, 3.2 mm DV, unilaterally. Two weeks after the AAV injection, 300-400 nl 
of RVdG-eGFP+EnvA (1.0 × 109 cfu/mL) was injected into the same location. The injection 
pipette for AAV was tilted at 20 degrees from vertical while the injection pipette for RV was 
inserted vertically to limit virus coinfection along a common injection tract. We excluded 
animals with inefficient trans-synaptic labeling indicated by fewer than 30 rabies-GFP labeled 
cells detected outside of the injection site. 
 
Histology and Immunohistochemistry 
 

Mice were deeply anesthetized and transcardially perfused with 0.1M PBS followed by 
4% paraformaldehyde in PBS. After removal, brains stayed overnight in 4% paraformaldehyde. 
For cryoprotection, brains were stored in 30% sucrose (w/v) in PBS solution for at least one 
night. Brains were sliced in 30 or 40 μm sections using a cryostat (Leica). For 
immunohistochemistry, non-specific binding sites were blocked by incubating the brain sections 
in 2% goat serum (Millipore) in PBST (0.3% Triton X-100 in PBS).  

 
To amplify the fluorescence of axon fibers expressing ChR2-eYFP or eYFP we applied 
antibodies for GFP (A11122, Life technologies, 1:1000). Brain sections were incubated with the 
primary antibody diluted in blocking solution for two nights. A species-specific secondary 
antibody conjugated with green Alexa fluorophore (A11008, Life technologies, 1:1000; goat anti 
rabbit) was diluted in PBS and applied for 2 hrs. Fluorescence images were taken using a 
confocal microscope (LSM 710 AxioObserver Inverted 34-Channel Confocal, Zeiss), 
fluorescence microscope (Keyence, BZ-X710) and Nanozoomer 2.0 RS (Hamamatsu). 
 
 
Fluorescence In Situ Hybridization 
 

FISH was performed to detect GAD2 mRNA. Brains were embedded and mounted with 
Tissue-Tek OCT compound (Sakura finetek) and 30 μm sections were cut using a cryostat 
(Leica). FISH was performed using an RNAscope assay according to the manufacturer’s 
instructions (RNAscope® Fluorescent Multiplex Reagent Kit, Cat # 320850, Advanced cell 
Diagnostics). Sections were hybridized with a GAD2 probe (Mm-Gad2, 439371) and eGFP 
probe (EGFP-C3, 400281-C3), and amplification steps were carried out followed by Hoechst 
staining. Fluorescence images were taken using a confocal microscope (LSM 710 AxioObserver 
Inverted 34-Channel Confocal, Zeiss) or a fluorescence microscope (BZ-X700, Keyence). 
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Polysomnographic Recordings 
 

EEG and EMG electrodes were connected to flexible recording cables via a mini-
connector, and recordings were made in the animal’s home cage placed in a sound-attenuated 
box. Recordings started after at least 1 h of habituation. The signals were recorded with a TDT 
RZ5 amplifier (bandpass filter, 1–750 Hz; sampling rate, 1,500 Hz) or an A-M Systems amplifier 
(sampling rate, 600 Hz). For the recordings using the TDT amplifier, EEG and EMG signals 
were referenced to a common ground screw, place on top of the cerebellum. Recordings with the 
A-M Systems amplifier were made in differential mode. We used the difference between the 
voltage potentials recorded from an anterior (on top of prefrontal cortex) and posterior screw (on 
top of hippocampus) as EEG signal and the difference between the potentials from the two EMG 
electrodes as EMG signal. 
 
To determine the brain state from the recorded EEG and EMG signals, we first calculated the 
power spectrum for the EEG and EMG signals using 5s sliding windows, sequentially shifted by 
2.5s increments. Next, we summed the EEG power in the range from 1 to 4 Hz and 6 to 12 Hz, 
yielding time-dependent delta and theta power. For further analysis, we computed the theta/delta 
power ratio. We also summed the EMG power in the range 20 - 300 Hz. As a first step, we 
determined for each time point the brain state using an automated threshold algorithm. We first 
determined a threshold for the delta power (delta threshold), separating the typically bimodal 
distribution of the delta power into a lower and higher range. A state was assigned as NREM 
sleep if the delta power was larger than the delta threshold. A state was classified as REM if (1) 
the delta power was lower than the delta threshold, (2) the theta/delta ratio was higher than one 
standard deviation above the mean, and (3) the EMG power was lower than its mean. All 
remaining states were classified as wake. The wake state thus encompassed states with high 
EMG power (active awake) or low delta power but without elevated EMG activity or theta/delta 
ratio (quiet awake). Finally, we manually verified the automatic classification using a custom-
built graphical user interface programmed in Matlab.  
 
Optogenetic Stimulation 
 

We performed optogenetic activation experiments 4 to 6 weeks after injection of AAV 
expressing ChR2. Experiments were performed in the afternoon (12:00 and 19:00) and lasted at 
least 6 hours. For optogenetic stimulation of GABAergic vlPAG neurons, each trial consisted of 
a 20 Hz pulse train lasting for 300 s using a blue 473-nm laser (6-8 mW at fiber tip, Shanghai 
Laser). The inter-trial interval was randomly chosen from a uniform distribution from 15 to 25 
min.  
 
To test the role of vlPAG GABAergic neurons in REM sleep maintenance, we applied a closed-
loop stimulation protocol. Sleep/wake states were classified based on EEG and EMG in real 
time. When REM sleep was detected, the laser was turned on with 50% probability, and turned 
off only when the REM episode ended. This allowed comparison of the REM episode durations 
and the subsequent inter-REM intervals with and without laser stimulation within the same 
recording session.   
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Transition Analysis 
 

To quantify transition probabilities between brain states, we discretized time into 20 s 
bins and aligned all laser stimulation trials from all N mice by the onset of laser stimulation at 
time 0. 
 
To determine the transition probability from state X to Y for time bin i, Pi(Y|X), we first 
determined the number of trials (n)  in which the animal was in brain state X during the 
preceding time bin i-1. Next, we identified the subset of these trials (m) in which the animal 
transitioned into state Y in the current time bin i. The transition probability Pi(Y|X) was computed 
as m/n. In Fig. 1d, each bar represents the transition probability averaged across three 
consecutive 20 s bins. To compute the baseline transition probabilities, we averaged across all 
time bins excluding the laser stimulation period and the 2 min period following laser stimulation.  
 
Ablation of vlPAG GABAergic neurons 
 

To test the impact of ablating vlPAG GABAergic neurons, we recorded the EEG and 
EMG of mice expressing pro-Caspase3 in the vlPAG, two to three weeks after virus injection. 
Each mouse was habituated for at least one day, and sleep-wake behavior during the light or dark 
cycle was recorded for at least two days. For control, we recorded from mice expressing eYFP 
that underwent identical procedures. 
 
Optrode Recording  
 

To record single unit activity from vlPAG GABAergic neurons, we used custom-built 
optrodes, consisting of 12 - 14 microelectrodes (Stablohm 675, California Wire Company) 
twisted into stereotrodes or tetrodes and attached to an optic fiber (0.2 mm diameter). The 
electrodes were inserted into a screw-driven microdrive and soldered to a 2x10 connector. For 
EEG/EMG recordings two additional wires were attached to the connector. For stability, all 
components were attached to a custom-designed circuit board (fabricated by oshpark.com). The 
tips of the electrodes were electro-plated in a gold solution (Sifco 5355) mixed with 0.1% PEG 
solution (Sigma). Each electrode was plated iteratively, till reaching an impedance of 500-800 
kΩ. Neurophysiological signals were recorded using a TDT RZ5 amplifier (Tucker-Davis 
Technologies) at a sampling rate of 25 kHz and bandpass filtered (0.3-8 kHz). The optrode was 
slowly lowered in 50 μm steps to search for well-separated, light-responsive units. Recordings 
were performed during the light cycle and lasted for at least 60 min. For each mouse, recordings 
were carried out over a period of 1-2 months, starting 3 weeks after virus injection. 
 
Before euthanizing the animal, an electrolytic lesion was made to mark the end of the electrode 
tract by passing a current (100 μA, 10s) through two electrodes. Based on the location of the 
lesion and the optrode tract, the anatomical location of each unit was reconstructed. We excluded 
units whose anatomical location was outside the vlPAG. 
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Spike Sorting 
 

Spikes were sorted offline based on the waveform energy, the three largest principal 
components for each spike waveform on each stereotrode or tetrode channel, and a further 
parameter measuring for each potential unit the distance between spontaneous and laser evoked 
waveforms (as quantified by the inner product). Single units were identified either manually 
using the software Klusters (http://neurosuite.sourceforge.net) or automatically using the 
software KlustaKwik (http://klustakwik.sourceforge.net). Only units with a clear refractory 
period in the auto-correlogram and satisfying criteria for isolation distance (>20) and L-ratio 
(<0.15) were included in the data set. The median values of the isolation distance and L-ratio for 
all units were 36.9 and 0.022. Two units recorded with the same stereotrode or tetrode on 
different days were counted as the same unit, if their waveforms were similar, their recording 
depths differed by less than 100 μm, and if their average firing rates were not significantly 
different.  
 
Optogenetic Tagging 
 

To identify ChR2-expressing vlPAG GABAergic neurons, high-frequency laser pulse 
trains (15 and 30 Hz with durations of 1 and 0.5 s, respectively) were delivered every minute. In 
a subset of recordings we presented a 0.2 s long step pulse instead of the 15 Hz pulse train.  The 
recorded units were classified into three categories (identified GABAergic units, laser-inhibited 
or laser-unmodulated units) using the following approach: First, we tested whether the activity of 
each unit was significantly modulated by single laser pulses using a previously developed 
statistical test (SALT)147. This method probes whether the distribution of spike patterns (within 
30 ms windows) elicited by single laser pulses is different from spontaneous spike patterns. 
Second, to determine whether a significantly modulated unit was excited or inhibited by laser 
stimulation, we tested whether the average firing rate during the 30 Hz laser pulse train was 
significantly increased or decreased relative to the firing rate in the 0.5 s window preceding laser 
stimulation (P < 0.05, Wilcoxon signed-rank test). Finally, among those that are excited by the 
laser stimulation, we identified units that followed each laser pulse with short first-spike latency 
(<10 ms) and high reliability (> 0.4) as GABAergic units. We excluded units exhibiting longer 
latencies or lower reliabilities. Units that were inhibited or not significantly modulated by laser 
stimulation were summarized as un-identified.  
 
Behavioral Monitoring 
 

To identify the awake behaviors during which vlPAG GABAergic units are activated, we 
made video recordings (sampling rate of 5Hz) using a camera placed on top of the mouse cage 
along with the electrophysiological signals. Active behaviors were divided into five categories: 
Eating, grooming, moving, running and quiet wake. The behavioral scoring was performed 
manually using a custom written graphical user interface (programmed in MATLAB). 
 
Firing Rate Calculation 
 

After spike sorting, the activity of each unit was represented as a spike train (sequences 
of 0s and 1s) with 0.67 ms time resolution. For firing rate calculation, spike trains were 
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downsampled to 2.5 s time bins aligned with the brain state annotation. To reduce noise, spike 
trains were filtered with an exponential kernel with a time constant of 7.5 s. To quantify the 
firing rate dynamics during each sleep or wake episode, we normalized the length of each 
episode by dividing it to a fixed number of bins, allowing us to average the across episodes and 
neurons. 
 
Calcium Imaging  
 

Calcium imaging experiments were performed 3 to 8 weeks following injection of AAV 
expressing GCaMP6. Imaging sessions took place during the light cycle in the home cage placed 
within a sound-attenuated chamber. The animal was briefly anesthetized with isoflurane to 
secure the microscope to the baseplate and to focus it to a given field of view. The animal was 
then allowed to recover from anesthesia and habituate in their home cage for at least 30 minutes 
prior to imaging. Calcium activity was acquired using the nVista hardware and nVista HD 
software (Inscopix), with a 10 Hz image acquisition rate using 0.2-0.7 mW illumination. An 
Intan RHA2000 system (Intan Technologies) was used to simultaneously record EEG and EMG 
activity (bandpass filter , 1–750 Hz; sampling rate, 25 kHz). An output signal (20 Hz) delivered 
from the Inscopix system to the Intan system throughout the recording session was used to 
synchronize the timing between the imaging and EEG/EMG recordings. Recording sessions 
lasted between 40-110 min and were repeated up to 6 times per animal, spanning across 5 
different days. 
 
Calcium Imaging Analysis 
 

Imaging data were processed in Python and Matlab (Mathworks). First, the acquired 
images were spatially downsampled by a factor of 4. To correct for lateral motion of the brain 
relative to the GRIN lens, we applied an algorithm based on a previous study148. We created a 
high-pass filtered image stack by calculating the difference between the image stack and a 
spatially lowpass filtered version of the image stack. A high-contrast region of the mean 
projection of the high-pass filtered image stack was selected as a reference. The spatial shift that 
maximized the cross-correlation between the reference region and each frame of the high-pass 
filtered image stack was calculated to obtain the motion corrected images. 

 
Regions of interest (ROIs) were selected using a graphical user interface (programmed in 
Python) by manually identifying cell-body sized regions with fluorescence activity across time, 
and defining the coordinates of a polygon that contains the pixels of the ROI. The pixel 
intensities within each ROI were averaged to create a fluorescence time-series. In cases where 
the same ROI was identified across imaging sessions, the ROI was grouped together for analysis. 
To correct for contamination of the fluorescence signal by out-of-focus neuropil, we calculated 
the neighboring neuropil signal, Fneuropil, from a bordering concentric ring with 20 μm distance 
from the perimeter of each ROI, excluding other ROIs, and subtracted Fneuropil, scaled by a 
correction factor, cf , from the raw ROI signal, Fraw (Fneuropil-subracted = Fraw – cf * Fneuropil). The 
correction factor for each recording session was estimated by calculating the ratio between the 
mean pixel intensity of a manually selected blood vessel, Fblood vessel, and a nearby region lacking 
an ROI signal, Fnear blood vessel(no ROI), each subtracted by the mean pixel intensity of an off-lens 
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region, Foff-lens (cf = [Fblood vessel – Foff-lens] / [Fnear blood vessel(no ROI) – Foff-lens]). In cases where a blood-
vessel was not clearly present, the mean value obtained from other animals, cf = 0.55, was used.  
The baseline of each neuropil-subtracted fluorescence time-series was estimated by calculating 
the best linear fit using periods of low fluorescence activity, represented by the 20th percentile of 
each recording session. Slope values were typically smaller than zero and thus allowed 
compensating for a drift in the fluorescence signal due to photobleaching of GCaMP. 
 
Statistics 
 

For optogenetic and ablation experiments, GAD2-Cre mice were randomly assigned to 
control (injected with AAV expressing eYFP) and experimental groups (injected with AAV 
expressing ChR2-eYFP or Casp3). No randomization was used for rabies-mediated trans-
synaptic tracing. Investigators were not blinded to animal identity and outcome assessment.  
All statistical tests (paired t-test, Wilcoxon rank-sum test, Wilcoxon signed-rank test, bootstrap) 
were two-sided. For both paired and unpaired tests, we ensured that the variances of the data 
were similar between the compared groups. For t-tests, we verified that the data were normally 
distributed using Lilliefors test for normality.  
 
The 95% CIs for brain state percentages and transition probabilities (Figs. 1c,d, 2a) were 
calculated using a bootstrap procedure. For an experimental group of n mice, we calculated the 
CI as follows: we repeatedly resampled the data by randomly drawing for each mouse p trials 
(random sampling with replacement). For each of the m iterations, we recalculated the mean 
brain state percentages or transition probabilities across the n mice. The lower and upper CIs 
were then extracted from the distribution of the m resampled mean values. To test whether a 
given brain state or transition probability was significantly modulated by laser stimulation, we 
calculated for each bootstrap iteration the difference between the averaged brain state 
percentages or transition probabilities during laser stimulation and the corresponding baseline 
values for periods without laser stimulation. From the resulting distribution of difference values, 
we then calculated a P value to assess whether laser stimulation significantly modulated brain 
states or transitions between brain states. 
 
Sample Sizes 
 

For optogenetic activation experiments, cell-type specific ablation experiments and in 
vivo recordings (optrode recordings and calcium imaging), we continuously increased the 
number of animals until statistical significance was reached to support our conclusions. For 
rabies-mediated and anterograde tracing experiments, the selection of the sample size was based 
on numbers reported in previous studies. For optrode recordings, we first recorded a preliminary 
data set of 6 units from two mice. Based on analysis of this data set and given the success rate in 
finding identified GABAergic units, we predicted that about 20 units are sufficient to statistically 
support our conclusions.  
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Figure Legends 
 

Figure 1 Optogenetic activation of vlPAG GABAergic neurons suppresses REM sleep and 
wakefulness while enhancing NREM sleep. (a) Schematic of optogenetic experiment. Top, 
coronal diagram of mouse brain; Bottom, fluorescence image of PAG (dashed box in schematic) 
in a GAD2-Cre mouse injected with AAV expressing ChR2–eYFP (green). Blue, 49,6-
diamidino-2-phenylindole (DAPI). Scale bar, 500 μm. (b) Example experiment. Shown are EEG 
power spectrogram, EMG amplitude, and brain states (color coded). Blue shading, laser 
stimulation period (20 Hz, 300 s). (c) Average EEG spectrogram (top, normalized by the mean 
power in each frequency band) and percentage of wake, NREM or REM states (bottom) before, 
during, and after laser stimulation, averaged across all trials from 12 mice. Laser stimulation 
significantly increased NREM sleep (P < 0.0001, bootstrap) and decreased wakefulness (P < 
0.0001) and REM sleep (P < 0.0001). Shading, 95% confidence intervals (CI). Blue stripe, laser 
stimulation period (20 Hz, 300 s). (d) Effect of laser stimulation on transition probability 
between each pair of brain states. Each bar represents transition probability within each 20 s 
period. Error bar, 95% CI (bootstrap). Red line and shading, baseline transition probability and 
95% CI. N, NREM; R, REM; W, wake. WR and RN transitions are omitted because they 
were rarely detected with or without laser stimulation. (e) Diagram summarizing transition 
probabilities that are significantly increased (magenta) or decreased (cyan) by laser stimulation. 
(f) Cumulative probability of transition between each pair of brains states within 120 s with 
(blue) or without (gray) laser stimulation. Laser stimulation caused a substantial decrease in 
NREMREM (P < 0.001, bootstrap) and NREMwake (P < 0.001) transitions, increase in 
REMwake transition (P < 0.001), and only minor increase in wakeNREM transition (P = 
0.028). Shading, 95% CI. (g) Mean REM (left) and NREM (right) episode duration for episodes 
overlapping (blue) or non-overlapping (gray) with optogenetic activation of vlPAG GABAergic 
neurons (n = 12 mice). Each line, data from one mouse. *P < 0.05, Wilcoxon signed-rank test. 
Error bar, ±s.d. (h) Percentage of NREM episodes followed by REM, in episodes overlapping 
(blue) or not overlapping (gray) with laser stimulation. *P < 0.05, **P < 0.01, Wilcoxon singed-
rank test. Error bar  ±s.d.   
 
Figure 2 Inhibition of dorsolateral pons by vlPAG GABAergic projection suppresses REM sleep 
and wakefulness while promoting NREM sleep. (a) Left, schematic depicting ChR2-mediated 
activation of GABAergic axons projecting from the vlPAG to the dorsolateral pons. ChR2-eYFP 
was expressed in the vlPAG of GAD2-Cre mice and an optic fiber was implanted into the 
dorsolateral pons. Right, coronal diagram of mouse brain at the position indicated by vertical 
dashed line in the schematic (top) and fluorescence image (bottom) of dorsolateral pons (black 
box in diagram) in a GAD2-Cre mouse injected with AAV expressing ChR2–eYFP (green) into 
the vlPAG. Blue bar depicts the placement of the optic fiber. Blue, 49,6-diamidino-2-
phenylindole (DAPI). Scale bar, 500 μm.  (b) Top, normalized EEG spectrogram. Bottom, 
percentage of REM, NREM or wake states (bottom) before, during, and after laser stimulation of 
GABAergic axons (n = 5). (c) Schematic showing rabies-mediated trans-synaptic tracing. TC66T, 
mutant EnvA receptor fused with mCherry; RG, rabies glycoprotein; RVdG, RG-deleted rabies 
virus. (d) Top, fluorescence image of dorsolateral pons in a VGLUT2-Cre mouse. Scale bar, 200 
μm.  Bottom, enlarged view of region in white box showing starter cells. Yellow, neurons 
expressing both GFP and mCherry (arrowheads). Scale bar, 20 μm. Scp, superior cerebellar 
peduncle. (e) Top, fluorescence image of the LDT in a ChAT-Cre mouse. Scale bar, 200 μm. 
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Bottom, enlarged view of region in white box showing starter cells (yellow, arrowheads). Scale 
bar, 20 μm. (f) Top, fluorescence image of dorsolateral pons in a TH-Cre mouse. Scale bar, 200 
μm. Bottom, enlarged view of region in white box showing starter cells (yellow, arrowheads). 
Scale bar, 20 μm. (g) Coronal diagram of mouse brain. The vlPAG is indicated by the black box. 
Aq, aqueduct. (h) vlPAG GABAergic (GAD2) neurons innervating glutamatergic (VGLUT2) 
neurons in the dorsolateral pons. Top, fluorescence image showing rabies-GFP labeled (green) 
and GAD2 positive neurons in the vlPAG. 41% (317/782) of rabies-labeled cells were GAD2 
positive (n = 3 mice). Red, FISH for mRNA encoding GAD2. Blue, DAPI. Scale bar, 200 μm. 
Bottom, enlarged view of the white box showing GFP-labeled neurons expressing GAD2 
(arrowheads). Scale bar, 30 μm. (i) Similar to (h), for vlPAG GABAergic neurons innervating 
cholinergic (ChAT) neurons in the LDT. 34% (33/96) of rabies-labeled cells were GAD2 
positive (n = 3 mice). (j) Similar to (h), for vlPAG GABAergic neurons innervating 
noradrenergic (TH) neurons in the LC. 56% (83/148) of rabies-labeled cells were GAD2 positive 
(n = 3 mice). 
 
Figure 3 Firing rates of identified vlPAG GABAergic neurons across brain states. (a) Example 
unit. Left, raw trace showing spontaneous and laser-evoked spikes. Blue ticks, laser pulses (15 
Hz). Scale bars, 100 ms, 0.5 mV. Middle, comparison between laser-evoked (blue) and averaged 
spontaneous (red) spike waveforms from this unit. Scale bars, 0.2 ms, 0.5 mV. Right, Spike 
raster showing multiple trials of laser stimulation at 30 Hz. Scale bar, 100 ms. (b) Firing rates of 
an example vlPAG GABAergic neuron. (c) Firing rate modulation of 19 identified units from 6 
mice. W, wake; R, REM; N, NREM. Blue, significant REM-off neurons (P < 0.05, Wilcoxon 
rank-sum test, post-hoc Bonferroni correction); red, significant REM-on neurons; gray, other 
neurons. (d) Firing rates of significant REM-off (left) and REM-on (red) neurons during 
different brain states. Each line shows firing rates of one unit; gray bar, average across units. (e) 
Average EEG spectrogram (upper, normalized by the mean power in each frequency band) and 
mean firing rate (z-scored) of significant REM-off neurons (lower) at brain state transitions. 
Shading, ±s.e.m. (f) Firing rates during NREM episodes preceding wake were significantly 
higher than those preceding REM episodes (P = 0.0001, T(8) = -7.03, paired t-test).  
 
Figure 4 Sleep-wake activity of vlPAG GABAergic neurons measured with calcium imaging.  
(a) Left, schematic of calcium imaging through GRIN lens. Middle, field of view of an example 
imaging session. Right, pixel-wise activity map of an example imaging session. Red line, four 
example ROIs. Scale bar: 100 µm.  (b) EEG power spectrogram, EMG trace, color-coded brain 
state, and ∆F/F traces of the ROIs outlined in (a). (c) Activity modulation of 31 ROIs from 3 
mice. W, wake; R, REM; N, NREM. Blue, significant REM-off ROIs (P < 0.05, Wilcoxon rank-
sum test, post-hoc Bonferroni correction); red, significant REM-on ROIs; gray, other neurons. 
(d) Calcium activity of significant REM-off (left) and REM-on (red) ROIs during different brain 
states. Each line shows activity of one ROI; gray bar, average across ROIs. (e) Average EEG 
spectrogram (upper, normalized by the mean power in each frequency band) and mean calcium 
activity (∆F/F, z-scored) of significant REM-off ROIs (lower) at brain state transitions  (n = 23). 
Shading, ± s.e.m. (f) The mean calcium activity during NREM episodes preceding wake was 
significantly higher than those preceding REM episodes (P = 0.003, T(22) = -3.24, paired t-test). 
 
Figure 5 Slow modulation of vlPAG GABAergic neuron activity during inter-REM interval. (a) 
Average normalized EEG spectrogram (upper) and mean firing rate (z-scored) of significant 
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REM-off vlPAG GABAergic neurons (lower) during two successive REM episodes and the 
inter-REM interval. Each REM episode and inter-REM interval was temporally compressed to 
unit length before the firing rates were averaged over multiple episodes/intervals and across 
GABAergic REM-off neurons (n = 11). Shading, ±s.e.m. (b) Firing rate (FR, z-scored) during 
NREM (left) and wake (right) episodes within different segments of the inter-REM interval. 
Each inter-REM interval was divided into 5 equally sized bins, and NREM or wake firing rates 
were averaged within each bin.  Each symbol represents the average NREM or wake firing rate 
of a unit. The average NREM firing rate decreased during the inter-REM period (R = -0.48, P = 
2.5 × 10-4, T(53) = -3.93, linear regression), while the wake activity showed no significant trend 
(R = -0.04, P = 0.76, T(52) = -0.29). Black line, average firing rate of each bin. (c) Mean firing 
rates during the first (light gray) and last (dark gray) NREM episodes of each inter-REM 
interval.  Each NREM episode was temporally compressed to unit duration before the z-scored 
firing rate was averaged over episodes and across cells. The firing rate during the first NREM 
period was significantly higher than during the last period (n = 11 units, P = 0.008, T(10) = 3.28, 
paired t-test). Shading, ±s.e.m. (d) Mean firing rates during the first (light purple) and last (dark 
purple) wake episodes of each inter-REM interval. Each wake episode was temporally 
compressed to unit duration before averaging. (e) Mean firing rates during all NREM (gray) and 
wake (purple) episodes. Note that the firing rate decreased during NREM (R = -0.65, P = 2.8×10-

14, T(108) = -8.78) but increased during wake episodes (R = 0.21, P = 0.027, T(108) = 2.24). 
 
Figure 6 Homeostatic modulation of REM sleep and vlPAG GABAergic neuron activity. (a) 
Correlation between REM episode duration and subsequent inter-REM interval. Each dot 
represents a single episode (n = 972 episodes from 27 mice). Line, linear fit (R = 0.39, P = 6.8 × 
10-36, T(970) = 13.03). (b) Distribution of inter-REM interval following short (≤ 90 s) and long 
(> 90 s) REM episodes. The two distributions are significantly different (P = 2.8 × 10-48, z = -
14.60, Wilcoxon rank-sum test). (c) Effect of closed-loop activation of vlPAG GABAergic 
neurons on REM sleep duration and subsequent inter-REM interval. Laser stimulation was 
applied as soon as spontaneous REM sleep onset was detected and lasted until the REM episode 
ended (only in 50% of randomly selected REM episodes the laser was turned on). Closed-loop 
stimulation significantly shortened both REM episodes (n = 6 mice, P = 0.002, T(5) = 5.88, 
paired t-test) and subsequent inter-REM intervals (P = 0.003, T(5) = -5.29). Each line, data from 
one mouse. Error bar, ±s.d. (d) Average normalized EEG spectrogram (upper) and mean firing 
rate (z-scored) of significant REM-off vlPAG GABAergic neurons (lower) during the 
NREMREMwakeNREM transition sequence. Each REM, wake, or NREM episode was 
temporally compressed to unit length before the firing rates were averaged over multiple 
sequences and across neurons. Shading, ±s.e.m. Inset, comparison of firing rates during the 
NREM episodes preceding (NREMpre) and following REM sleep (NREMpost). Note that the 
firing rate during NRpost was significantly higher than that during NRpre (n = 11 units; P = 0.006, 
T(10) = -3.43, paired t-test). (e) Similar to (d), but for the NREMwakeNREM transition 
sequence. Note that without the intervening REM episode, the firing rates were similar between 
NRpre and NRpost (P = 0.42, T(10) = 0.84). (f) Comparison of vlPAG activity during inter-REM 
interval following short (≤ 90 s) and long (> 90 s) REM episodes. Following a long REM period, 
the firing rate is significantly higher than following a short one (P = 0.03, T(3) = -3.78, paired t-
test). Shading, ±s.e.m. (g) Correlation between REM episode duration and vlPAG firing rate 
during the subsequent inter-REM interval. Each dot represents the activity of a unit during a 
single inter-REM interal (n = 40). Line, linear fit (R = 0.50, P = 0.001, T(38) = 3.58). (h) 
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Correlation between vlPAG firing rate during inter-REM interval and duration of the interval. 
Each dot represents the activity of a unit during a single inter-REM interval (n = 40). Line, linear 
fit (R = 0.63, P = 1.6 × 10-5, T(38) = 4.95). 
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Supplementary Figure Legends 
 

Supplementary Figure 1. Effects of laser stimulation in vlPAG of GAD2-Cre mice expressing 
ChR2-eYFP or eYFP alone. (a) Effect of ChR2-mediated activation of GABAergic vlPAG 
neurons in additional mice (n = 6) that were not included in our previous study [1]. Top, average 
EEG spectrogram (normalized by the mean power in each frequency band). Bottom, percentage 
of REM, NREM or wake states before, during, and after laser stimulation. The changes in REM, 
NREM, and wake induced by laser stimulation were highly significant (P < 0.0001, bootstrap). 
Shading, 95% confidence intervals (CI). Blue stripe, laser stimulation period (20 Hz, 300 s). (b) 
Comparison of EEG power spectra during spontaneous NREM sleep outside of laser stimulation 
periods (grey) and NREM sleep overlapping with laser stimulation (blue), averaged across all 
ChR2-eYFP mice (n = 12). Gray shading, s.e.m. for spontaneous NREM sleep. (c) Effect of laser 
stimulation on brain states in eYFP control mice (n = 5). Laser stimulation did not significantly 
change the percentage of any brain state (P > 0.33, bootstrap). 
  
Supplementary Figure 2. Optogenetic activation of glutamatergic neurons in the vlPAG induces 
wakefulness. (a) Top, average EEG spectrogram (normalized by the mean power in each 
frequency band),  averaged across all VGLUT2-Cre mice (n = 4). Bottom, average EMG 
amplitude. Scale bar 20 µV. Shading, +/- s.e.m. (b) Bottom, percentage of REM, NREM or wake 
states before, during, and after laser stimulation. Optogenetic activation of the glutamatergic 
neurons induced a strong increase in wakefulness (P < 0.0001, bootstrap), while suppressing 
NREM sleep (P < 0.0001). Blue stripe, laser stimulation period (20 Hz, 120 s). 
 
Supplementary Figure 3. Selective ablation of vlPAG GABAergic neurons increases REM 
sleep. (a) Top, fluorescence image from a control mouse showing the PAG. Red, FISH for 
mRNA encoding GAD2. Scale bar, 250 µm. Bottom, fluorescence image from an experimental 
animal injected with AAV expressing pro-Caspase 3 (Casp3). Note the reduced number of GAD2 
neurons in the vlPAG compared to the control (top). (b) Number of GAD2 cells per section (30 
µm thick) in the vlPAG of control mice (n = 5) and mice expressing Caps3 (n = 6). On average, 
Casp3 expression reduced the number of GAD2 cells by 54.3% (P = 0:01, T(9) = -3.24; t-test). 
Each circle, data from one mouse. Error bar, +/- s.d. (c) Top, 3 hr long hypnogram from a control 
mouse expressing eYFP recorded during the light cycle. Bottom, hypnogram recorded from a 
mouse expressing Casp3. (d-f) Percentage (d), average duration (e), and frequency (f ) of REM, 
NREM, or wake states during the light cycle in control mice (n = 5, gray) and mice expressing 
Casp3 (n = 6, blue). In mice expressing Casp3, the percentage of REM sleep was significantly 
increased (P = 0.009, z = 50.0; Wilcoxon rank-sum test), due to an increased frequency of REM 
sleep episodes (P = 0.02, z = 49.0). In contrast, the amount of NREM sleep was significantly 
reduced (P = 0.02, z = 23.0). Each circle, data from one mouse.  *P < 0.05, __P < 0.01, Wilcoxon 
rank-sum test. Error bar, +/- s.d. (g-i) Percentage, average duration, and frequency of each brain 
state during the dark 5 cycle in control mice (n = 4) and mice expressing Casp3 (n = 4). During 
the dark cycle, the percentage of REM sleep in mice expressing Casp3 was significantly 
increased (P = 0.03, z = 26.0), due to an increased frequency of REM sleep episodes (P = 0.03, z 
= 26.0). 
 
Supplementary Figure 4.  Optogenetic identification of vlPAG GABAergic neurons. (a) 
Distribution of the reliability of laser-evoked spikes for the 19 identified GABAergic neurons, 
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with 15 Hz or 200 ms step pulse stimulation (left, 6/19 neurons were tested with step pulse and 
13/19 with 15 Hz stimulation) or 30 Hz stimulation (right). The reliability was defined as the 
fraction of laser pulses followed by a spike. (b) Right, distribution of the latency of laser-evoked 
spikes for identified GABAergic neurons. Latency was defined as the timing of the first spike 
after the onset of each laser pulse. (c) Relative firing rates of vlPAG GABAergic neurons during 
different wakeful behaviors. Most vlPAG GABAergic neurons showed the highest wake activity 
during moving or running. Only neurons from recording sessions in which the animal was 
engaged in all four behaviors are shown (n = 12). (d) Positions of the 19 identified vlPAG 
GABAergic neurons from 6 mice. Each dot indicates one neuron. Blue, REM-off neurons; red, 
REM-on neurons; gray other neurons. 
 
Supplementary Figure 5.  Sleep-wake activity of unidentified vlPAG neurons. (a) Firing rates 
of laser-unmodulated units from 6 mice. Unmodulated units include all neurons that were not 
significantly modulated by laser stimulation, as quantified by SALT (see Methods). W, wake; R, 
REM; N, NREM. Blue, significant REM-on neurons (P < 0.05, Wilcoxon rank-sum test, post-hoc 
Bonferroni correction); red, significant REM-on neurons; gray, other neurons. (b) Firing rates of 
laser-unmodulated REM-off (left) and REM-on (red) neurons during different brain states. Each 
line shows firing rates of one unit; gray bar, average across units. (c) Firing rate of laser-inhibited 
units. Inhibited units include neurons that were significantly modulated by laser stimulation, as 
quantified by SALT, and whose firing rate was significantly decreased during the 30 Hz laser 
stimulation period. (d) Firing rates of laser-inhibited REM-off (left) and REM-on (red) neurons 
during different brain states (n = 12). (e) Average EEG spectrogram (upper, normalized by the 
mean power in each frequency band) and mean firing rate (z-scored) of unidentified REM-on 
neurons (lower) at brain state transitions. The REM-on neurons include both laser-unmodulated 
(a,b) and laser-inhibited neurons (c,d). Shading, +/- s.e.m. (f ) The firing rates of REM-on 
neurons during NREM episodes preceding wake or REM episodes were not significantly 
different (n = 12, P = 0.31, T(11) = 1.06, paired t-test). 
 
Supplementary Figure 6.  Slow modulation of vlPAG GABAergic neuron activity measured 
with calcium imaging. (a) Average normalized EEG spectrogram (upper) and mean calcium 
activity (ΔF/F, z-scored) of significant REM-off ROIs (lower) during two successive REM 
episodes and the inter-REM interval. Each REM episode and inter- REM interval was temporally 
compressed to unit length before the calcium traces were averaged over multiple 
episodes/intervals and across ROIs (n = 23). Shading, +/- s.e.m. (b) Calcium activity (ΔF/F, z-
scored) during NREM (left) and wake (right) episodes within different segments of the inter-
REM interval. Each inter-REM interval was divided into 5 equally sized bins, and NREM or 
wake activities were averaged for each bin. Each symbol represents the average NREM or wake 
activity of an ROI. The average NREM activity decreased during the inter-REM period (R = -
0.36, P = 7.3 x10-5, T(21) = -1.77, linear regression), while the wake activity showed no 
significant trend (R = 0.04, P = 0.76, T(23) = -0.18). Black line, average calcium activity of each 
bin. (c) Mean calcium activity during the first (light gray) and last (dark gray) NREM episodes 
of each inter-REM interval. Each NREM episode was temporally compressed to unit duration 
before the z-scored calcium activity was averaged over episodes and across ROIs. The activity 
during the first NREM period was significantly higher than during the last period (n = 23 ROIs, 
P = 0.00015, T(22) = 4.41, paired t-test). Shading, +/- s.e.m. (d) Mean calcium activity during the 
first (light purple) and last (dark purple) wake episodes of each inter-REM interval. Each wake 
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episode was temporally compressed to unit duration before averaging (P = 0.25, T(22) = -1.17). 
(e) Mean calcium activity during all NREM (gray) and wake (purple) episodes. Note that the 
calcium activity decreased during NREM (R = -0.36, P = 2.9 x 10-24, T(21) = -1.77) but 
increased during wake episodes (R = 0.27, P = 1.7 x 10-13, T(21) = 1.29). 
 
Supplementary Figure 7.  Firing rates of vlPAG REM-on neurons during inter-REM interval. 
(a) Average normalized EEG spectrogram (upper) and mean firing rate (z-scored) of significant 
REM-on vlPAG neurons (lower) during two successive REM episodes and the inter-REM 
interval. The REM-on neurons include both laser-unmodulated and laser-inhibited neurons (n = 
12, red units in Supplementary Fig. 5a-d). Each REM episode and inter-REM interval was 
temporally compressed to unit length before the firing rates were averaged over multiple 
episodes/intervals and across REM-on neurons. Shading, +/- s.e.m. (b) Firing rate (FR, z-scored) 
during NREM (left) and wake (right) episodes within different segments of the inter-REM 
interval. Each inter-REM interval was divided into 5 equally sized bins, and NREM or wake 
firing rates were averaged for each bin. Each symbol represents the average NREM or wake 
firing rate of a unit. Neither the NREM nor wake activity showed a consistent change across the 
inter-REM period (NREM, R = 0.13, P = 0.33, T(58) = 0.10; wake, R = -0.17, P = 0.19, T(58) = -
1.32; linear regression). Black line, average firing rate of each bin. (c) Mean firing rates of 
vlPAG REM-on neurons during the first (light gray) and last (dark gray) NREM episodes of each 
inter-REM interval. Each NREM episode was temporally compressed to unit duration before the 
z-scored firing rate was averaged over episodes and across cells. The firing rates during the last 
and first NREM episode were not significantly different (P = 0:19, T = T(11) = -1.39, paired t-
test). Shading, +/- s.e.m. (d) Mean firing rates of REM-on units during the first (light purple) and 
last (dark purple) wake episodes of each inter-REM interval. Each wake episode was temporally 
compressed to unit duration before averaging. The firing rate during the first wake period was 
significantly higher than during the last one (P = 0.04, T(11) = 2.36, paired t-test). (e) Mean 
firing rates of REM-on units during all NREM (gray) and wake (purple) episodes. The firing rate 
showed no systematic change during each NREM episode (R = 0.18, P = 0.063, T(108) = 1.88, 
linear regression) and a slight decrease during the wake episode (R = -0.24, P = 0.01, T(108) = -
2.61, linear regression). 
 
Supplementary Figure 8.  Homeostatic modulation of vlPAG GABAergic neuron activity 
measured with calcium imaging. (a) Average normalized EEG spectrogram (upper) and mean 
calcium activity (ΔF/F, z-scored) of significant REM-off ROIs (lower, n = 23) during the NREM 
→ REM → wake → NREM transition sequence. Each REM, NREM, or wake episode was 
temporally compressed to unit length before the calcium activity was averaged over multiple 
sequences and across ROIs. Shading, +/- s.e.m. Inset, the calcium activity during the NREM 
episodes preceding REM (NRpre) was significantly higher than during NREM episodes following 
REM (NRpost; P = 0.025, T(22) = -2.39, paired t-test). (b) Similar to (a), but for the NREM → 
wake → NREM transition sequence. Note that without the intervening REM episode, the 
calcium activities were not significantly different during NRpre and NRpost (P = 0.085, T(22) = -
1.81). (c) The calcium activity of REM-off ROIs during the inter-REM interval following a long 
(> 90 s) REM episode was higher than that following a short (≤ 90 s) REM episode (P = 0:028, 
T(22) = -2.38, paired t-test). (d) Correlation between REM episode duration and calcium activity 
during the subsequent inter-REM interval. Each dot represents the activity of an ROI during a 
single inter-REM interval (n = 189). Line, linear fit (R = 0.18, P = 0.016, T(187) = 2.50, linear 
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regression). (e) Correlation between calcium activity during inter-REM interval and duration of 
the interval. Each dot represents the activity of an ROI during a single inter-REM interval (n = 
189). Line, linear fit (R = 0.35, P = 1.2 x 10-6, T(187) = 5.11). 
 
Supplementary Figure 9.  Firing rates of REM-on neurons are not modulated by homeostatic 
REM sleep pressure. (a) Average normalized EEG spectrogram (upper) and mean firing rate (z-
scored) of significant REM-on neurons (lower) during the NREM→REM→wake→NREM 
transition sequence. REM-on neurons include both laser-unmodulated and laser-inhibited units 
(n = 12). Each REM, NREM, or wake episode was temporally compressed to unit length before 
the firing rates were averaged over multiple sequences and across neurons. Shading, +/- s.e.m. 
Inset, the firing rates during the NREM periods preceding (NRpre) and following REM (NRpost) 
were not significantly different (P = 0.51, T(11) = 0.68, paired t-test). (b) Similar to (a), but for 
the NREM→wake→NREM transition sequence. The mean firing rates of the REM-on neurons 
during NRpre and NRpost were similar (P = 0.06, T(11) = -2.11, paired t-test). (c) The firing rate of 
REM-on neurons during the inter-REM interval following a short (≤ 90 s) REM episode were 
similar to that following a long (> 90 s) REM episode (P = 0.18, T(6) = -1.51, paired t-test). (d) 
The firing rates of REM-on neurons during the subsequent inter-REM interval showed no 
significant correlation with REM episode duration. Each dot represents the activity of a unit 
during a single inter-REM interval (n = 56). Line, linear fit (R = 0.07, P = 0.60, T(54) = 0.52, 
linear regression). (e) The duration of an inter-REM interval was not significantly correlated with 
the firing rate of REM-on neurons during the interval. Each dot represents the activity of a unit 
during a single inter-REM interval (n = 56). Line, linear fit (R = 0.05, P = 0.70, T(54) = 0.39). 
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