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Abstract

Objective—The utility of biomedical information retrieval environments can be severely limited 

when users lack expertise in constructing effective search queries. To address this issue, we 

developed a computer-based query recommendation algorithm that suggests semantically 

interchangeable terms based on an initial user-entered query. In this study, we assessed the value 

of this approach, which has broad applicability in biomedical information retrieval, by 

demonstrating its application as part of a search engine that facilitates retrieval of information 

from electronic health records (EHRs).

Materials and Methods—The query recommendation algorithm utilizes MetaMap to identify 

medical concepts from search queries and indexed EHR documents. Synonym variants from 

UMLS are used to expand the concepts along with a synonym set curated from historical EHR 
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search logs. The empirical study involved 33 clinicians and staff who evaluated the system through 

a set of simulated EHR search tasks. User acceptance was assessed using the widely used 

technology acceptance model.

Results—The search engine's performance was rated consistently higher with the query 

recommendation feature turned on vs. off. The relevance of computer-recommended search terms 

was also rated high, and in most cases the participants had not thought of these terms on their own. 

The questions on perceived usefulness and perceived ease of use received overwhelmingly positive 

responses. A vast majority of the participants wanted the query recommendation feature to be 

available to assist in their day-to-day EHR search tasks.

Discussion and Conclusion—Challenges persist for users to construct effective search 

queries when retrieving information from biomedical documents including those from EHRs. This 

study demonstrates that semantically-based query recommendation is a viable solution to 

addressing this challenge.

Graphical abstract
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1. Introduction

The widespread adoption of electronic health records (EHRs) in the U.S. and around the 

globe has led to the rapid growth of large repositories of unstructured, free-text clinical 

documents,1 resulting in a ‘patient information explosion.’2 Fortunately, extracting 

information locked in these documents can be aided with technologies such as medical 

information retrieval systems— or ‘Google-like’ search engines—although few advanced 

search engines have thus far been developed specifically for patient records.3-9

Retrieving information from such clinical documents is a difficult task due in part to the fact 

that clinicians may record the same medical concept in a variety of interchangeable forms 

(e.g., “Tylenol” vs. “acetaminophen”), in addition to the popular use of acronyms and 
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abbreviations.10,11 Further, healthcare professionals often lack proper training and skills to 

formulate effective (i.e., pertinent and inclusive) search queries.12-14 For example, when 

searching for “breast cancer,” few healthcare professionals would be able to compile a 

reasonably inclusive list of related search terms such as “breast ca,” “BCA,” “breast tumor,” 

and “breast carcinoma.” All of these are legitimate variations for describing this concept in 

patient records.

Computer-based query recommendation, also known as automatic query expansion,15-17 has 

proven to be an effective solution to assisting non-expert users in achieving better queries to 

improve both quality and efficiency of information retrieval tasks. Indeed, query 

recommendation has been commonly used by general-purpose web search engines to 

enhance search performance. For example, when a user enters “MI pain,” popular search 

engines (e.g., Google, Bing) are intelligent enough to expand the acronym “MI” to include 

terms such as “myocardial infarction,” or “Michigan” depending on the context, to help 

users retrieve the most desirable web pages. Similarly, the term “pain” could be expanded to 

a number of other related concepts such as “tenderness” and “discomfort”. In healthcare, 

research has also shown that query recommendation is effective in enhancing search 

experience not only for consumers (i.e., patients, families, and the general public),18-20 but 

also for professionals such as clinicians and health science researchers.21-23 However, to 

date, studies conducted in professional settings have mainly focused on information retrieval 

from biomedical literature databases such as PubMed, rather than patient records.

In 2005, the University of Michigan Health System (UMHS) implemented a homegrown 

EHR search engine available for authorized users, known as EMERSE (http://project-

emerse.org).5 With a user base of more than 1,600, the system has played an instrumental 

role in supporting a variety of information retrieval tasks in areas such as clinical care, 

quality assurance, billing, and clinical and translational research.5,24 Through several user 

behavior studies, we recognized that the utility of the system might have been severely 

limited due to users' inability to construct effective search queries.25,26 As query 

recommendation has been shown to be advantageous in other settings, in this study we 

sought to develop this feature for EMERSE and conduct a user experiment to empirically 

evaluate its potential benefits in the context of retrieving information from EHRs. The U.S. 

National Library of Medicine (NLM)'s Computational Thinking program supported this 

work.

2. Background

Biomedical information retrieval systems are designed to provide users the capability of 

retrieving information by entering combinations of keywords, Boolean operators, and search 

queries in more advanced forms such as regular expressions.3-9 EHR search engines provide 

a useful means for supporting tasks related to direct patient care (e.g., to locate the mention 

of a particular health event in the earlier care episodes of a patient); operational tasks that 

require routine chart auditing, such as quality improvement and billing; and research tasks 

that require chart review, such as patient eligibility screening, cohort identification, and 

phenotype characterization. For example, at our institution, EMERSE has been routinely 

used to perform data abstraction for submission to the Commission on Cancer Certified 
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Tumor Registry, and by the billing team as a computer-assisted coding tool to improve the 

efficiency and inclusiveness of billing code assignments. EMERSE has also been used by 

numerous research groups in over 1,110 clinical and translational studies, resulting in at 

least 134 peer-reviewed publications to date (full list at http://project-emerse.org).e.g., 27-31

Through several prior studies of EMERSE,25,26 we discovered that many end users of the 

system did not necessarily possess comprehensive clinical knowledge of the medical 

concepts they frequently searched for, e.g., research coordinators and student research 

assistants who were not clinically trained. In addition, even healthcare professionals with 

extensive clinical experience might lack the ability, or time and patience, to create a set of 

search terms that is ‘minimally necessary’ to ensure reasonably inclusive search results. 

These observations motivated the present research.

3. Materials and Methods

3.1. The Query Recommendation Algorithm

Development of the query recommendation algorithm evaluated in this study was informed 

by previous work in biomedical literature retrieval and information extraction from clinical 

text.21,23,32-37 Figure 1 illustrates the main building blocks of the algorithm and the typical 

information flow. First, the algorithm utilizes MetaMap to identify Metathesaurus concepts 

from target EHR documents. Then, the algorithm uses Lemur, a popular open-source search 

engine (http://www.lemurproject.org), to index the resulting concepts along with the EHR 

documents.

Because it has been shown that not all semantic types are crucial for information retrieval 

tasks with clinical text,34 the algorithm only retains 61 Unified Medical Language System 

(UMLS) Semantic Types, such as symptoms and disorders, to better ensure that only 

medically relevant concepts would be analyzed and expanded. For example, if a user entered 

a query “patients with heart disease,” the concept “patients” would be dropped. Appendix A 
lists the 61 semantic types that are included, as well as the 72 other semantic types that are 

excluded.

In addition to UMLS, the algorithm also utilizes an empiric synonym set (ESS) that, at the 

time of this study, contained about 35,000 terms representing 8,500 medical concepts and 

their synonyms and spelling variations. ESS is a heuristic synonym collection that we have 

accumulated over time from multiple sources including the search logs of EMERSE and an 

active working list of acronym expansions maintained by the medical coding team at 

UMHS. Appendix B displays the overlap of text strings from UMLS and from ESS related 

to the concept “hearing impairment,” demonstrating that ESS provides additional synonyms 

and interchangeable forms that are not found in UMLS, but are commonly used in clinicians' 

clinical documentation.

Next, the algorithm applies MetaMap to process user-entered search queries both to extract 

relevant search terms and to identify the underlying medical concepts. These search terms, 

medical concepts, and expanded terms based on UMLS and ESS are then reconciled (e.g., 

duplicates removed) to produce search term recommendations. The recommended search 
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terms are then used to query the indexed EHR documents. To rank the documents retrieved, 

the algorithm uses the Pivoted Normalization retrieval function,38 a classical measure of 

relevance of documents based on the vector space model, defined as follows.

Given a query q, the relevance score of a document d is expressed as:38

where c(t, d) and c(t,q) are the number of times that a search term t appears in the document 

and in the query, respectively; in our case c(t,q)=1 for all terms t, which was done to 

counteract cases where a search term might be expanded to many additional terms, but 

should not be considered any more clinically important than the rest of search terms in the 

original query that do not have additional expansion concepts; df(t) is the number of 

documents in the index that contain the search term (‘document frequency’); N is the size of 

the index (number of documents indexed); |d| is the length of a document; avdl is the average 

length of all documents contained in the index; and s is a smoothing parameter, empirically 

set as 0.1 as a commonly used value in information retrieval (see 39 table 7).

After query expansion has occurred, the search engine is potentially able to identify many 

additional documents that did not contain the terms in the original, user-entered search 

query. Further, when ranking documents, the synonyms of a search term are treated as a 

single term (i.e., a ‘concept term’). The term frequency of a ‘concept term’ is calculated as 

the sum of the term frequencies of all synonyms present in the document. The document 

frequency of a ‘concept term’ is calculated as the number of documents containing at least 

one of the synonyms. Retrieved documents are then re-ranked based on the new term 

frequencies and inverse document frequencies. Additional technical details about the 

implementation of the algorithm are reported elsewhere. 40

3.2. Test Environment and Test Corpus

In this study, the semantically-based query recommendation feature was deployed in a test 

environment that we referred to as EHR search engine (EHR-SE). EHR-SE resembled a 

simplified version of EMERSE, and was customized to support the user experiment of this 

study (described in the next section).

Shown in Figures 2 and 3, EHR-SE is a web-based application with a look-and-feel similar 

to that of other popular search engines. A key function of EHR-SE is the provision of a 

toggle switch that turns the query recommendation feature off and on. When this switch is 

turned off, the search query that the user entered in the search box will be submitted to the 

search engine verbatim with no modifications (illustrated in Figure 2). When this switch is 

turned on, computer-recommended search terms will be presented to the user on the screen 

(Figure 3), and will be automatically added to the search query.

To ease patient privacy protection concerns, in this study, we obtained a data sharing 

agreement to use a test corpus that was originally made for the 2011 Text REtrieval 
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Conference (TREC) Medical Records track evaluation.41This TREC corpus contains 95,702 

de-identified, free-text clinical documents from 17,198 patient visits, covering a variety of 

document types including 47,524 radiology reports, 13,168 emergency department notes, 

and 12,184 history and physical notes.

3.3. User Experiment Design

3.3.1. Search Tasks—To assess the potential benefits of semantically-based query 

recommendation in the context of EHR search, we designed a user experiment wherein a 

group of test users conducted simulated search tasks in EHR-SE. In the experiment, the test 

users were asked to use the toggle switch to control the behavior of the system, and to 

compare the performance of the search engine with the query recommendation feature first 

turned off vs. with it subsequently turned on.

We developed five one-sentence clinical vignettes describing the objective of each of the 

search tasks (Table 1). These search tasks were carefully designed and the vignettes 

carefully worded to represent a range of clinical contexts and levels of difficulty, as has been 

done with other information retrieval studies.42 These tasks and vignettes were first drafted 

by a clinician on the research team (DAH), pilot-tested with several EMERSE users and 

laypersons, and then finalized through research group discussion. For each task, we verified 

that the 2011 TREC corpus contained at least a handful of clinical documents that would be 

matched and retrieved.

The search tasks were prepared at three difficulty levels. The vignette of the low difficulty 

task (#2) provided direct hints regarding the search term to use (“DCIS”), which was also 

how this concept would likely appear in the target documents. In contrast, the vignette of the 

high difficulty task (#4), to identify “herbal supplements for the purposes of weight loss,” 

was intentionally worded to be broad and vague. The vignettes of the other three tasks 

provided some hints for candidate search terms. However, turning them into effective search 

queries would likely require additional translation and expansion, e.g., “car accident” → 
“motor vehicle accident;” “smokers” → “tobacco use;” and “enlarged spleen” → 
“splenomegaly.”

Following these five ‘standard’ search tasks, participants of the user experiment were also 

given the option to use two additional search scenarios of their choice, which could be based 

on their area(s) of expertise or their prior EHR search experience.

3.3.2. Participants and Participant Recruitment—All participants were ‘active’ users 

of EMERSE, defined as those who logged into the system at least three times in the prior 

year. This criterion was used to ensure that participants of this study would already be 

familiar with retrieving information from EHRs, formulating search queries, and reviewing 

clinical documents returned. Most EMERSE users are clinicians and administrative or 

research staff at UMHS, a large, tertiary care health system comprised of three hospitals and 

over 120 ambulatory clinics in Southeastern Michigan. The participants were recruited by 

email messages; each received a $50 gift card after completing the user experiment. Our 

initial recruitment target was 25.
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3.3.3. Experiment Protocol—The user experiments were conducted in a classroom 

equipped with desktop computers. Participants were scheduled in groups of up to four, at 

various days and times over a course of one month, to accommodate their busy work 

schedules. At the beginning of each experiment, a brief introduction to the study was 

provided followed by a live demonstration of EHR-SE. All participant questions were 

answered before proceeding.

Participants then went through the simulated EHR search tasks by following a printed 

protocol (Appendix C). They were asked to carefully consider each vignette and then enter 

the search terms of their choice, with the query recommendation feature first turned off. 
After reviewing the ranked documents retrieved, they could make as many rounds of 

modifications as they wished to refine the initial query. Once they were satisfied with the 

results, they were instructed to turn on the query recommendation feature and again review 

the updated, rank-ordered list of documents retrieved. The participants thus served as their 

own comparisons.

3.3.4. Evaluation Instrument—The printed protocol contained an evaluation instrument, 

shown in Table 2, for collecting user feedback after each search task. The first question 

(Q.A.1) asked the participants to compare the performance of the system with the query 

recommendation feature turned off vs. with it turned on. The second and third questions 

(Q.A.2 and Q.A.3) solicited the relevance of the search terms recommended by the 

computer, and whether the participants would be able to come up with these terms on their 

own without the computer's assistance. Following these three questions, a free-text area was 

provided to collect additional feedback regarding the query recommendation feature in an 

open-ended format.

After completing all search tasks, the participants were presented with three summative 

evaluation questions soliciting their perceived usefulness (Q.B.1) and perceived ease of use 

(Q.B.2) of the query recommendation feature, as well as whether or not they would like to 

see this feature adopted in EMERSE (Q.B.3). These three questions are based on the widely 

used technology acceptance model postulating that perceived usefulness and perceived ease 

of use are the two most important antecedents to people's technology acceptance 

behavior.43-45Another open-ended question was provided at the end of the evaluation 

instrument allowing the participants to describe their overall experience with the feature and 

to offer suggestions for improvement.

All quantitative questions included in the evaluation instrument were assessed on a five-

point scale; actual wording varied according to the context of the question (see Table 2). No 

limitation was placed on how much time a participant could use to complete the experiment. 

The research protocol of this study was reviewed and approved by the University of 

Michigan Health Sciences and Behavioral Sciences Institutional Review Boards.

3.4. Data Analysis

The five-point quantitative responses were coded as an integer variable from -2 to +2, with 0 

representing the middle or neutral point. All statistical analyses were performed in Stata 13 

(StataCorp LP, College Station, Texas, USA). The open-ended feedback was qualitatively 
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analyzed using inductive open coding and constant comparison to identify salient and 

recurring themes.46,47

4. Results

4.1. Participants

There were 214 EMERSE users who met the eligibility criteria; however, 17 of them were 

no longer with UMHS when this study was conducted. Our recruitment emails were thus 

sent to 197 prospective participants.

After the first round of recruitment emails, 33 individuals responded, which exceeded our 

initial recruitment target of 25. Because the objective of this study was to collect end user 

feedback about the query recommendation feature, a larger sample would be more desirable. 

We therefore decided to include all of them in the study (the IRB application was amended 

accordingly).

Characteristics of these 33 participants are summarized in Table 3. The majority of them 

(82%) were female; nearly half were coordinators or managers of clinical and translational 

studies at UMHS. These participants also represented a wide range of clinical and 

operational areas.

4.2 User-Entered Queries

Overall, users entered 1,526 queries across the five standard search scenarios and an 

additional 572 queries for the two optional scenarios. The average number of terms 

contained in a user-entered query, when the query suggestion feature was turned off, was 

2.5; whereas the number of terms included in the final query with the expansion feature 

turned on was 30.5. Few user-entered queries included Boolean operators. For example, only 

30 (1.4%) included the AND operator (e.g., “height and weight”), and none of them 

included the OR operator. An example of a user-entered query for scenario #5 was “mono, 

enlarged spleen”, which was expanded to a 19-term query with the query suggestion feature 

turned on: “enlarged spleen, large spleen, hsm, spleen enlargement, splenic enlargement, 

hepatosplenomegaly, enlargement spleen, splenomegaly, mono, monocyte, ebv, epstein, 

epstein-barr virus, monos, infectious mono, epstein-barr, mononucleosis, monocytic, 

ebstein.”

4.3. Quantitative Evaluation Results

Table 4 reports the effectiveness evaluation results. Across the five ‘standard’ tasks, the 

search engine's performance was rated consistently higher when the query recommendation 

feature was turned on, compared to when it was turned off (average score: 1.25, on a -2 to 

+2 scale). The performance gain was deemed higher for the medium-difficulty tasks (#1, #3, 

and #5; average score: 1.40); and more moderate for the easy (#2; score: 0.94) and the 

difficult task (#4; score: 1.09).

Similarly, the participants judged computer-recommended search terms to be relevant to 

highly relevant (average score: 1.52). They also reported that, on average, without the 

computer's assistance, they would only be able to come up with some, but not most, of the 
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alternative search terms (average score: 0.012). The performance ratings (Q.A.1) are 

significantly correlated with the relevance scores (Q.A.2) (0.53, p < 0.01), and inversely with 

the participants' ability to think of the additional search terms (Q.A.3) (-0.46, p < 0.01). 

There is no statistically significant correlation between the relevance scores and participants' 

ability to think of additional terms (i.e. responses to Q.A.2 and Q.A.3).

The results based on the two user-initiated search tasks are similar except that in these 

scenarios, the participants were more confident in their ability to think of additional search 

terms on their own without the need for the computer-recommended terms. Appendix D 
provides a list of all user self-initiated search scenarios created during the evaluation 

experiment.

Table 5 shows the results from the three summative evaluation questions. Perceived 

usefulness and perceived ease of use of the query recommendation feature were rated 

overwhelmingly positive, suggesting that both the functionality and the usability of the 

feature were well received among the study participants. For the last question, “intention to 

adopt,” 28 out of the 33 participants (84.8%) said that they would absolutely want to see the 

feature adopted in EMERSE, the EHR search engine that they had been routinely using.

4.4. Qualitative Analysis Results of Open-Ended Feedback

Seven salient and recurring themes emerged from the qualitative analysis of the open-ended 

feedback. They are reported in Table 6.

The most common theme was that the study participants liked the query recommendation 

feature and found the computer-suggested search terms to be very valuable (Theme A). This 

is consistent with the quantitative feedback received. They further described the time-saving 

benefits of the feature, particularly on how computer-based query recommendation could 

relieve their burden of manually compiling a reasonably inclusive list of relevant search 

terms (Theme B). Many study participants also appreciated the user interface design of 

EHR-SE that highlighted related or semantically interchangeable search terms using the 

same color (Theme C). This can be seen in Figure 3, where “hearing loss,” “deaf,” and “hard 

of hearing” are all highlighted in green.

Through open-ended feedback, the participants of the study also provided important 

improvement suggestions. First, many of them shared the worry that fully automated query 

recommendation might increase the odds of producing false positive results (Theme D). 

They preferred having more nuanced control over what terms to include, and what not to, so 

they could fine-tune a query according to the true intention of the search (Theme E). Further, 

some participants were able to think of additional search terms that were not on the 

computer-expanded list (Theme F). While they could manually add them each time, having a 

mechanism to permanently include these terms as part of the standard term recommendation 

was seen as a desirable feature to benefit future searches. For example, a participant 

specifically recommended adding standardized codes from ICD-9 and DSM-IV because 

some clinicians often include such codes in their clinical documentation. Finally, some 

participants would like to have the capability of assigning different weights to different 

search terms (Theme G); for example, when searching for “ductal carcinoma in situ,” they 
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preferred that the system would allow for “DCIS” to be weighted higher over “breast 

cancer” when retrieved results are ranked.

5. Discussion

The results of this study demonstrate that computer-based query recommendation has great 

potential to improve the information retrieval performance of EHR search engines and time 

efficiency for end users. Query recommendation for EHRs may thus help ‘level the playing 

field,’ considering that many users whose job involves routinely searching in EHRs may not 

have extensive clinical backgrounds. Even for search ‘experts,’ semantically-based query 

recommendation can still be beneficial to ensure research results are inclusive, and to relieve 

the burden of manually compiling comprehensive lists of search terms. As a participant of 

this study pointed out, without the feature, she or he would “often spend much of my time 
googling similar words.”

It is worth noting that the effectiveness of semantically-based query recommendation could 

differ considerably according to the level of difficulty of a search task. For easy tasks 

wherein search terms are very specific and have few variant forms, the achievable 

improvement of semantically-based query recommendation may be marginal, and the 

likelihood of introducing irrelevant terms may increase, which can result in “query drift”. 48 

For difficult scenarios wherein search objectives are only vaguely defined, the usefulness of 

this feature may also be limited. This is not surprising because the efficacy of computer-

based query recommendation, after all, builds upon the quality of the seed search terms that 

the user manually entered. For example, identifying “herbal supplements for the purposes of 
weight loss” (task #3) is challenging because coming up with the right set of initial search 

terms for “herbal supplements,” as well as for “weight loss,” is a nontrivial task. In addition, 

determining the causal relationship between these two concepts from the retrieved EHR 

documents can be very difficult. As a participant stated, “I'm seeing a lot of people that are 
taking the supplement because they lost weight, not the other way around.” Another user 

stated, “Most of what I was able to come up with didn't address the link between the herbal 
supplement and weight loss—just that the terms both appeared in the note.” Future research 

is therefore also needed to create computational tools that would aid users in the ideation of 

a search and in sense-making of the results retrieved.

The small number of queries with Boolean operators (1.4% with AND, 0% with OR) was 

lower than rates found in prior studies of users of general-purpose search engines (e.g., 6% 

overall use in a study involving Excite.com). 49 It was also lower than what was found 

among a large number of queries entered into the biomedical literature search tool, PubMed, 

which had 11% of queries with at least one Boolean. 50 The reason for this observation 

might be because the participants of this study were already familiar with the existing EHR 

search engine, EMERSE, that automatically included OR between terms when searching 

across a known set of patients.

This study has several limitations. First, because there is no true gold standard for 

determining how well the retrieved clinical documents meet a user's search objective(s), we 

relied on the subjective judgment of each study participant to assess the quality of the search 
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results. That said, the participants of this study all had prior experience of routinely 

searching in EHRs. We therefore believe that their collective wisdom provided a reliable 

source of judgment on the performance of the search engine. Second, the quality of 

computer-based query recommendation is sensitive to the ability of MetaMap in identifying 

relevant medical concepts from user-submitted queries and from the EHR documents 

indexed. While prior research has found that MetaMap performs superiorly over baseline 

information retrieval systems,51 there have also been critiques showing the potential 

limitations of MetaMap when applied to clinical documents.52,53 Third, our study focused 

specifically on real end users' perceived value of automatic query expansion in the context of 

an EHR search engine. We used a basic, but standard, document ranking algorithm in our 

experiments, which we viewed as a strength as it reduced the variability in the before-after 

comparison. Future studies may consider using a larger sample of participants to assess the 

impact of various ranking algorithms on the perceived retrieval quality. Fourth, within this 

study we did not perform a thorough analysis of the search terms that the study participants 

entered during the user experiment. While we could confirm that expanded queries had more 

terms than the original queries, and that users were more satisfied with the performance of 

the system-expanded queries, we believe that further examination of these terms may 

provide additional insights into the struggles that the participants had when formulating 

search queries. We have recently completed this analysis and will report the findings in a 

follow-up publication.

6. Conclusions

In this study, we implemented a semantically-based query recommendation feature in an 

EHR search engine. We then empirically evaluated its performance by having 33 

experienced users perform a set of simulated EHR search tasks with the feature turned off 

vs. with it turned on. The results show that semantically-based query recommendation has 

great potential to improve both the information retrieval performance of the search engine 

and time efficiency for end users. These findings may be generalized to search engines for 

other types of healthcare text, such as biomedical literature, forum messages, and insurance 

claims. We therefore encourage other EHR search engines, and other healthcare information 

retrieval systems in general, to consider incorporating this feature.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Highlights

• A user-centered evaluation is conducted to assess the value of query 

recommendation

• The feature is designed to facilitate retrieval of information from EHRs

• The algorithm utilizes MetaMap to identify medical concepts

• The performance is rated consistently higher with query recommendation 

turned on

• Perceived usefulness and perceived ease of use scores are overwhelmingly 

positive
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Figure 1. Components and Information Flow of the Query Recommendation Algorithm
EHR documents (a) are matched to UMLS terms using the output of the MetaMap natural 

language processing software as well as to terms in a locally developed empiric synonym set 

(b, c). These document terms are then indexed using Lemur (d, e). In a similar manner, with 

the query suggestion feature turned on, user-supplied queries (j) are also matched to UMLS 

and ESS terms (k, l), but generic UMLS semantic types are removed (m) to provide 

matching on the more relevant clinical concepts. This results in an expanded query (n) that is 

compared to the index (e) for subsequent document ranking (f) and presentation to the user 

(g). When the query suggestion feature was turned off (h), parsed queries (l) are compared 

directly with the parsed terms in the index (e) without any synonym expansion. When the 

query suggestion was turned on (i), the parsed terms were expanded using the concepts to 

which they mapped. In either mode (on or off) the user could revise their queries (o) and 

repeat their search as many times as desired.
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Figure 2. The Main User Interface of EHR-SE, with the Query Recommendation Feature Turned 
Off

Hanauer et al. Page 17

J Biomed Inform. Author manuscript; available in PMC 2018 March 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 3. The Main User Interface of EHR-SE, with the Query Recommendation Feature Turned 
On
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Table 1
The five simulated EHR search tasks and their vignettes

Search task/vignette Estimated level of 
difficulty

#1 “You are doing a research project in which you want to identify people who have had a concussive episode after 
being in a car accident.” medium

#2 “You are interested in identifying patients who have the non-invasive form of breast cancer known as DCIS.” low

#3 “Please try to identify patients who are smokers who have also been diagnosed with PTSD.” medium

#4 “You are interested in how many patients are taking herbal supplements for the purposes of weight loss.” high

#5 “Someone has asked you to determine if we have many patients diagnosed with mono who had an enlarged 
spleen.” medium

#6, 7 User self-initiated search scenarios variable

J Biomed Inform. Author manuscript; available in PMC 2018 March 01.



A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Hanauer et al. Page 20

Table 2
Evaluation instrument

§
CareWeb was the EHR system used at UMHS when this study was conducted.
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Table 3
Participant characteristics

Characteristic N (%)

Gender

 Female 27 (81.8)

 Male 6 (18.2)

Clinical area*

 Internal medicine 9 (27.3)

 Health system operations 7 (21.2)

 Comprehensive Cancer Center 5 (15.2)

 Pediatrics 4 (12.1)

 Surgery 2 (6.1)

 Psychiatry 2 (6.1)

 Other (e.g., urology, pharmacy, ophthalmology) 4 (12.1)

Type of employment

 Staff 29 (87.9)

 Faculty 4 (12.1)§

Main job title

 Research coordinator / manager 15 (45.5)

 Coding, compliance, and administration personnel 4 (12.1)

 Physician 3 (9.1)

 Data manager / analyst 3 (9.1)

 Research assistant 3 (9.1)

 Lab/health technician 3 (9.1)

 Educational nurse coordinator 1 (3.0)

 Pharmacist 1 (3.0)

§
3 physicians (2 assistant professors, 1 full professor) and 1 pharmacist (assistant professor).

*
This was the clinical area in which the participant was working but does not necessarily mean that the participant had clinical expertise in that 

area.
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Table 4
Effectiveness evaluation results

Search task Estimated level of 
difficulty

Q.A.1 “Performance”* Q.A.2 “Relevance of 
recommended terms”**

Q.A.3 “Ability to come up with the 
terms w/o computer assistance”***

mean [95% CI] mean [95% CI] mean [95% CI]

#1 medium 1.24 [0.96, 1.52] 1.73 [1.54, 1.91] 0.15 [-0.12, 0.42]

#2 low 0.94 [0.53, 1.35] 1.21 [0.80, 1.63] 0 [-0.34, 0.34]

#3 medium 1.42 [1.16, 1.69] 1.58 [1.30, 1.86] 0.09 [-0.18, 0.36]

#4 high 1.09 [0.81, 1.38] 1.18 [0.86, 1.51] 0.09 [-0.19, 0.38]

#5 medium 1.55 [1.31, 1.78] 1.88 [1.76, 2.00] -0.27 [-0.57, 0.02]

#6, 7 variable 1.16 [0.95, 1.36] 1.53 [1.34, 1.73] 0.64 [0.37, 0.91]

*
Response scale: much worse (-2); worse (-1); neural (0); better (1); much better (2).

**
Response scale: very irrelevant (-2); somewhat irrelevant (-1); neural (0); somewhat relevant (1); highly relevant (2).

***
Response scale: none (-2); few (-1); some (0); most (1); all (2).
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Table 6
Qualitative themes identified from open-ended feedback, ordered from most (A) to least 
(G) frequent

Theme Examples

A Users expressed appreciation for 
the value of the query 
recommendation feature

• “This search would have been impossible with the query suggestion off.”

• “I would definitely not have figured out the breast cancer search terms on my own.”

• “100% better with query search turned on.”

B Users believed that the query 
recommendation feature would 
improve time efficiency

• “I typically use EMERSE every day and often spend much of my time googling 
similar words to increase my results accuracy. Thi swould be a huge time-saver.”

• “Good terms search, I could have come up with some, but it would have taken extra 
time.”

C Users appreciated the use of 
consistent color groups for related 
concepts

• “I like the way all recommended search terms are the same color for each term - much 
easier to use this way.”

• “The color coding of search terms by reference is helpful.”

D False positives could undermine 
the utility of automated query 
recommendation

• “For this task, the computer has suggested too many additional terms, diluting the 
results. Particularly, adding ‘PTS’ as a suggestion for ‘PTSD’ is problematic because 
pts is a common abbreviation for ‘patients’.”

• “I realized that different specialties use different words and abbreviations for things. 
So an allergist's ‘PND’ is not the same as a cardiologist's ‘PND’ etc.”

E Users desired more nuanced 
control over which recommended 
terms to include in the search

• “Most of the suggested additional terms were helpful, but not all were appropriate. It 
would be nice to be able to pick and choose which suggested additional terms to 
include, rather than all or none.”

• “Would be nice to be able to turn it on and off. Sometimes itincreases sensitivity and 
specificity, sometimes it worsens them.”

F Users desired the ability to add 
more terms to automated 
suggestions

• “Would have liked a few more terms to pop up on colonoscopy like sigmoidoscopy.”

• “Have you considered adding ICD-9 codes or DSM-IV§ codes to the suggestions. I 
work in mental health and many clinicians will use DSM-IV codes in their notes.”

G Users desired to ‘weight’ some of 
the recommended terms

• “Is there any way to weigh search topic i.e. DCIS drives the query?”

• “Any way to say one term absolutely required then adding others i.e. DCIS, then 
breast may have been great.”

§
DSM-IV: Diagnostic and Statistical Manual of Mental Disorders, 4th Edition.
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